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Abstract 

This study focused on the optimisation of offshore marine fish-cage farming in 

Tenerife, Canary Islands. The main objective was to select the most suitable sites 

for offshore cage culture. This is a key factor in any aquaculture operation, 

affecting both success and sustainability. Moreover, it can solve conflicts between 

different coastal activities, making a rational use of the coastal space. Site 

selection was achieved by using Geographical Information Systems (GIS) based 

models and related technology, such as satellite images and Global Positioning 

System (GPS), to support the decision-making process. Three different cage 

systems were selected and proposed for different areas around Tenerife. Finally, a 

particulate waste distribution model (uneaten feed and faeces) was developed, 

also using GIS, for future prediction of the dispersive nature of selected sites. This 

can reduce the number of sites previously identified as most suitable, by predicting 

possible environmental impacts on the benthos if aquaculture was to be developed 

on a specific site. 

The framework for spatial multicriteria decision analysis used in this study began 

with a recognition and definition of the decision problem. Subsequently, 31 

production functions (factors and constraints) were identified, defined and 

subdivided into 8 submodels. These submodels were then integrated into a GIS 

database in the form of thematic layers and later scored for standardization. At this 

stage, the database was verified by field sampling to establish the quality of data 

used. The decision maker's preferences were incorporated into the decision model 

by assigning weights of relative importance to the evaluation under consideration. 

These, together with the thematic layers, were integrated by using Multicriteria 

Evaluation (MCE) and simple overlays to provide an overall assessment of 

possible alternatives. Finally, sensitivity analysis was performed to determine the 

model robustness. The integration, manipulations and presentation of the results 

by means of GIS-based models in this sequential and logical flow of steps proved 

to be very effective for helping the decision-making process of site selection in 

study. On the whole, this study revealed the usefulness of GIS as an aquaculture 

planning and management tool. 
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Cage systems that can withstand harsh environments were found to be suitable 

for use over a broader area of Tenerife's coastline. Thus, the more robust self

tensioned cage (SeaStation®) could be used over a greater area than the weaker 

gravity cages (Corelsa®). From the 228 km2 of available area for siting cages in the 

coastal regions with depth of 50 m, the suitable area (sum of scores 6, 7 and 8) for 

siting SeaStation® cages was 61 km2
, while the suitable area for SeaStation® and 

Corelsa® cages was 49 and 37 km2 respectively. Most of the variation between 

these three cage systems was found among the intermediate suitability scores. It 

was concluded that the biggest differences in suitable area among cage systems 

are between Corelsa® and SeaStation® systems, followed by differences between 

Corelsa® and OceanSpar® cages, and OceanSpar® and SeaStation® respectively. 

This variability was mostly located on the N and NNW of the island, where waves, 

both long and short-term, are higher. 
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Chapter 1 

Introduction 

1.1 GENERAL INTRODUCTION 

As the world population increases, pressure on natural resources to maintain this 

growth also increases. Many of the natural resources on land and sea are already 

over-exploited or at their maximum production levels (Coli, 1991). Therefore, there 

is a need to increase existing food stocks by improving production technologies or 

by utilizing new resources. 

In particular, the fishery sector is beginning to realise a rapid decrease in natural 

stocks. In the near future, the increase in fish demand will be greater than that 

available for capture. Therefore, it is necessary to find some alternative or 

complementary source to meet this deficiency. Aquaculture has become a realistic 

and practicable source of food protein, which may provide that extra supply of fish 

to fill the gap between demand and supply (Coimbra, 2001). Also, it will alleviate 

some of the pressure on the natural stocks. 

For the last 40 years, world aquaculture has progressed from being a localised 

self-sufficient sector to become an important, well-structured and diverse industry. 

The growth of the sector has been driven by market demand, advances in 

scientific understanding of the life cycle and production environment of cultured 

species, and technological improvements of the culture systems (Roberts and 

Muir, 1995). However, this rapid expansion and development has increased the 

number of environmental concerns and questions about possible ecological 

impacts. Environmental managers and regulators have pointed out the necessity 

of minimising environmental impacts if productivity in the new industry is to be 

sustainable (Sowles et al., 1994). 
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Aquaculture, as with any other economic activity which uses natural resources, 

depends upon inputs (e.g. water, seed, feed) and attendant processes (e.g. 

capacity of the environment to degrade wastes) to produce a final product for 

consumers (e.g. fish, mussels, shrimps). This interaction with the environment 

may have social, economic and environmental benefits such as; provision of food, 

employment, increase of income, improved nutritional and health, decreased 

pressure on natural stocks, etc. (Beveridge, 1996). On the other hand, interactions 

with the environment can also generate negative impacts. Wastes, which are 

generated by the farming activity and released into the environment, may have a 

negative effect on natural resources decreasing their quality and quantity. 

Consequently, farmed animals may be negatively affected by the degradation of 

the environmental conditions (e.g. generation of toxic substances such as 

hydrogen sulphide). Furthermore, an indirect consequence of waste impacts in the 

environment is the rise of a negative perception of aquaculture. 

Quantities of aquacultural discharge are mainly dependent on husbandry, feeding 

technique, feed composition, digestibility, feed conversion ratio, site selection and 

system design (Tovar et a/., 2000). Complete reduction of these discharges are 

not possible for present culture systems, from both a technological and an 

economical point of view, therefore, they will have an impact on the environment. 

The extent of this environmental impact is a consequence of the type and amount 

of wastes produced as well as the biological, chemical and physical characteristics 

of the area (GESAMP, 1991). Some impacts such as enrichment of benthic and 

water column ecosystems have been extensively studied (Gowen et a/., 1989; 

Findlay and Watling, 1994; Gowen et a/., 1994; Hargrave, 1994; Troell and Berg, 

1995), others for example, the genetic interaction between farmed and wild fish 

and the ecotoxicology of the many chemical compounds used in aquaculture are 

poorly understood. 

In the particular case of marine cage fish farming, the most significant resources 

used are space, water, natural seeds (larvae and juveniles) and feed (Fig. 1.1). 

Space refers to the physical space which the cage or cages occupy in the water 

body, and this can affect boat traffic, fishing activities, local currents and 

sedimentation dynamics. Water is used for many purposes in cage culture, such 
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as gas exchanges and waste dilution and dispersion. Increases in ammonia (NH3), 

nitrite (N0 2) and nitrate (N03) from waste discharges lead to a decrease in water 

quality. The use of wild seeds in some parts of the world may have several 

negative effects on the natural populations if these are over-fished. Aquaculture 

feeds can represent 40-60% of the capital cost because the large amount required 

(Foster et al., 1993), and normally all artificial diets are based on fishmeal in 

quantities of up to 60% of the dietary formulation (Shepherd and Bromage, 1995). 

Also, farmed fishes may consume some natural food decreasing its availabil ity for 

wild stocks. 

In the process of fish-cage production all the different wastes generated end within 

the environment (Fig. 1.1). The most important are uneaten feed, faecal pellets, 

urine and chemicals (Beveridge, 1996; Hennessy et al., 1996). Biological 

pollutants such as escaped fishes and pathogens from farmed fish , may also have 

negative effects in the environment (Beveridge, 1996). 

F cdback Feedback leo S MER I 

- 'IPRo~tcT I 
.1 Feral animal 

I .1 , I Pathog n 
WASTES _ 

• Uneaten fo d 
• Faece 

Fig. 1.1: Use of resources and wastes generation in cage aquaculture process (redrawn from Beveridge, 
1996). 

A high concentration of nutrients released to the environment may lead to 

eutrophication in closed water bodies with low water exchange rate. Nitrogen (N) 

and phosphorus (P) are the main nutrients that contribute to eutrophication, but 
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recently there has been some concern about silicon (Si). Holby and Hall (1994) 

suggested that if there were a sustained imbalance in nutrient availability in terms 

of large quantities of Nand P released from a farm relative to Si, favourable 

conditions would be created for the development of toxic dinoflagellate blooms. 

Uneaten feed from floating cages settles mostly onto the sediments beneath, while 

faeces settle downstream adjacent to the cages. These organic materials greatly 

increase microbial production, changing the sediment chemistry and biology. The 

microbial activity gradually consumes the scarce oxygen, allowing anaerobic 

bacteria to colonise the sediments. The results of their metabolic processes are 

production of hydrogen sulfide, lactate, ammonia and methane (Beveridge, 1996). 

There may also be a built-up of facultative pathogens in heavily contaminated 

sediments under cages, acting as a disease reservoir (Philips and Beveridge, 

1986). 

Therapeutic chemicals are widely used for production management all over the 

world and their negative effects on the environment have only begun to be studied 

(GESAMP, 1997). In the short term, chemicals such as dichlorvos, may be toxic to 

the zooplankton, invertebrates, fishes and even mammals (Hastein, 1996). 

However, there have been no studies to assess their effect in the long term. 

Chemicals often bind strongly with sediments, accumulating under cages together 

with the particulate material released from cages (Samuelsen, 1992; Weston, 

1996). Some chemicals are reported to be eliminated within weeks but others, 

such as the antibiotics oxytetracycline and oxolonic acid, can be detected up to 

seven months after administration (Hastein, 1996). 

In addition, the increasing number of marine farms threatens to bring competition 

between fish farmers and other actual and potential users of coastal space. 

Therefore, to ensure a sustainable development of the aquaculture industry, there 

is a great need to allocate aquaculture to suitable locations (site selection) to 

resolve competing demands for coastal space, avoid undesirable impact on the 

environment, as well as ensuring the profitability of the operation (Kapetsky et al., 

1987; GESAMP, 1991; GESAMP, 1997). 

Chapter 1: Introduction-______________________ _ 



1.2 AQUACULTURE SITE SELECTION 

Aquaculture site selection is a key factor for the success and sustainability of a 

venture. The correct choice of site is vitally important since it can greatly influence 

economic viability by determining capital outlay, affecting running costs, rates of 

productions and mortality factors. Moreover, it can resolve conflicts between 

different coastal activities and users, such as fishing, tourism and local 

communities, making rational and sustainable use of the coastal space. 

The management of aquaculture can been approached in a number of different 

ways. One strategy is to emphasise regulation of the quantity and/or quality of 

effluents. An alternative strategy is to emphasise the location of environments 

which are less sensitive to the type of perturbation aquaculture may generate in a 

particular place, in other words, site selection. The first approach is usually applied 

to existing farm-environments conflict, and normally employs limited 

environmentally focused criteria. The second approach often attempts to 

proactively avoid both the environmental impacts and resource user conflicts. 

One of the pioneering countries in developing a management plan for aquaculture 

was Canada. The Canadian Ministry of Agriculture Fisheries and Food (MAFF) 

has recognised that Siting of fish farms plays an important role in successful 

operations since the 1980's. MAFF developed factors and guidelines that have 

routinely been used for individual site assessments of salmon farming. Parameters 

used in the creation of environmental assimilative capability maps for salmon 

farming considered type of substrate, oceanographic conditions, upland 

conditions, marine algae and plankton, pollution and predators (Caine et al., 

1987). A further step taken by MAFF was to develop a scoring system for 

evaluating marine fish areas, based on a numerical rating scheme, ratings of 

"Poor", "Medium" and "Good" were assigned to final maps. Some areas were rated 

"Not Acceptable", where one or more individual parameters were overtly 

constraining, such as major pollution zones (Black, 1991). 

Norway also attempted to integrate aquaculture licensing within a broader 

planning context in order to limit resources conflict. A programme called LENKA 
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(Nationwide Assessment of the Suitability of the Norwegian Coastal lone and 

Rivers for Aquaculture) was developed from 1987 to 1990 as a modelling and 

accounting system for the allocation of estimated ability of the marine environment 

to absorb additional organic loading (Bergheim et al., 1991; Ibrekk et al., 1993). 

Besides the organic loading criteria, aquaculture was also licensed based on the 

potential for outbreak of diseases, pollution risk and potential location conflicts. 

The result assigned organic loading capacities to 500 geographically defined 

zones along the coast. A more recent programme called Modelling-Ongrowing fish 

farms-Monitoring (MOM) was developed to work in combination with the LENKA 

framework. MOM involves a more mathematical approach to modelling flushing 

rates and uses a number of features for different geographic scales. In macro

scale modelling, topography is the dominant feature used. As the scale increases, 

the effects of tidal action and river runoff become more important in determining 

flushing rates. MOM is designed to assess the effects of organic loading, and it 

helps in the determination of carrying capacity for a particular marine basin 

(Hansen et al., 1997; Ervik et al., 1997; Hansen et al., 2001). 

It is only comparatively recent that the rise in environmentalism world-wide has led 

to the development of new methods in coastal management, based on longer-term 

planning and more regional scales of investigation (Carter, 1988; Bartlett and 

Carter, 1990). The term Integrated Coastal Zone Management has been 

frequently used to refer to this type of coastal management. The primary objective 

of IClM may be stated as being to "devise a framework within which Man may live 

harmoniously with naturen (Carter, 1988). 

Clearly, coastal aquaculture should be developed within an IClM plan and any 

proposed marine aquaculture plan or policy within an ICZM should integrate an 

adequate allocation system. Such a system should select the most suitable sites 

for aquaculture based on environmental, economical and social factors. In other 

words, selecting sites which may have the least environmental stress, maximum 

potential for species growth, minimum production costs and avoiding conflict with 

other users. 
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1.3 INTEGRATED COASTAL ZONE MANAGEMENT (lCZM) 

The world coastline has traditionally attracted, and will increasingly attract, a very 

large proportion of the human population. At least 40% of the world's human 

population now live on or near the coast, and the proportion of coastal dwellers is 

increasing at a very much faster rate than that of the overall population (Carter, 

1988). The shift of population to coastal areas taking place nowadays is 

comparable to the one from rural to urban areas which happened during the first 

half of 20th century in industrialised countries, and which is still happening in 

developing countries at present. This population shift brings about a growing 

demand for space by a great variety of competing and often incompatible uses, 

and consequently, an increased pressure on coastal resources. Traditional 

activities such as agriculture, stock raising, fisheries, ports, etc. have been joined 

at a growing rate by residential developments, tourism facilities, industries, 

quarries, sand and gravel pits for building material, hydrocarbon extraction, 

storage and processing, conventional and nuclear power plants, aquaculture, solid 

and liquid waste disposal, and multiple sources of recreation. Therefore, there is 

an urgent need to manage littoral zones carefully. A major review by the 

Organisation for Economic Co-operation and Development (OECD, 1993) pointed 

out the economic and environmental importance of coastal areas, which when 

combined with intense pressure on diverse coastal resources, make integrated 

planning a necessary component of coastal area management for this fragile 

ecosystem. 

This urgent need for some kind of coastal management was given prominence at 

the United Nations Conference on Environment and Development (UNCED) in Rio 

de Janeiro in 1992, and was further developed at the World Coastal Conference in 

the Netherlands in 1993. From these meetings emerged the concept of Integrated 

Coastal Zone management (ICZM). It was suggested that every coastal nation 

should develop an ICZM structure appropriate to its needs. 

An ICZM structure that works well should be an analytical process that advises 

governments on priorities, trade-ofts, problems, and solutions and works toward 

democratically agreed objectives. It should employ a multidisciplinary approach, 
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maintain a balance between protection and development and should provide 

mechanisms to reduce or resolve conflicts that may occur. A major objective is to 

overcome the consequences of an uncoordinated sequence of coastal 

development projects (such as aquaculture), which results in resource degradation 

and foreclosure of present and future options for resource use (Clark, 1996). 

The development and approval of coastal aquaculture projects should be based 

on ICZM-type plans that identify resources and conflicts over their use. ICZM 

plans in aquaculture should also include the protection of coastal habitats for 

sustaining capture fisheries, supporting tourism, and maintaining a high level of 

ecological functions and diversity. Clark (1996) considered that projects that are in 

conflict with such plans should not be approved. 

While development and implementation of ICZM policies is now an established 

concept and internationally recognised goal, the tools and methodologies for 

achieving such goals are still under development (Clark 1996; GESAMP, 1996b). 

It is clear, however, that for any management of the shore to be effective, it is 

necessary for the policies to be based on informed decision-making. This in turn 

requires ready access to appropriate, reliable and timely data and information, in 

suitable form for the task at hand (Urbanski, 1999). Since much of this information 

and data is likely to have a spatial component, Wright and Bartlett (2000) 

suggested that Geographical Information Systems (GIS) have relevance to this 

task, and have the potential to contribute to coastal management in a number of 

ways, these include; 

• the ability to handle much larger databases to integrate and synthesise data 

from a much wider range of relevant criteria than might be achieved by 

manual methods, 

• encouragement of the development and use of standards for coastal data 

definition, collection and storage, which promotes compatibility of data and 

processing techniques between projects and departments, as well as 

ensuring consistency of approach at anyone site over time, 

• the use of shared databases also facilitates the updating of records, and the 

provision of a common set of data to many different departments that might 

typically be involved in management of a single stretch of coast, and 
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• the efficient data storage and retrieval facilities characteristic of GIS offers 

the ability to model, test and compare alternative management scenarios, 

before a proposed strategy is imposed on the real-world. 

1.4 GEOGRAPHICAL INFORMATION SYSTEMS (GIS) 

Many technical definitions for GIS can be found in the literature, such a M ••• an 

integrated system of computer hardware and software for entering, storing, 

retrieving, transforming, measuring, combining, subsetting and displaying spatial 

data that have been digitised and registered to a common co-ordinate system ... • 

(Johnston, 1998). But more simply, a GIS is a "toor for managing information of 

any kind according to where it is located, and hence, is a database with spatial co

ordinates where each piece of information has a precise location in space. The 

word tool is emphasised because it is a common mistake to think that GIS is a 

definitive answer to problems. GIS provide outputs from a range of input data, but 

does not intrinsically provide answers. 

In the mid-1960s it was recognised that digital computers could be used quite 

effectively to map out and analyse the vast quantities of information being 

collected by Canada Land Inventory (Jones, 1998). The resulting statistical and 

cost-benefit analyses were used to develop management plans for large rural 

areas throughout the whole of settled Canada. One of the conclusions of this initial 

effort was that computerisation was going to be the best alternative for developing 

these management plans, in spite of the primitive computers of that time and their 

high cost. This new kind of "computerisation" was called the "geographic 

information system" (Wright and Bartlett, 2000). 

Although the Canadian Geographical Information System can be regarded as 

having laid the foundations for many subsequent GIS, it was not in fact followed by 

a proliferation of similar systems. It was only from the late 1980s that GIS could 

claim to meet a significant proportion of the data-handling requirements of 

organisations concerned with geographical information (Jones, 1997), principally 

due to the recent technological advancements, in particular the increased 
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availability and relative affordability of computer software and hardware. However, 

though the availability of the technology is a necessity, it is not a sufficient 

condition for its effective utilisation. To facilitate the take-up of GIS a number of 

institutional barriers must be overcome. Of particular importance in this respect is 

the need to take steps to promote the availability of digital data in forms that 

facilitate its use in a wide range of applications. 

In recent years GIS have become of great significance for environmental planning 

and assessment. The main reason for this is the need to compare a great number 

of area-related data describing the affected natural resources and their sensitivity 

related to the effects of the action. Because GIS can be used to couple these 

types of data with their attributes and can be used to overlay them, it represents a 

highly efficient instrument for such planning tasks. Godschalk and McMahon 

(1992) label GIS as "revolutionary" in its potential to enhance the planning process 

itself. 

Three of the fundamental questions that lie behind effective environmental 

management are, what is where?, why is it there?, and what would happen if?, 

lend themselves perfectly to the use of GIS-based analysis (Treweek, 1999). The 

latter author pointed out that it is not possible to describe, explain or predict 

ecosystem behaviour without knowing how ecosystem components are distributed 

in time and space or with respect to each other ("what is where?") and 

understanding the relationships and processes that explain their distribution and 

behaviour ("why is there?"). As well as requiring knowledge of spatial distribution 

and relationships, the ability to make reliable predictions ("what happen if?") often 

demands knowledge about temporal trends. Tackling these questions demands 

the very same spatial, analytical and predictive procedures that GIS are designed 

to facilitate, therefore GIS has an important relevance to address environmental 

and management problems. 

GIS is thoroughly discussed by Aguilar-Manjarrez (1996), Burrough (1990), 

DeMers (1997), Jones (1997), Malczewski (1999), Nath et al. (2000) and Salam 

(2000) but in simple terms, GIS stores data according to two main attributes: (1) 

where? (the loeational attribute), and (2) what? (the thematic attribute). Locational 
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attributes are defined using co

ordinates which are stored 

digitally and GIS is therefore 

structured around a 

straightforward X, Y co-ordinate 

system to which a number of 

thematic layers of information can 

be referenced. Fig. 1.2 shows 

how different layers of thematic 

information relevant to a project 

might be built up, all referenced to 

a common X, Y co-ordinate 

system. Map features are defined 

using topological data elements; 

points, lines or areas (polygons). 

Attribute data are associated with 

these topologic data elements 

Topography 

Protected areas 

~~~l Land use 

Area of quantification 
(satellite image) 

Fig. 1.2: A hypothetical GIS database structure. 

and provide descriptive data about them. GIS can therefore be used to store, 

manage and retrieve data to describe what entities or components are present in a 

study area and exactly where they are located in space and in relation to each 

other. 

Once created, the GIS database enhances data-handling capability and speeds up 

access to information for analytical purposes. Visual presentation of data layers 

(thematic maps) can facilitate recognition and/or understanding of potential 

relationships between different attributes, thereby ensuring that all relevant 

avenues of enquiry are explored and that suitable data have been collected in field 

study programmes. 

As well as performing straightforward database query functions, GIS can also be 

used to explore functional relationships by querying data in different ways. GIS 

can be used to combined relevant thematic data layers and explore the possible 

relationships between them, often using overlaying functions ("hOW do these layers 
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of information relate to each other?"). Statistical testing of observed relationships 

or correlation between thematic layers is also possible. 

Finally, when relationships have been confirmed and responses can be quantified 

(e.g. the response of benthos to organic loads from a fish farm), GIS can be used 

to tackle the "what would happen if'? type questions. For example: "what happens 

to the benthos if fish production on the site is increased or decreased?". 

Theoretically, GIS can be used to generate any number of potential scenarios, the 

relative significance of which can then be tested using relevant data. However, it is 

very important to bear in mind that GIS outputs are only as good as the data and 

models on which they are based. 

Database development has been acknowledged as the most challenging and time

consuming task (Lang, 1990; Budic, 1993). Creating the GIS database is likely to 

account for more than half of the total cost of a GIS project. Sources of data to be 

integrated in GIS are usually incredibly varied and may include existing paper or 

digital maps, satellite images, field surveys, aerial photographs, statistics, etc. In 

fact, one of the main advantages of using GIS is the ability use a variety of such 

data sources and interpret them on a "common platform". Decisions on what 

sources of data to use are fundamental to the development of GIS for 

environmental management. In particular, it is often necessary to decide what 

relative emphasis to place on field surveyor remotely sensed data. The main 

advantage of using remotely sensed data is the ability to acquire spatially 

referenced information, which can be updated quickly, straightforwardly and often 

relatively cheaply. There are particular advantages for studies at the regional level, 

in areas where access for field survey is limited or difficult or where future 

monitoring is intended. Access to remotely sensed data has also made it 

considerably easier to develop regional approaches to natural resources 

management, which takes into account the wider geographical and temporal 

trends (Treweek, 1999). On the other hand, the use of remotely sensed data does 

require skills in interpretation and classification of images and field survey may be 

needed for helping image classification and later validation (Wilkinson, 1996). 
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Broad areas of environmental management in which the use of GIS has had 

demonstrable benefits are the assessment of cumulative ecological effects, 

environmental impact assessments, regional ecological studies, conflict resolution 

in land use planning, strategic ecological assessment, ecological mitigation 

planning and the assessment of landscape-scale effects: 

• GIS for cumulative effects assessment 

Cumulative habitat loss is a problem for many species in many countries. 

GIS technology has made it considerably easier to quantify those spatial 

attributes of habitat distribution and organisation, which affect the value of an 

area to associated species and therefore, to recognise when unacceptable 

thresholds of habitat loss and fragmentation may have been reached 

(Wadwsworth and Treweek, 1999). Sebastini et a/. (1989) used a GIS-based 

approach to trace the commutative loss of coastal wetlands as a result of 

development in a large study region. Other examples can be found in 

Bielecka et a/. (1995), Lowry et a/. (1995), Lehmann (1998) and Schippers et 

a/. (1996). 

• GIS for Environmental Impact Assessment (EIA) 

GIS has been used as a tool in scooping the EIA, deriving suitable study 

limits and generating appropriate impact scenarios and mitigation strategies 

as well as simply handling the relevant data and making them accessible 

(Johnston, 1998). Hassen and Prou (2001) give a good example of applying 

GIS for assessing potential aquacultural impacts due to nonpoint source 

loadings. Other examples are found in Perez et a/. (2002) and Shukla et a/. 

(1998). 

• GIS for mapping ecosystems 

Ecosystem classification is used to derive homogeneous map units with 

predictable characteristics. Ecosystem mapping stratify the land base into 

map units based on information about environmental factors such as climate, 

geology, soils and vegetation. Digital maps generated from such GIS 

databases provide a spatial expression of ecosystem classifications that can 

be used to depict habitat, wildlife and other ecological resources in a 
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standardised and directly comparable fashion. Examples of this type of 

applications can be found in Donnan and Davies (1996), Gold (1996), Lyon 

et a/. (1987) and Plant (1998). 

• GIS for mapping habitat potential 

Suitability maps can be useful for assessing habitat suitability, such as 

locations for fish farming. Suitability maps for a species can be assessed in 

various ways, for example a rating can be assigned based on professional 

experience or knowledge. If more detailed information is available, algorithms 

that rank habitats based on explicitly stated relationships between species 

life requisites and ecosystem units may be developed. Also, possible species 

distributions may be inferred by combining the knowledge of relationships 

between species and habitats in a straightforward way to limit interest survey 

areas, hence saving time and money. Examples of this type of applications 

can be found in Guo and He (1999), Pereira and Duckstein (1993) and 

William et a/. (2000). 

• GIS for Strategic Ecological Assessment 

Strategic ecological assessment has been promoted as a means of resolving 

conflicts in natural resource use at an early stage in land-use planning so that 

adverse ecological impacts can be avoided or reduced at source. This makes 

it possible to evaluate the likely consequences of different land-use strategies 

before they are implemented and also to test the effectiveness of alternative 

approaches to ecological mitigation (ecological mitigation planning). Impacts 

operating at different geographical and temporal scales can also be captured, 

quantified and compared relatively easily. Examples of this type of 

applications can be found in Budic (1994), Bushing (1997), Charnpratheep et 

a/. (1997), Cochrane (1999), Gordon (1994), Hepner and Miller (1993), 

Schaller (1992) and Thumerer et a/. (2000). 

Despite its obvious potential benefits and the general favourable opinion, the use 

of GIS technology to manage environmental problems has a relatively recent 

history. In some countries, notably Canada and USA, EIA have been managed 

around GIS databases for some years. However, a review of GIS use for EIA by 
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environmental consultants (Joao and Fonseca, 1996) confirmed that GIS were 

being used more for presentation of data results than they are for data analysis. 

When considering the use of GIS for environmental management it is important to 

consider whether or not GIS will make the process more efficient, cost-effective 

and productive than more traditional methods. However, it is sometimes difficult to 

quantify benefits obtained by the use of GIS. For environmental management 

addressing relatively large or inaccessible areas, the cost of laborious survey can 

be prohibitive. In such circumstances, a GIS-based approach can be cheaper and 

more efficient than a traditional approach based on field survey. It can also open 

up opportunities for using alternative source data such as aerial photography or 

satellite imagery. On the other hand, the lack of readily available and affordable 

digital data means that a certain amount of hand digitising is very likely to be 

necessary, which is a laborious and time consuming task (Budic, 1994). In 

addition, mastering the technology itself requires time and intensive training to 

become familiar with the functions of GIS and learn about the logistics of exploiting 

its capabilities. Thus, the benefits of GIS technology are not attained immediately. 

The longer a GIS is used by an institution or individual, more potential it has to 

yield benefits. 

There are several qualitative indications of the benefits of using GIS technology for 

management. Eason (1988) listed four categories of benefits; (1) cost reduction 

(staff savings and other direct cost savings such as space), (2) improved 

productivity, (3) improved support (improved information, decision support, expert 

assistance, computer aided support), and (4) organisation enhancement (new 

ways of integrating new business). On the other hand, quantitative data and 

methods on the benefits of using GIS are very rare. The U.S. Geological Survey 

(USGS) has developed a model for improving the quality of GIS cost/benefits 

studies (Gillespie, 1999) which focuses on the complexity of a GIS application as 

the key factor influencing the level of benefits. However, this technique is neither 

easy nor straightforward to use. 
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1.5 GIS IN THE COASTAL ZONE AND AQUACULTURE 

Interest in applying GIS to the coast first emerged in the early and mid 1970s, at a 

time when GIS itself was still a very new technology. However, much of the 

earliest references are aspirational, rather than describing work in progress 

(Wright and Bartlett, 1999). In a historical perspective on the application of GIS to 

the coast conducted by Bartlett (1993a), the author concluded that the first "real" 

pioneering applications of GIS to the coast mostly focused on the ability of 

computers systems to store and retrieve data. In part, these early development of 

coastal GIS were frequently constrained by the hardware and software then 

available, and also by the generally low levels of awareness shown by potential 

users, regarding the functionality and capabilities of GIS (Green, 1987). Only in the 

late 1980s was an upsurge in the application of proprietary GIS packages to the 

coast (Wright, 1999). 

The traditional home of GIS, in terms of managing, mapping and modelling spatial 

data and associated attributes, as well as spatial decision-making, has been in the 

land-based sciences and professions (Ricketts, 1992). Most commercial GIS are 

developed for land-based applications, and are built around cartographic 

metaphors, data models and fundamental paradigms optimised for conditions 

found in terrestrial environments. These paradigms and models are frequently 

poorly suited to coastal data, where boundaries between key variables are less 

easy to define. A much greater range of spatial scales and resolutions have to be 

considered, and there is a greater need to work in three spatial dimensions, where 

the temporal dimension is fundamental to many analyses (Wright and Goodchild, 

1997). The limited widespread use of GIS in marine environments has also been 

blamed on the high cost of collecting and maintaining digital databases (Wright, 

1999). However, satellite images are enabling capture of data over a wide area, 

and making the update of the database possible. Technological developments in 

this area have been incredibly rapid and the spatial, spectral and temporal 

resolution of satellite imagery is improving all the time. 

There is a potential for GIS to contribute to costal management in a great variety 

of applications. Broadly, GIS applications in the coastal zone may be grouped into 
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four categories; (1) inventory, (2) coastal change analysis, (3) risk assessment and 

(4) coastal resources survey and management. 

In inventory applications, GIS can aid the sorting and rapid retrieval of data on the 

basis of location and other spatial relationships. The UK Integrated Coastal Zone 

Mapping Dataset (ICZMap) is a good example of this type of applications (Gomm, 

2001). The aim of this work was to enable the integration of coastal data, 

referencing and recording information in a consistent framework. It was intended 

for this data to be accessed readily by users, to satisfy diverse and innovative 

coastal zone applications and services. Another national initiative is the 

SIGMAZAL project being developed by the Spanish government (Sanz, 1997; 

1999) which is a marine geographical information system for management of the 

coastal and continental shelf resources. 

GIS has been used for time series and change analysis applications, particularly in 

wetlands studies, but have also been widely applied to analysis of erosion, 

shoreline and mangrove forest changes. It is very common to make use of remote 

sensing data for these kinds of applications (Bartllet, 1993b). 

As coastal population expands and land development near the coast increases, 

coastal problems will become intensified. Therefore, an understanding of the 

processes and hazards associated with these coastal regions is essential. 

Applying GIS to hazard assessment and risk mapping along coastal areas benefits 

communities by providing a basis for zoning, land-use planning and resource 

allocation. Some of the main coastal hazards that GIS technology is being applied 

to are: pollution (specifically oil spills; Abdel-Kader et al., 1998), hurricanes (Hickey 

etal., 1997), ice (Stringer, 1981), etc. 

There are many and diverse applications of GIS in coastal resources survey and 

management applications. Within the leisure and recreation sectors, several 

examples exist where GIS has been used effectively in the assessment, 

development and management of coastal resources. Examples include the siting 

of shore-based facilities such as marinas (Fairfield, 1987), and the management of 

recreation activities in areas of fragile coastal dune systems (McGrath, 1990), as 
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well as in the management of marine reserves (Bushing, 1997). GIS is also a 

major technology within the mining and oil exploration industries where it is 

harnessed to assist in the discovery, assessment and exploitation of resources 

(Jefferies-Harris and Selwood, 1991). Unfortunately, many of these applications 

remain relatively undocumented for reasons of commercial confidentiality. 

Although it was not until the mid-1980s that any form of fisheries management 

GISs appeared, since then fisheries have likewise made use of GIS to assist in 

various fields, such as: predicting fish yield in reservoirs (De Silva et al., 2001) and 

in marine protected areas (Maury and Gascuel, 1999); distribution of fish (Kulka, 

2001), algae and seagrasses (Taranto et al., 1997b) and holothurians (Taranto et 

al., 1997a); habitat characterization and fisheries management (Andrew and 

O'Neill. 2000; Mckenzie el al .• 2000; Dunning et al., 2000; Fouche et aI., 1998) 

with special emphasis on fish (Rogers and Bergersen, 1996), oysters (Wilson et 

al .• 1999; Wilson et al .• 2000). clams (Rubec et al .• 1998) and lobsters (Anon, 

1997); and spatial assessment of fish resources (Ardizonne et al., 1998; Le Corre 

et al .• 1998; Corsi et al., 1996) and cephalopod resources (Boyle et al., 1998; 

Pierce et al., 1998). 

GIS has several advantages for aquaculture development programs. It not only 

provides a visual inventory of the physical. biological and economical 

characteristics of the environment, it also allows rational management without 

complex and time-consuming manipulations (Krieger and Mulsow, 1990). Despite 

this, the use of GIS in aquaculture has been very limited and only few studies are 

reported in the literature. Nath et al., (2000) concluded that the little spread of 

aquaculture applications using GIS is due to: (1) a lack of appreciation of the 

benefits of such systems for this sector. (2) limited understanding about GIS 

principles and associated methodology. (3) inadequate administrative support to 

ensure GIS continuity among organisations, and (4) poor levels of interaction 

among GIS analyst, subject matter specialists and end users of the technology. 

The first applications of GIS in aquaculture date from the late 1980's (Kapetsky et 

aI, 1985; Kapetsky, 1987), since then, the use of GIS has been quite limited. At 

present. there are only about 50 literature references on the use of GIS in 
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aquaculture. Despite this, GIS applications in aquaculture are surprisingly quite 

diverse, targeting a broad range of species (fish, crustacean and mollusc) as well 

as geographical scales, ranging from local areas (Le. small bays, Ross et al., 1993 

and big bays, Scott and Ross, 1999), to sub-national regions (Le. individual 

states/provinces, Aguilar-Manjarrez and Ross, 1995), to national (Salam and 

Ross, 2000) and continental (Aguilar-Manjarrez and Nath, 1998) expanses. They 

also vary with regard to the degree to which GIS outcomes have been used for 

practical decision-making (Nath et al., 2000). 

Several authors have extensibly documented the use of GIS in aquaculture 

(Meaden and Kapetsky, 1991; Kapetsky and Travaglia, 1995; Aguilar-Manjarrez, 

1996; Ross, 1998; Nath et al., 2000; Salam, 2000) and at present time, the extent 

of GIS applications in aquaculture include: site selection for target species such as 

fish (Grita, 1998; Alarcon and Villanueva, 2001; Benetti et al., 2001), oysters 

(Chenon et al., 1992), mussels (Krieger and Mulsow, 1990; Scott, 1998), clams 

(Arnold et al., 1996; Arnold and Norris, 1998; Arnold et al., 2000), scallop 

(Halvorson, 1997), shrimp (Salgado and Blanco, 2000; Alarcon and Villanueva, 

2001) and seaweed (Brown et al., 1999), environmental impact assessment 

(Thriscutt et al., 1997; Fuchs et aI., 1998; Gupta, 1998; Perez et al., 2002), 

conflicts and trade-offs among alternate uses of natural resources (Angell, 1998; 

Biradar and Abidi, 2000), and consideration of the potential for aquaculture from 

the perspectives of technical assistance and alleviation of food security (Meaden 

and Kapestsky, 1991; Kapestsky, 1994; Kapestsky and Nath, 1996). 

1.6 AIMS AND OB.JECTIVES 

The aim of this study was to select and optimise the most suitable sites for 

offshore marine fish-cage farming in Tenerife (Canary Islands) based on the use of 

GIS-based models and related technology (satellite images, GPS, etc.) to support 

the Coastal Zone Management decision-making process. To achieve this general 

aim, the following objectives were set: 
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• Identification of all the possible criteria that may influence the development of 

marine fish-cage culture within the context of a integrated coastal zone 

management (Chapter 3). 

• Identifying the data sources for those criteria identified, gathering the 

required data, and finally entering this data into the GIS system to built up the 

database (Chapter 4). 

• Database verification to control the quality of data used to help ensure 

reliable outcomes (Chapter 3 & 4). 

• Selection of optimal cage systems for different locations around Tenerife 

(Chapter 5). 

• Development of GIS-based models, for each cage design selected, for 

selection of most suitable sites for developing marine cage culture. (Chapter 

3 & 5). 

• Weight verification analysis to account for possible different points of view 

from different focus groups to the task of siting marine fish cages. Specifically 

developed questionnaires were used to obtain feed-back from these groups 

(Chapter 5). 

• Development and integration of a particulate waste distribution model, so that 

areas which have been selected as the most suitable for siting of cages could 

benefit from a further study to quantify the dispersive nature of a site, and 

therefore, assist in predicting possible environmental impacts, as well as 

establishing the maximum desirable production of a site (Chapter 5). 

• Sensitivity analysis to indicate what criteria are the most or least critical in 

determining the values of the output map. These critical maps indicate where 

most or least care may be taken in the input data in order to draw reliable 

conclusions from the output map, and also to assess the overall robustness 

of the model (Chapter 6). 

Tenerife was chosen for study because it has very favourable environmental 

conditions for the culture of marine fish. It has clean, well-oxygenated waters, 

stable oceanic salinity and favourable temperatures for growth. The development 

of an aquaculture industry on the island could become a complementary sector to 

tourism and agriculture, which will diversify the island's economy. Also, it will 

provide a consistent fish supply, and hence, decrease the pressure on the already 
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overexploited natural resources. In addition, because of the particular and fragile 

characteristic of islands, a rational and sustainable aquaculture management is 

needed. At present, there are no guidelines to follow, and this study was aimed to 

be the first of its kind on an island environment as whole. 

Due to the small size of the island (2,036 km 2), overpopulation, and competition 

with tourism and agriculture, land availability in Tenerife is low. This pressure on 

the land is increasing with the growing local population and the developing tourism 

and agriculture industry. There are no lagoons available for aquaculture and the 

scarce bays are heavily used by tourism, which is the main source of income. 

Therefore, at present offshore cage culture seems like the most viable system for 

ongrowing fish farming. 

The availability of suitable coastal areas for aquaculture and other coastal 

activities is diminishing due to land use conflicts and water quality degradation. 

Consequently, coastal areas are likely to be the scene of greater conflict in the 

future. In addition, the correct choice of site is vitally important since it can greatly 

influence economic viability, by determining capital outlay, affecting running costs, 

rates of productions and mortality factors. Therefore, the first prerequiSite for 

sustainable aquaculture is an adequate aquaculture resource allocation system. 

This study is based on extensive use of GIS because besides performing 

straightforward database functions, it can also be used to explore relationships by 

querying data in different ways combining relevant thematic data layers and 

exploring the possible relationships between them, using overlaying functions and 

more complex modelling structures. This allows exploration of sensitivities of the 

models and investigation of different scenarios, leading to optimisation of site 

location, exploration of visual and environmental impacts and estimation of 

sustainable production benefits. 
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Chapter 2 

Study Area: Tenerife (Canary Islands) 

2.1 THE CANARY ISLANDS 

2.1.1 Geographical Location and Description 

The Canary Archipelago, comprises of seven 

main islands and several minor ones and is 

located in the Eastern Central Atlantic Ocean 

between latitude 27.6°-29.5° N and longitude 

18.2°-14.50 W. It is only 100 km from the north

western edge of the Africa continent (Fig. 2.1). 

The total area of the archipelago is 7501 km2
• 

The Canary Islands are the emerged parts of an 

important volcanic formation on the oceanic

continental transit of the Afro-Atlantic plate. 

The Archipelago has been under the sovereignty 

of the Spanish government since the XV century 

555 k. 
ij 0 ~ 

Fig. 2.1: Canary Islands location. 

and is divided into two provinces, Santa Cruz de Tenerife and Las Palmas. The 

former is constituted by the four most western islands, EI Hierro, La Palma, La 

Gomera and Tenerife. The capital of 

this province is Santa Cruz de 

Tenerife, which is located on 

Tenerife island. Gran Canaria, 

Fuerteventura and Lanzarote form 

the second province. The capital of 

this province is located on Gran 

Canaria and is called Las Palmas 

de Gran Canaria (Fig. 2.2). The - .. ,,. Ie' ,.. .. 

Fig. 2.2: Canary Island Archipelago and its two provinces. 
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population of the Archipelago is over 1,600,000 inhabitants, mainly concentrated in 

the two provincial capitals. To this must be added approximately 6,000,000 tourists 

who visit the islands annually. 

From a geomorphology point of view, the Canary Islands can be divided into two 

different groups: the western and central islands (La Palma, EI Hierro and La 

Gomera; Tenerife and Gran Canaria) and the eastern islands (Fuerteventura and 

Lanzarote) (Rodriguez et al., 1993). The western and central islands are of 

volcanic origin from the Miocene and Holocene formations, together with more 

recent deposits. The rocks are varied and complex in nature and include lava 

flows and pyroclastics, basalt, trachytes and salic volcanic. The relief is rugged, 

with land rising to over 1000 m and steep slopes exceeding 30 per cent over more 

than half of the islands. The eastern islands, are where volcanic rocks of the 

classic series of the Canary volcanism (Miocene, Holocene and Pliocene in age), 

and non-volcanic igneous rocks (gabbros and syenites) are found. These are low 

altitude islands (<800 m), characterised by gentle slopes and wide plains, U

shaped valleys and abundant glacis, although there are some rugged areas and 

sharp mountain ranges. 

2.1.2 Marine Environment 

The Canary Archipelago emerged from the oceanic basin due to a successive 

overlay of volcanic material, forming an independent set of islands (except for 

Fuerteventura and Lanzarote which are considered to have originated from the 

same insular block). Their volcanic origin is responsible for the limited coastal 

shelf, and water depths of over 2,000 m can be reached very close to the shore. 

Around La Palma and EI Hierro, the shelf is almost non-existent. On the other 

hand, the breadth of the shelf surrounding Fuerteventura and Lanzarote which 

were formed earlier, is much greater, reaching up to 30 km. The coast and seabed 

topography generally can be described as abrupt and highly uneven. 

Both the particular oceanographic conditions and the bathymetry govern the 

marine environment in the Canaries. The oceanographic characteristics of the 
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Canary waters in general deviate greatly from that which is expected from its 

geographical location, typically classified as a subtropical zone. These differences 

are a consequence of the influence of the Canary Current, which brings to the 

Canaries colder waters than expected for its latitude. Primary production in the 

Canaries is very low due to the small continental shelf and also to the almost 

permanent water stratification, preventing nutrients from deeper waters from 

reaching the photic zone and being used by phytoplankton. 

Temperature 

The annual sea temperatures in the archipelago ranges between 16 and 24°C. 

However, this is not homogeneous and, in any given period, differences of 2 °c 

can be found between the outer islands (Molina et al., 1996; Morales-Matos and 

Perez-Gonzalez, 2000). The coldest waters are located around the eastern islands 

of Fuerteventura and Lanzarote due to the proximity of the African upwelling which 

"pumps" cold water to the surface. 

The marine thermal structure of the superficial layer in the Canaries is 

characterized by the presence of two typical thermoclines; a superficial "seasonal 

thermocline", variable in its form and magnitude throughout the year, and a second 

more deep and stable "permanent thermocline". The seasonal thermocline varies 

because of strong annual rhythms in heating and wind strength. The period of 

strongest near surface stratification occurs in the summer (15 m depth) when 

insolation, but also wind forcing, is strongest. The situation differs from the 

temperate seas, where winter cooling coincides with strong winds. The time of 

maximum penetration of the surface mixed layer is in the winter and beginning of 

spring, with a depth of 100-150 m. The permanent thermocline is normally located 

between 600 and 800 m, however, as it is usually very weak it can be masked by 

the influence of Mediterranean water (Demetrio pers. comm.). 

Salinity 

The water salinity around the islands is constantly maintained, but there are 

differences among islands. In the same period, salinity values are in the range of 

36-37 PSU between the outer islands in the archipelago (Molina et al., 1996). 
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Winds 

The large-scale mean atmospheric flow in the Canary Islands area is formed by 

the Trade Winds. During July-August the Azores High is at its northernmost 

position and the boundary of the trade winds is approximately between 32° Nand 

20° N. In autumn, the Azores High begins to move southward until it gains its 

southernmost position in winter (Pacheco and Hernandez-Guerra, 1999). 

The Canary Stream Current 

The main large-scale oceanic flow in the Canary Islands is the Canary Current, 

which is the eastern boundary current of the North Atlantic subtropical gyre. The 

Canary Current is fed by the eastern branch of the Azores Current which turns 

southward east of Madeira Island (Stramma, 1984; Klein and Siedler, 1989; Fiekas 

et a!. 1992). The Canary Current flows southward along the African coast and 

turns south-westward around 20° N contributing to the North Equatorial Current. 

This is the large-scale behaviour of the eastern subtropical gyre which, of course, 

presents considerable time and space variability. According to Stramma and 

Siedler (1988), the seasonal variability consists of a southward shift of the Azores 

Current, a northward shift of the North Equatorial Current, and the approach of the 

Canary Current to the African coast during summer. 

The Canary Current is a slightly cold surface current that flows in the SSW 

direction, and is stronger in the top 200 m (Fiekas et al., 1992). Outside of the 

archipelago the Canary Current has a mean velocity of 15 cms·1, but when it 

passes between the island channels it may reach values of up to 25 cms·1 (Molina, 

1996). This current is faster in the eastern islands, where the highest speeds have 

been measured in the corridors between the islands at up to 60 cms·1
• 

Mesoscale phenomena 

The Canary Islands lie in a transitional zone between the northwest African coastal 

upwelling region and the open ocean waters of the subtropical gyre. They present 

a barrier to the relatively weak equatorial flow of the Canary Current and to the 

flow of the Trade Winds, giving rise to a variety of mesoscale phenomena, such as 

eddies, intrusion of cold water filaments from the African coast and warm water 

tails (Fig. 2.3). 
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Fig . 2.3: Sea surface temperature (0C) derived from AVHRR-14 satellite image (16-07-1999). 

Typical seasonal hydrographic conditions (Stramma and Siedler, 1988) are 

geographically altered by mesoscale circulation induced south of the islands. The 

main patterns associated with the islands are cyclonic and anticyclonic eddies 

downstream of the islands (60± 80 km in diameter), apparently caused by their 

effect as a topographic obstacle to the flow of the Canary Current (Aristegui et al., 

1992; Aristegui et al., 1994). These eddies are present during all seasons, 

suggesting that the speed of the Canary Current is always sufficiently strong to 

develop eddies (Pacheco and Hernandez-Guerra, 1999). These structures cause 

perturbations in the distribution of chemical species and in biological parameters 

(nutrients, metals, primary production, etc.). 

The large-scale variation of the Trade Winds, which is coupled to the meridional 

shift of the Azores High, determines the strength and persistence of coastal 

upwelling along the African coast. Upwelling filaments stretching from the African 

coast into the islands characterize the pattern associated with the influence of the 

continental upwelling system over the ocean surrounding the islands (up to 300 

km long). They are present only in summer and early autumn when strong Trade 
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Winds blow over the area. Upwelling filaments fundamentally stretch off Cape 

Jubi, Cape Bojador and somewhere in between. Thus, the spatial distribution of 

the filaments appears in most cases to be closely related to the coastal 

topography, bathymetry of the African coast, and a permanent cyclonic eddy. 

The warm tail phenomenon at the lee side of the islands is due to the "island mass 

effect". The islands influence the current, intensifying it as it passes between the 

islands and producing a "shade" zone, with warmer water south of the islands. 

Waves and Tides 

During winter and beginning of spring, the windward side is the highest exposed 

area of the archipelago due to the Trade Wind blowing from the NNE and the 

stormy weather from the N. During autumn, the main wave direction is also NE, 

however, with lower intensity and frequency than in summer. As a consequence of 

the sporadic W storm episodes, there are frequently some waves coming from the 

NW and SE with heights up to 10m. During the end of spring and summer, the 

wave intensity decreases to average heights of 1 m. 

In the Canaries, the tides are semidiurnal, with maximum fluctuations near 3 m. 

The tide wave moves towards the north, and when it collides with the Archipelago 

produces several phase lags due to the location and shape of the islands. Tidal 

currents have an enhancing or mitigating effect on the Canary Current, generating 

local anomalies. 

Nutrients 

The oceanic waters close to the Canary Islands have low amounts of nutrients in 

the euphotic zone, indicating the oligotrophic conditions of the archipelago waters 

(Braun et al., 1982). A seasonal thermocline develops in oceanic areas, between 

50 and 120 m, throughout most of the year, limiting the supply of nutrients to the 

surface layer (de Le6n and Braun, 1973). Surface waters are mixed only during 

winter, allowing nutrients to reach their highest levels during late winter or early 

spring. However, these nutrients are quickly depleted through biological 

processes, returning to the former low productivity situation (Braun, 1980; Braun et 

al., 1986). 
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Despite the general belief regarding the oligotrophic nature of the offshore waters 

of the Canary Islands, it has recently been disputed that the oligotrophic condition 

is the typical situation in this area. The mesoscale circulation in the Archipelago 

produces anticyclonic and cyclonic eddies south of the islands, the latter of which 

provide a supplementary source of cold, deep and nutrient enriched water 

(Basterretxea-Oyarzabal, 1994). Additionally, large upwelling filaments (up to 300 

km long) extending from the African coast, together with atmospheric inputs affect 

the flow of nutrients and organic matter in the region (Davenport et a/., 1999) . 

Primary production 

Although there is a lack of detailed seasonal biological studies in the Canary 

region , reported mean primary production and chlorophyll values are generally low 

throughout the year (De Le6n and Braun , 1973; Braun and Real, 1984; Braun et 

a/., 1985; Fernandez de Puelles and Gracia-Braun, 1989; Aristegui et a/., 1989). 

Nevertheless, relatively high surface values (-0.5 mg Chi a m-3) are reported from 

January to March (Aristegui et a/., 1997), coinciding with the erosion of the 

thermocline. This enhancement is the result of nutrient enrichment of previously 

depleted surface waters, and therefore is more like the autumn bloom of 

temperate seas than the spring bloom. The close coupling between phytoplankton 

and grazers presumably prevents the accumulation of phytoplankton populations 

at surface (Aristegui, 1990). Thus, a weak late winter bloom is apparent during 

January and February, decreasing gradually towards spring and summer 

(Arlstegui, 1997). 

Marine flora and fauna 

From a zoogeographic point of view, the Canaries are unique because its species 

composition in not what would be expected . For its geographical position, the 

archipelago belongs to the Mediterranean-Atlantic Region, but the Canary waters 

have a high presence of Mediterranean, as well as Antilles, African and Indopacific 

species. Within the archipelago there is species variation , both quantitative and 

qualitative, from the western to the eastern islands. For example, species with 

warmer water affinities occur predominately in the western islands while those with 

more temperate-water affinities are present in the eastern islands (Falcon et a/. , 

1996). 
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2.2 TENERIFE 

Tenerife is located in the Atlantic Ocean, between the 28° and 29° North parallels 

and the 16° and 17° West meridians. It is the largest island of the Canary 

Archipelago with an area of 2,036 km2
, and has the longest coastline, at 398 km. 

The island is a triangular pyramid shape with a truncated apex at an altitude of 

2000 m, from which the volcano Teide rises to 3,718 m. Fig. 2.4 shows a radar 

satellite image of Tenerife, where different vegetation zones, both natural and 

agricultural , are visible as areas of green and blue tones respectively. The purple 

and white areas are houses. The summit crater of Teide, clearly visible in the left 

centre of the image, contains lava flows of various ages and roughness that 

appear in shades of green and brown. 

Fig. 2.4: SIR-C/X-SAR image of Tenerife taken August 10, 1995 (courtesy of Public Information Office Jet 
Propulsion Laboratory, California Institute Of Technology, National Aeronautics And Space Administration). 

2.2.1 Population 

The island's population has risen from 261,817 inhabitants in 1940 (128 

inhabitants/km2) to 692,366 in 1999 (340 inhabitants/km2
) (ISTAC, 2001). The 
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cumulative annual growth rate during that period shows an increase of 2%, though 

in the last few years it has been reduced and now has similar levels to those of the 

rest of Spain. Fig. 2.5 shows the population progression in Tenerife for the last 11 

years, and Fig. 2.6 indicates a generalized model of the predicted future 

population for the next 11 years. 
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Fig. 2.5: Population evolution. Data obtained 
from ISTAC (2001). 
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Fig. 2.6: Predicted population evolution. 
Data obtained from ISTAC (2001). 

This population increase is not the same for all the Island's regions. In effect, the 

so-called metropolitan area (Santa Cruz de Tenerife, La Laguna, Puerto de la 

Cruz and Arona) has tripled its population in the same time period (Fig. 2.7). Fig. 

2.8 shows the 31 municipalities and 743 population districts in to which Tenerife is 

divided. 

Fig. 2.7: Building density in Tenerife. Data obtained Fig. 2.8: Municipalities (in colour) and population 
from CD-Map (1996). districts (black lines) in Tenerife. Data obtained from 

CD-Map (1996). 
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2.2.2 Weather 

Tenerife is known as the island of the "eternal spring" due to its mild, temperate 

and moderate weather throughout the year. Its subtropical situation, the presence 

of the trade winds, the topography of the island and the Canary current all 

contribute to this situation. There are no seasons of extreme cold or suffocating 

heat. Average temperatures fluctuate between 17° and 18° C in winter, up to 24° 

or 25° C in summer. 

The "typical" Canary weather situation can be seen in Fig. 2.9, where a high 

pressure front is located near the Azores Archipelago and the Trade Winds are 

blowing in the NE direction. These moist winds condense on the Nand NE part of 

the Island (high mountains), often blanketing these areas in cloud. This 

phenomenon is called "sea-of-clouds" (Fig. 2.10). The sea-of-clouds is located 

between approximately 600 and 1,800 m and provides a very important source of 

water, know as "horizontal rain". Its upper limit is determined by the circulation of 

high altitude winds, dry and warmer, which act as a barrier for the clouds to rise 

and go past the relief crossing to the south side of the island. However, sporadic 

atmospheric perturbations temporarily modify this so call "normal" situation 

generating diverse climatic variants, such as torrential rain, snow or strong winds. 

CD . 
Fig. 2.9: Typical weather situation in the Canary Fig. 2.10: Cloud-sea in the north slope of Tenerife. 

Islands (Morales-Matos and PlIrez-Gonzalez, 2000). 
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There is a great difference in climate between the northern windward and the 

leeward southern slopes (the Foehn effect). There are more sun hours per year in 

the S and more rain and humidity in the N. The southern slopes lie in a rain 

shadow, and temperature variance is largely controlled by incoming radiation 

because of the shelter from r------------------, 
"'th 

prevailing winds and paucity of 
Plco .... T_ 

C31t1lolJ 

cloud cover. Because of this, :100001 - - - - - - - - - - - - - - - - -

southern Tenerife experiences an 

altitude-induced environmental 

gradient from semi-desert at the 

coast rising to subalpine conditions 

on the mountains (Fig. 2.11). One 

significant divergence from this 

gradient takes place between 1500 

and 1800 m, where cloud can 

develop in association with a weak 

, --.,...-----, 
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Fig. 2.11: Normal climatic division of the south slope in 
Tenerife (Jenkins and Smith. 1990) 

temperature inversion caused by moist winds from the north west which blow 

around the island at this height. This produces a narrow zone of subtemperate 

climate. 

2.2.2.1 CLIMATIC REGIONS 

The climatic distribution of the island is dependent on two factors; the pluvio

thermo regime and the mean annual temperature. The pluvio-thermo regime is 

calculated based on the number of dry months (as determined by the Gaussen 

formula, which defines a dry month as one with rainfall, measured in mm, less 

than double the temperature, measured in degrees centigrade) and the number of 

months with mean annual temperature less than 8 °c (Morales-Matos and Perez

Gonzalez, 2000). Fig. 2.12 shows the climatic map for Tenerife island, from which 

five different climates can be identified: 

Cold climate; mean annual temperature less than 10°C, with annual 

precipitation between 400 and 800 Um2 and five dry months a year. 
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Chilly climate; mean annual temperature between 10 and 13 °e, with annual 

precipitation above 700 Um2 and no more than 4 dry months a year. 

Temperate climate; mean annual temperature between 13 and 16 °e. 
Depending on the altitude and the slope it faces (north or south), the annual 

precipitation varies between 300 and 1100 Um2
. The number of dry months 

varies between 3 and 7. 

Temperate-warm climate; mean annual temperature between 16 and 19 °e 
annual precipitation between 200 and 600 Um2

. The number of dry months is 

normally between 5 and 6. 

Warm climate; mean annual temperature above 19 °e, annual precipitation 

less than to 350 Um2 and with more that 7 dry months a year. 

Fig. 2.12: Climatic map for Tenerife. Based on Morales-Matos and Perez-Gonzalez (2000). 

2.2.3 Flora and Fauna 

Despite its size (2034 Km2
) , Tenerife has a surprisingly rich biological diversity due 

to its special climate. The rugged terrain of the island locally modifies the general 

weather conditions, generating a wide range of micro-climates. The combined 
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action of all the different weather-related agents on the variety of volcanic 

materials has also led to a wide range of soil types. The influence of all these 

different factors has generated a whole variety of habitats that shelter many 

different communities of plants and animals, whose interactions constitute the 

outstanding ecosystems of Tenerife. 

The abundance of micro-climates, and therefore, natural habitats, is clearly 

reflected in the rich and varied vegetation to be found on the island (1400 species 

of higher plants, including many species endemic to the Canary Islands (200) and 

to Tenerife (140)). A heritage of 140 plant species that are exclusive to Tenerife 

gives the island the greatest wealth of endemic species in the whole of 

Macaronesia (The Macaronesian region is the name of the group of five 

archipelagos located in the mid-oriental North Atlantic Ocean; the Azores, 

Madeira, Salvages, Canaries and Cape Verde). The fauna of the island is also 

highly interesting, with many endemic invertebrates and unique reptile, bird and 

mammal species. The fauna of Tenerife includes some 400 species of fish, 56 

birds, 5 reptiles, 2 amphibians, 13 land mammals and several thousand 

invertebrates, along with several species of marine turtles, whales and dolphins 

The vegetation of Tenerife can be divided into 6 major zones, which are directly 

related to altitude and slope (north or south). Their altitudinal and spatial 

distribution are shown in Fig. 2.13 and Fig. 2.14. 

Fig. 2.13: Vegetation altitudinal distribution in Fig. 2.14: Spatial distribution of vegetation in 
Tenerlfe (Morales-Matos and P~rez-Gonzalez. 2000). Tenerife. Data obtained from CD-Map (1996). 
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Therefore, it is not surprising that almost 45% of the island is protected by 

regulation in one way or another. Fig. 2.15 shows the spatial distribution and the 

category of the protected areas. 

Natural Monument (N=14; A=5744) 

Protected Landscape (N=9; A=8294) 

National Park (N=1 ; A=13571) 

Natural Park (N=1 ; A=46613) 

Rural Park (N=2; A=22482) 

Special Natural Reserve (N=7; A=5823) 

Integral Natural Reserve (N=3; A=1230) 

Sites of Scientific Interest (N=6; A=387) 

Fig. 2.15: Protected areas In Tenerife (N= number and A=area in Ha). Data obtained from CD-Map (1996). 

2.2.4 Economy 

The island's economy is more specialised than diversified, with tourism as the 

driving force. Other sources of income consist of port activity, for both commerce 

and the services sector, agriculture, livestock, fishing and, to a lesser extent the 

industrial sector, limited in practice to small processing centres for goods. Fig. 

2.16 shows the percentages of occupation by each of the economic sectors. 
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Fig. 2.16: Occupation In Tenerlfe by economic sectors from 1992 to 2000. Data obtained from ISTAC (2001). 
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2.2.4.1 TOURISM 

This is the island's most important economic sub-sector, and the activity which 

most influences the rest of the island economy. The hostelry and service sectors 

account for 60% of the GDP (ISTAG, 2001). Tenerife's most important tourist 

resources are located in the south, mainly in Los Cristianos and Playa de Las 

Americas, there is also some on the North of the Island, such as Puerto de la Cruz 

(Fig. 2.17). 

Fig. 2.17: Tourism resources in Tenerife. 

Tourism in T enerife is "mass tourism", in other words the sector relies on high 

number of visitors to make a profit. Tenerife, with 115,000 available beds, annually 

receives over 2,300,000 tourists (ISTAG, 2001). Fig. 2.18 shows the evolution over 

a period of five years for hotel and self-catering beds supply and the percentage of 

occupation. 
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Fig. 2.18: Evolution of the hotel and self-catering beds supply and the percentage of occupation. Data 
obtained from ISTAC (2001). 

2.2.4.2 AGRICULTURE 

Agriculture accounts for less than 10% of GOP (ISTAC, 2001), but it makes an 

important contribution to the island, generating incalculable benefits, related to 

sustainability of the rural landscape and maintenance of cultural values. Bananas 

are the leading crop (Fig. 2.19), 

making Tenerife the leading 

producer in the Canary Islands. 

During the last few years, 

harvesting techniques have been 

improved, resulting in greater 

production and quality with a 

corresponding increase in 

profitability. The land area used for 

agriculture has been reduced from 

71 ,849 Ha in 1993 to about 23,000 

Fig. 2.19: Banana plantations in Tenerife. 

Ha presently (ISTAC, 2001). Annual production has stabilised at around 150,000 

metric tonnes in recent years, after peaking at 200,000 tonnes in 1986 (ISTAC, 

2001). Just over 90% of the crop goes to the Spanish domestic market. The next 

most important crop is tomatoes (with a production of 125,000 T), followed by 
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potatoes, flowers and ornamental plants, and vines. Fig. 2.20 shows the spatial 

distribution of the different agriculture crops and Table 2.1 the land used over the 

past years in Tenerife. 

-

• Tomato 
Banana 

• Rowers 
• Grapes 
• Fruits 
• Greenhouses 
• Herbaceous 

Fig. 2.20: Spatial distribution of the different agriculture crops in Tenerife. Data obtained form Morales-Matos 
and Perez-Gonzalez (2000) 

Table 2.1: Land used (Ha) by the main agriculture crops from 1995-1999. Data obtained from ISTAC (2001). 

1995 1996 1997 1998 1999 

Grapes 6657 7005 7326 7637 7741 

Bananas 4186 4005 4041 4103 4141 

Potatoes 3786 3960 3984 3809 3384 

Tomatoes 1352 1401 1405 1382 1248 

Avocados 300 284 270 234 233 

Onions 155 142 140 141 111 

Beans 132 137 143 144 92 

Peppers 44 57 50 50 36 

Cucumbers 32 28 29 21 13 

Pineapples 2 2 2 1 1 

Others 5736 5920 5478 5179 4537 
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2.2.4.3 ANIMAL REARING 

Animal rearing on the Island is of great importance. Its production is mainly 

directed toward self-consumption and industrial products such as milk and cheese. 

This sector is growing due to the internal meat production deficit and the constant 

support from the regional administration, national government, and the EC. The 

promising future of this sector is based on the projected subsidies under the 

Special Supply Regime. Table 2.2 shows the animal rearing progress during the 

last few years in Tenerife. 

Table 2.2: Trends In animal production in Tenerife. All five columns are in number of animalslyear. Data 
obtained from ISTAC (2001). 

1995 1996 1997 1998 1999 

Poultry 1473980 1471388 1653690 1688250 1689114 

Rabbits 139320 150000 140930 139535 129000 

Goats 56261 65992 67172 68805 72517 

Pigs 31399 35072 28938 26776 26376 

Cows 5499 5947 6038 6537 7628 

Sheeps 3735 4325 4149 5183 7189 

2.2.4.4 INDUSTRY AND COMMERCE 

The island's size and the isolation are serious obstacles for development of the 

industrial sector. These explain why this sector only accounts for 9.80% of the 

GOP (ISTAC, 2001). The industry is mainly self-supply directed, with some 

exceptions such as the tobacco and the canned-fish industry, which are directed 

toward export markets. The most important industrial sectors are the food industry, 

electric power production, construction, tobacco and various sectors which cover 

internal demand. Commerce plays an important role in the economy of Tenerife, 

accounting for more than 16.60% of GOP (ISTAe, 2001). The extensive road 

network on the island, the two airports and the major harbours contribute to the 

development of the sector (Fig. 2.21), 
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Fig. 2.21 : Harbours, airports and road infrastructure in Tenerife. Data obtained from CD-Map (1996). 

2.2.4.5 FISHERIES 

Fishing in Tenerife was a self-sufficient sector until the 1960, when the freezing 

industry was stabilised, communications between islands and the continent 

improved, and tourism proliferated (Luengo et al., 1995). The excessive demand 

for sea-products is causing an over exploitation of most of the coastal resources, 

which is reaching alarming levels in Tenerife. Very damaging fishing techniques 

have been used for many years, even though they have been totally banned by 

the Government. 

Most of the fishing effort in Tenerife is coastal, prinCipally because of the coastal 

geomorphology and the reduced continental shelf. However, in the past few years 

efforts have been made to adapt the coastal fleet for pelagic fisheries such as 

tuna, sardine and mackerel. There are also other potential resources which have 

not yet been exploited due to inadequacy of the fleet, minimal infrastructure and 

lack of established markets for these products. 

In Tenerife, the fishery sector is organised by the Fishermen's Association called 

"Cofradias·. There are 11 of these associations on the island, and each of them 
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has been assigned a specific area 

for fishing (Fig. 2.22). The names 

and number of boats for each 

Fisherman's Association are listed 

in Table 2.3. In Tenerife, 50% of 

the fish ing boats are under 6 m in 

length and 80% of the boats are 

smaller than 9 m in length (Luengo 

et a/., 1995). 

Fig. 2.22: Tenerife Fishermen's Associations. Data 
obtained from Luengo at al. (1995). 

Table 2.3: Number of boats per Fishermen's Association (MarIn and Luengo, 1998). 

10 Name Total No. of boats 

1 Ntra. Sra. de la Consolaci6n 17 

2 San Andres 28 
3 Ntra. Sra. de la Candelaria 35 
4 San Miguel de Tajao 14 
5 Ntra. Sra. de las Mercedes 102 
6 Ntra. Sra. de la Luz 67 
7 San Roque de Isla Baja 37 
8 San Marcos 31 
9 EI Gran Poder de Dios 37 
10 Ntra. Sra. del Carmen 26 
11 Sta. CruzlAP.AB.AT. 14 

TOTAL 447 

Total fish captures in Tenerife are estimated to be 12,550 T/year (Luengo et a/., 

1995), and they are separated into the following categories: 

• Oceanic pelagic resources; these are migratory species which include the 

bigeye tuna, yellowfin tuna, barrilote (Fig. 2.23). These fisheries are 

estimated to be 6,050 T/year. 
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• Coastal pelagic resources; which include sardine, mackerel, blue jack 

mackerel , bogue, etc. This fishery is estimated to be 3,000 T/year. Fig. 2.24 

shows the main fishing areas for these species. 

Fig. 2.23: Oceanic pelagic resources. Fig. 2.24: Principal areas of coastal pelagic fishes. Data 
obtained from Marin and Luengo (1998). 

• Littoral fisheries; the artesanal fleet 

(Fig. 2.25), targets more than 60 

species of fish, some crustaceans 

and cephalopods. These fisheries are 

estimated to be 1400 T/year. Fig. 

2.26 shows the main fishing areas. 

Fingerlings are used for live bait for 

some pelagic fisheries. Fig. 2.27 
Fig. 2.25: Artesian boat with dentex (Dentex 

shows the fingerling accumulation gibbosus) and couch's sea bream (Sparus pagrus). 

areas. Spear-fishing, which is also 

included in the littoral fisheries category, is estimated to capture 2,100 T/year. 

Fig. 2.28 shows areas where spear-fishing is permitted. 

• Shoreline fisheries; include capture of crabs, limpets, abalone and sea snail. 

This fishery is very difficult to quantify and control. Fig. 2.29 shows the main 

locations for this fishery in the island. 
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Fig. 2.26: Coastal fish ing areas. Data obtained from 
Luengo at 81. (1995). 

Fig. 2.27: Fingerling accumulation areas. Data 
obtained from MarIn and Luengo (1998). 

Fig. 2.28: Areas allocated for spear-fishing. Data Fig. 2.29: Shore fisheries, ~ crabs, X limpets and. 
obtained from Orden de 30 Octubre de 1996; abalone. Data obtained from Luengo at al. (1995) . 
Direccion General de Pesca and Orden Ministerial de 
22 de Febrero de 1988. 

Until the 1970, fishing harbour infrastructure in Tenerife was limited to small, local 

and ancient piers located in fishing villages around the island (Luengo et a/., 

1995). Since then, new refuges and ports have been built to improve and develop 

the fishing sector. Nowadays, ports in Tenerife can be classified into two main 

categories, fishing refuges and piers (Fig. 2.30). Fishing refuges are ports which 

allow access to medium-draught boats, while piers allow access to small boats. 

These are mostly old historic ports and the Fishermen's Association. 

The freezing industry is a key factor to supporting the fishery sector. Pelagic 

fisheries totally rely on it to operate during the intensive and short season when 
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schools of fish pass by close to the archipelago during their annual migration. On 

the other hand, littoral fisheries do not rely on the freezing infrastructure as most of 

the captures are sold locally to nearby markets or restaurants. Small refrigerated 

trucks are used when some transportation is needed. Fig. 2.31 shows the location 

of the two freezing infrastructure on the island. 

Fig. 2.30: Fishing refuges and piers. Data obtained 
from Luengo et a/. (1995), MarIn and Luengo (1998) 
and Morales-Matos and P~rez-Gonz~lez (2000). 

2.2.4.6 AQUACUL lURE 

Fig. 2.31: Location of the freezing industry. 

Aquaculture in Tenerife may potentially be an additional industry to tourism, and 

could diversify the island's economic activities. Also, it may provide a constant fish 

supply and hence decrease some pressure on the natural resources. Tenerife has 

very favourable conditions for culture of marine fish because of its clean and well

oxygenated waters, favourable temperatures for growth (17-25 0 C) and stable 

oceanic salinity (36-37 PSU). On the other hand, there are limiting factors such as 

scarce land availability, limited number of inlets and the lack of lagoons. An 

additional disadvantage is the oligotrophic nature of its waters, which makes the 

culture of filtering molluscs unviable. These disadvantages for aquaculture 

development in the island could be overcome in two ways; by using cage culture 

systems which can withstand the waves action, or by very intensive land-based 

installations which require very little land area. 

In the Canaries, at the end of the 1970's the Technological Fisheries Centre (CTP) 

in Gran Canaria and the Canary Oceanographic Centre (COC) in Tenerife were 
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the regions' pioneers in marine aquaculture. This interest in aquaculture was 

reflected in the first National Congress in Marine Culture (CONCUMAR, 1980) 

held in the Canaries. The congress pointed out the ideal conditions of the Canary 

Archipelago for culture of marine organisms, and identified potential for Haliotis 

sp., Penaeus kerathurus, P. japonicus, Dicentrarchus /abrax, Salmon safar, 

Anquil/a anquil/a and Psetta maxima. One year later, in 1981, the first National 

Aquaculture Strategic Plan (NASP) was developed, encouraging the development 

of aquaculture in the Canary Islands. This plan recommended the culture of the 

same species mentioned by CONCUMAR (1980) plus new species such as the 

crustaceans Pa/aemon serratus and Artemia sp·, and the fish So/ea vulgaris and 

local species. As a result of the NASP, Gran Canaria commenced experimental 

culture of Sparisoma cretense, Pagrus pagrus, Sparus a urata, Dicentrarchus 

punctatus and Penaeus sp. In Tenerife, experimental culture of Sparisoma 

cretense, Sarpa sa/pa, Dip/odus sargus, Sparus aurata, Dicentrarchus /abrax and 

Psetta maxima was started. 

The present aquaculture situation in Tenerife greatly differs from those initial high 

expectations, mainly due to the lack of governmental support and interest by the 

industry sector which was mostly orientated to the tourism. Very few species were 

properly studied to assess their farming potential, and nowadays the only species 

cultured on a commercial scale is seabream (Sparus aurata). Although Sparus 

aurata is an introduced species in Tenerife, its culture has proved very successful. 

In Tenerife, the growth cycle of Sparus aurata has been reduced to 10-12 months, 

compared with the 15-20 months needed in the Mediterranean (Cejas pers. 

comm.). At present there are only four cage farms on the island. They are all 

small-scale cage operations, growing seabream. However, there are several 

projects for new sites planned for the near future. 

The COC in Tenerife (a governmental research institution) has on-going research 

for establishment of culture of local species. The COC has preliminarily highlighted 

some suitable areas for cage aquaculture without any detailed study (Luengo at 

al., 1995). Fig. 2.32 shows these areas, the location of the existing and planned 

fish farms and the location of the COCo Fig. 2.33 shows the existing four fish farms 

in Tenerife. 
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Fig. 2.32: Aquaculture in Tenerife. 

Fig. 2.33: Existing fish farms in Tenerife. Numbers refer to Fig. 2.32. 

2.2.5 Marine Environment 

Both the particular oceanographic conditions and the seabed morphology govern 

the marine environment in Tenerife. The most significant mesoscale phenomenon 

is the shedding of oceanic vortices downstream of the island (Wolansky et a/. , 

1984; Pattiaratchi et al., 1986; Boyer et al., 1987). Eddies, observed downstream 

of Tenerife, are a common mesoscale feature throughout the year (Aristegui, 

1994; Aristegui , 1996; Molina, 1996). Tenerife waters are classified as "oceanic 
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waters", making reference to their very low nutrient content (oligotrophic). Typical 

marine values in Tenerife for nutrients and chlorophyll-a are listed in Table 2.4. 

Table 2.4: Typical water values for Tenerife (Escanez pers. comm.). 

N03 

N02 

P04 
Si04 

Chlorophyll-a 

2.2.5.1 BATHYMETRY AND SEABED 

Tenerife, as with the rest of the 

Canaries, emerged from the oceanic 

basin due to the successive overlay 

of volcanic material, forming an 

independent island with depths of 

2000 m between islands. The 

insular shelf is only 200 m. Fig. 2.34 

shows the bathymetric map. 

The seabed in Tenerife is broadly 

divided into three categories; 

sandy, rocky and algae seabed. 

0-0.5 IJM 
0.01-0.02 IJM 
0.02-0.04 IJM 

0.6-1.0 IJM 
0.2-0.3 mg/m3 

Fig. 2.34: Bathymetric map. 

Sand beds are sunken beaches, either of black sand, of inorganic origin, produced 

by the erosion of the volcanic material, or of white calcareous sand, formed from 

the remains of marine animals. The substrata of these beds are not very stable, 

and vegetation only appears from 10 metres depth or in areas protected from 

currents, forming fields of seagrass (Fig. 2.35). Seagrasses, with their tangled 

rhizomes, serve to stabilize sediments and help protect the coastline from erosion. 

They provide food for a variety of important herbivores. The seagrasses 

themselves provide a platform for the growth of a rich assortment of attached 

algae and small animals, whose biomass may be almost as great as that of the 

seagrasses itself (Mann, 2000). Various species of fish and invertebrates obtain 
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their food by grazing the epiphytic community. In addition, the seagrass beds act 

as refuges for many kind of animals, including the young stages of fish, protecting 

them from their predators. The net result is that seagrass beds contain many more 

fi sh and invertebrates than adjacent areas devoid of seagrasses and are clearly an 

important part of coastal ecosystems. Cymodocea nodosa is the most common 

and abundant seagrass species in the Tenerife (Alfonso-Carrillo and Gil

Rodriguez, 1980). This seagrass forms submarine monospecific meadows, or 

mixed populations with Cau/erpa prolifera, generally located along the south

eastern coast of the island (Reyes et a/., 1995). 

Fig. 2.35: Sandy seabed (Marin and Luengo, 1998). 

Rocky seabeds are almost free from any cover due to the constant grazing action 

of the sea urchin Diadema antillarum (Fig. 2. 36). The sea urchin population has 

grown in size, becoming a pest and it is devastating some areas of the islands. 

The reason for this is the near extinction of their natural predators due to 

overfishing, such as parrot fish and sea-starts, producing an imbalance on the 

ecosystem. The rocky seabed is very poor in species diversity (Falcon et a/. , 

1996), with only a few dominant species present. 

Fig. 2.36: Rocky seabed (Baringo, 1999). 
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On algae beds (Fig. 2. 37), sunlight is responsible for the spatial distribution of the 

different species. Close to the surface there is a large amount of seaweed, and 

the brown alga Cystoceira abies marina is the most common. This habitat is the 

most diverse, with a wide range of vertebrate and invertebrate fauna. 

Fig. 2. 37: Algae seabed (Marin and Luengo, 1998). 

2.2.5.2 COAST LINE 

Tenerife's coast line is characterized by its morphologic diversity, which is mostly 

the result of the volcanic nature of the island. Of its 398 kilometres of coast, 65% 

are cliffs (35% over 20 m and 30% 2-20 metres), around 12% is flat coast, another 

16% are beaches (7% gravel, 3% gravel-sand and 6% sand) and 6% are man

made structures (Marin and Luengo, 1998). 

There are notable morphological differences between the North, South, East and 

West coasts. The North coast combines spectacular sea-cliffs with an abrupt, 

uneven coast and some beaches. The beaches on this coast are made of black 

sand (basaltic volcanic material mainly), gravel or a combination of both (Fig. 

2.38). By contrast, the South coast is characterised by gentle slopes, many 

beaches and smoother coastline. Some sea-cliffs are also present on this coast, 

but in smaller number and size. Beaches are made of whiter sand, from the acidic 

volcanic material present on this side of the island, gravel or a combination of both 

(Fig. 2.39). 
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Fig. 2.38: Overview of Tenerife North coast (left), black sand beach (right top) and detail of the abrupt North 
coast with marine cliffs at the back of the images (right bottom). Aerial photograph obtained from CD-Map 
(1996) and beach photographs obtained from Official Spanish Beach Guide (2000). 

Fig. 2.39: Overview of Tenerife South coast (left), white sand beach (right top) and detail of the gentle South 
coast (right bottom). Aerial photograph obtained from CD-Map (1996) and beach photographs obtained from 
Official Spanish Beach Guide (2000). 
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The East coast is the most abrupt and inaccessible side of the island. Most of this 

coast can only be accessed by boat or walking through very small pathways. This 

coast is characterised by its sea-cliffs and mountains that reach down to the 

shoreline. There are also some black sand beaches (Fig. 2.40). 

Fig. 2.40: Overview of Tenerife East coast (left), detail of mountains reaching the East coast (right top), and 
black sand beach (right bottom). Aerial photograph obtained from CD-Map (1996) and beach photographs 
obtained from Official Spanish Beach Guide (2000). 

The West coast can be classified as a transitional type of coast between the South 

and the North. The coast can be uneven like the North coast, having some 

spectacular cliffs, but at the same time, this coast is also characterised by gentle 

slopes and white sand beaches typical of the South. Black sand beaches are also 

found, but in a smaller number. The West coast has many very important sand 

beaches, most of which are artificial or have some breakwater structures to 

prevent sand being washed out by wave action and occasional storms. These 

structures also help sand accumulation (Fig. 2.41). 
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Fig. 2.41 : Overview of Tenerife West coast (left), whitish sand beach (right top) and detail of the abrupt cliffs 
also present in this coast (right bottom). Aerial photograph obtained from CD-Map (1996) and beach 
photographs obtained from Official Spanish Beach Guide (2000). 

Beaches 

Beaches in Tenerife are a rare and fragile resource. The 600,000 local inhabitants 

of the island together with tourists are continually increasing the usage pressure 

on these beaches. Therefore, numerous artificial sand beaches have been built in 

the past years to respond to this demand. Fig. 2.42 shows the location of the most 

important beaches on Tenerife (natural and artificial). 

Fig. 2.42: The most important beaches in Tenerife. Data obtained from Official Spanish Beach Guide (2000). 

~.~SW~B~B ------------------_________________________________ ~ 



Rocky platforms 

These areas are shallow flat platforms, know in Tenerife as "rasas" or "bajas", that 

have been eroded on the coastline by sea action. They are of great importance, 

providing an unique habitat for many invertebrate and vertebrates species. These 

areas are catalogued as "zoological interest sites" due to their high biodiversity 

(Marin and Luengo, 1998). These areas are of great interest for coastal fisheries 

of invertebrates and fish of high commercial value. Fig. 2.43 shows the location of 

the main rocky platforms on the island. 

Fig. 2.43: Main rocky platforms location. Data obtained from CD-Map (1999) and Luengo at al. (1995) . 

2.2.5.3 MARINE FAUNA 

The ichthyofauna of T enerife is made up of elements from the Atlantic, 

Mediterranean, tropical and sub-tropical zones, and Macaronesia, giving it an 

enormous variety of speCies distributed according to substratum and depth 

(Falcon et al., 1996; Marin and Luengo, 1998; Baringo, 1999). 

The most abundant fish over rocky and algae seabeds are; wrasse (Thalassoma 

pav~) , chromis (Chromis limbatus) , parrot fish (Sparrisoma cretense), dusky 

grouper (Epinephe/us guaza), comb grouper (Mycteroperca rubra) , saupe (Sarpa 

sarpa) , white bream (Oiplodus sargus) , Conger eel (Conger conger), 

Mediterranean moray eel (Muraena helena and Lycodontis spp.), blacktail comber 
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(Sen-anus cabril/a and S. atricauda) , glasseye (Priacanthus cruentatus) , scorpion 

fish (Scorpaena spp.), goldeneye perch (Beryx spendens) and wreckfish 

(Polyprion americanus). 

Sand and stone beds are typified by dentex (Oentex spp.), Couch's sea bream 

(Sparus pagrus) , common sea bream (Pagel/us spp.), marmor bream 

(Uthognathus morrnyrus) , black bream (Spondyliosoma cantharus) and meagre 

(Argyrosomus regius). 

On mud and sand beds red mullet (Mul/us spp.), stingray (Oasyatis pastinaca) , 

electric rays (Torpedo spp.), angel sharks (Squatina spp.), houndshark (Mustel/us 

mustel/us and Galieorhinus gleus) and morid cod (Mora moro) are found. 

In the pelagic ecosystem, both coastal and oceanic pelagic species are 

represented. Among the oceanic species, some tropical tuna species can be found 

such as bigeye tuna (Thunnus obesus) , yellowfin tuna (Thunnus albacares) and 

the skipjack tuna (Katsumonus pelamis), along with species from more temperate 

waters, like the Atlantic bluefin tuna and albacore. Also, there are some species of 

turtles such as the loggerhead (Caretta caretta) and a permanent population of 

pilot whales and dolphins on the southern coast of the island. These whales, 

measure 6 to 8 metres and weigh between 800 and 3000 kg, live in groups of 

between 10 and 200 (Baringo, 1999). 

2.2.5.4 CURRENTS 

Despite the numerous oceanographic studies based in the Canaries, little is known 

on coastal circulation (currents) around Tenerife. Molina et al. (1996) summarized 

the path of drifting buoys at several locations around the Island during different 

periods of time. Fig. 2.44 shows the most probable hypothetical surface current 

directions obtained by this study. In general, it can be seen that coastal currents 

are parallel to the shore, and in a clockwise direction. However, in some areas 

such, as the North of the island between Punta Teno and Anaga, and on the South 

between Punta Rasca and EI Medano, there are insufficient data to confirm this 
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pattern over a whole year. A southern current from Punta Teno to Punta Rasca 

has been found on several occasions . 

• AuaUlt 1966 
.uclCClDlbet 1971 

1973 
1970 

Fig. 2.44: Probable surface current directions (redrawn from Molina et al., 1996). 

Molina et a/. (1996) deployed two 

current meters from December 1989 

until January 1991 in the south-west 

coast of Tenerife (Fig. 2.45). Each 

current meter took readings at 15 

minutes intervals at two different 

depths, approximately 150 m and 250 

m. Table 2.5 provides information on 

the location, position, depth, mean 

velocity and mean direction for each 

current meter. At both locations, the 
Fig. 2.45: Location of the two current-meter. 

mean current direction was practically constant and parallel to the coast. The 

mean current speed was notably faster in Playa San Juan than in Playa de Las 

Americas. However, during 10 days in April, the current at 139 m depth in Playa 

de Las Americas was constantly flowing South in direction, reaching velocities up 

to 52 cms-1, which may be related to an eddy between the islands of la Gomera 
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and Tenerife. In summer, the intensity of the eddy is magnified, therefore its lower 

limit moves south, towards Punta Rasca 

Table 2.S: Current-meter data from Molina at aJ. (1996) . 

Location Position Depth Mean Velocity Mean Direction 
~ml ~cms-11 ~des·l 

Playa 28°08' 0 N -16° 49' 0 W 152 19.4 324 San Juan 
" II 277 4.7 325 

Playa 28°03'0 N -16° 45' 0 W 139 3.1 350 Americas 
" II .. 264 5.0 323 

2.2.5.6 POLLUTION 

There are very few studies on marine pollution in Tenerife (see section 4.6), 

however it is well known that any pollutant discharged onto the sea will be quickly 

diluted and removed because of the dynamic marine environment. Besides the 

petroleum refinery located in the capital Santa Cruz, there are no important 

industries or agriculture activities which could discharge any hazardous 

substances. The major marine pollution events are sewage discharges from big 

cities and tourism resources (Fig. 2.46) and stream runoff from torrential rain 

events (Fig. 2.47). Also, the main harbour in Santa Cruz possibly contributes to 

pollute the surrounding areas. 

Fig. 2.46: Sewage pipelines. Data obtained from Fig. 2.47: Discharge points from major streams. 
CD-Map (1996) Data obtained from CD-Map (1999) and Tenerife's 

topographic map 1:100,000. 
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Chapter 3 

General Materials and Methods 

3.1 GIS SOFTWARE AND HARDWARE 

Two software packages were used throughout this project, IDRISI32 v1 .1 and 

ERDAS IMAGE vS.3.1. Data processing and modelling was performed mostly with 

IDRISI32, while ERDAS was used for satellite image processing . 

IDRISI32 for Windows (Clark Labs, USA) couples the extensive analytical 

capabilities of a GIS and an image processing system. It is a raster-based system, 

but vector files can be used and integrated. Raster files are named as "images". 

Each image consists of a defined number of rows and columns thus forming cells. 

These cells are stored as a sequence of numbers (byte, integer or real) 

representing values (vegetation class-codes, radiance values, etc.). In IDRISI32 

cell values are allocated from the upper-left corner (row O/column O) , then 

advances column by column and row by row (Fig . 3.1). 

Normally, the images are stored in binary units (one value 

after the other) , but the simplest ASCII format (cell-values 

are stored one on each line) is also supported . Depending 

on the data type a value occupies a corresponding 

amount of memory. However, data can be compressed 

using simple RLC (run length compression) into packed 

0 1 2 3 4 
0 16 16 21 21 21 
1 14 14 19 19 5 
2 11 11 12 11 11 
3 12 11 15 15 15 

Fig. 3.1: Raster data in 
IDRISI32. 

binary. The compressed image requires 4 additional bytes, but images with large 

areas of the same values can show packing ratios of up to 1: 1 00, and more. 

ERDAS IMAGE vS.3.1 (ERDAS Inc., USA) is a full suite of products for image 

mapping and visualisation, image processing for advanced remote sensing . This 

software is also a raster package that has been designed to integrate two data 

types into one system, raster and vector. The vector data structure is based on the 

ARC/INFO data model. Its raster file structure is the same as shown in Fig . 3.1. 
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All laboratory-based work was undertaken in the Geographical Information 

Systems and Applied Physiology laboratory (GISAP) of the Institute of 

Aquaculture in Stirling University. The GIS software were operated on a DEll twin 

400 MHz PII PC with 512 Mb RAM and 45 Gb hard disk. Display was via a 16 Mb 

Pormedia adaptor and a DEll 21" colour monitor. Digitising and scanning was 

done using a CalComp Drawingboard III table and a Hewlett-Packard flatbed 

scanner model ScanJet 3c, respectively. File and data backup systems comprise 

CDs, tape drives and a local networked server. 

Spatial resolution in a GIS environment defines the level of detail at which 

geographic space is discretized (Jones, 1997). Fine spatial resolution means that 

the GIS and its data layers contain more detail, while coarse resolution means less 

detail. The size and complexity of the study area are key factors selecting the 

spatial resolution (DeMers, 1997). For a relatively small study area, detailed data 

sets are appropriate. As study areas increase in size, however, storage and 

processing of spatial data can become cumbersome. Expansion of a study area to 

a much larger area, therefore, would require vast storage space for data sets, as 

well as extreme patience with long processing times for managing them. 

In this study, because spatial accuracy was of most concern, the GIS database 

was built based on the 10 by 10 pixel size of the Tenerife satellite image provide 

by CD-Map (1996). This pixel size, on one hand, will provide enough detail for the 

correct location of the cages, while on the other hand, maintaining images at a 

manageable size for analysis and storing purposes. Each image is composed of 

8,322 columns and 6,868 columns (56 Mb). 

3.2 GIS AND DECISION SUPPORT 

Many of the types of decisions made by the public and private sector organizations 

often involve geographically related data and information, with multiple feasible 

alternatives, that are often conflicting and involving incommensurate evaluation 

criteria (Malczewski, 1999). The alternatives are usually evaluated by a number of 

individuals such as managers, decision makers, and interest groups. These 
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individuals often have unique preferences with respect to the relative importance 

of evaluation criteria (Barredo, 1996). Accordingly, many real-world spatial 

planning and management problems involve multicriteria decision-making 

(MCDM). That is, given a set of alternatives and a set of decision criteria, decision

makers have to chose the best alternative. GIS-based techniques and procedures 

have an important role to play in analysing MCDM problems, as the technology 

offers unique capabilities for automating, managing, and analysing a variety of 

spatial data for decision making (Pereira and Duckstein, 1993). 

Spatial multicriteria decision analysis 

can be though of as a process that 

combines and transforms geographi

cal data (input) into a resulting deci

sion (output) (Fig. 3.2). The MCDM 

procedures define the relationship 

between the input maps and the 

output map. The procedures involve 

the utilization of geographical data, 

INPUT 
(geographical data) 

GISlMCDM 

> 

OUTPUT 
(decision) 

Fig. 3.2: Spatial multicriteria decision analysis: input
output perspective. 

the decision maker's preferences, and the manipulation of the data and 

preferences according to specified decision rules. The critical aspect of spatial 

multicriteria analysis is that it involves evaluation of geographical events 

(attributes) based on the criterion values and the decision maker's preferences 

with respect to a set of evaluation criteria. This implies that the results of the 

analysis depend not only on the geographical distribution of events but also on the 

value judgments of the decision-maker involved in process (Barredo, 1996). 

The ultimate aim of GIS is to provide support for making spatial decisions. There 

are a number of frameworks for analysis of the decision process (Raiffa, 1968; 

Brown et al., 1974; Rietveld, 1980; Burrough, 1990; Goodwin and Wright, 1992; 

Kleindorfer et aI. , 1993; Malczewski, 1999) but only Simon's (1960) generalization 

of the decision-making process is introduced due to its wide acceptance and 

simplicity. He suggested that any decision-making process can be structured into 

three major phases: intelligence, design, and choice (Fig. 3.3). During the 

intelligence phase, raw data are obtained, processed, and examined for clues that 
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may identify opportunities or problems. The data 

acquisition, storage, retrieval, and management functions 

convert the real-world decision situation into the GIS 

database. This involves certain assumptions underlying a 

particular decision problem. Exploratory data analysis 

also plays a major role in the intelligence phase. The 

design phase involves inventing, developing, and 

analysing a set of possible solutions to the problem 

identified in the intelligence phase. Typically, a formal 

model is used to support decision makers in determining 

a set of alternatives. Spatial decision alternatives are 

derived by manipulation and analysis of the data and 

Fig. 3.3: Basic structure of 
the decision-making 

process. 

information stored in the GIS database and model-based systems. The integration 

of decision techniques and GIS functions is critical for supporting the design 

phase. While the generation of alternative decisions is purely part of the design 

stage, the evaluation of alternatives is primarily part of the choice phase. Choice 

involves selecting a specific alternative from those available. During this process 

each alternative is evaluated and analysed in relation to others in terms of a 

specified rule which is used to rank (order) the alternatives under consideration. 

These three stages do not necessarily follow a linear path from intelligence, to 

design, to choice. In fact, it is usually the case that at any point in the decision

making process, it may be necessary to loop back to an early phase (dashed 

arrows in Fig. 3.3). 

3.3 FRAMEWORK 

DECISION ANALYSIS 

FOR SPATIAL MUL TICRITERIA 

Decision-making is a process that involves a sequence of activities that begins 

with decision problem recognition and ends with recommendations. There are 

numerous alternative ways to organize the sequence of activities in the decision

making process (Raiffa, 1968; Brown et al., 1974; Rietveld, 1980; Burrough, 1990; 

Goodwin and Wright, 1992; Kleindorfer et al., 1993) and the quality of the decision 

can depend on the sequence in which the activities are undertaken. This study is 
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based on an approach built up by the GISAP group at the Institute of Aquaculture, 

Stirling, which has been researching GIS for aquaculture support for some years 

(http://www.stir.ac.ukldepartments/naturalsciences/aquaculture/GISAP/Pubs/FulL 

List.htm for a comprehensive list). It is based on the analytical hierarchy process 

and the pairwise comparison method developed by Saaty (1977) and which has 

also been recommended by other authors (Pereira and Duckstein, 1993; Lowry et 

al., 1995; Barredo, 1996; Malczewski, 1999). 

What follows is a brief discussion of the 

multicriteria decision making (MCDM) 

framework for this study, which is 

organized based on the sequence of 

activities involved in the spatial multicri

teria decision analysis. The framework, 

shown in Fig. 3.4, integrates the phase 

model of decision-making already iden

tified in Fig. 3.3 and the major ele

ments of MCDM. 

Any decision-making process begins 

with the recognition and definition of 

the decision problem. Once the 

decision problem is identified, the 

spatial multicriteria analysis focuses on 

specifying and creating a comprehen

sive set of evaluation criteria (also 

know as production functions) that 

reflects all the concerns relevant to the 

decision problem. These evaluation 

criteria can be of two types, factors and 

constraints. A factor can be defined as 

a criterion which enhances or detracts 

from the suitability of a specific 

Problem lJ 

lliritim 

J l 
; .. Fa:tcrs ... CaNraints , , , , , , , , , , 

SccrirYg 
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r 
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... 
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Fig. 3.4: Framework for spatial multicriteria decision 
analysis followed in this study. 
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alternative for the activity under consideration. On the other hand, a constraint is a 

criterion which serves to limit the alternatives under consideration. Integration of 

the factors and constraints into the GIS builds up the spatial database. Given the 

variety of scales on which all criterion can be measured, multicriteria decision 

analysis requires that the values contained in the various criterion map layers be 

transformable to comparable units. This step is known as standardization or 

scoring. Database verification, also referred to as error analysis (Malczewski, 

1999), is an important aspect of the modelling process because of the need to 

control the quality of data used to obtain reliable outcomes. Verification, usually 

conducted by field sampling or ground truthing, was done prior the modelling 

stage. 

At this stage, the decision maker's preferences, with respect to the evaluation 

criteria, are incorporated into the decision model. The preferences are typically 

expressed in terms of the relative importance (weights) assigned to the evaluation 

under consideration. The purpose of criterion weights is to express the importance 

of each criterion relative to other criteria. Eventually, the criteria maps and their 

weights must be integrated to provide an overall assessment of the alternatives . 

. This is accomplished by appropriate decision rules, which are formal mathematical 

expressions that combine the weights and scores of each of the thematic maps 

used. 

Subsequently, to obtain a ranking of alternatives a sensitivity analysis should be 

performed to determine robustness. This analysis aims at identifying the effects on 

the outputs when variations in the inputs are imposed. If the changes do not 

Significantly affect the outputs, the ranking is considered to be robust. If the current 

result is found to be unsatisfactory, information about the output may be used to 

return to the problem formulation step (dashed arrows in Fig. 3.4). This feedback 

from the sensitivity analysis is known as model tuning (GESAMP, 1991). 

The end result of a decision-making process is a recommendation for future 

action. The recommendation should be based on the ranking of alternatives and 

sensitivity analysis. It may include a description of the best alternative or group of 

alternatives considered as candidates for implementation. 
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3.4 CRITERIA CONTROLLING CAGE CULTURE IN 

TENERIFE 

The first step of this study was to identify all the possible criteria (production 

functions) that may influence the development of marine fish-cage culture in 

Tenerife. A criterion is defined as any factor that controls the development of an 

economic activity (Meaden and Kapetsky, 1991). 

No universal technique is available for determining a set of criteria. It is obvious 

that the set of criteria depends on the particular system being analysed, thus 

making the set of production functions problem specific. Massam (1993) pointed 

out that the type and amount of information required and available for tackling a 

particular decision problem is related to the decision situation's complexity. The 

complexity is, in turn, a function of the number of alternatives and evaluation 

criteria under consideration, as well as the number of decision makers (interest 

groups) involved in the decision-making process. However, irrespective of the 

nature of the decision problem, the procedure for identifying a set of criteria should 

be a multi-step iteration process which may result in the elimination of redundant 

criteria, the combination of two or more production criteria, or the decomposition of 

a criterion into a number of attributes. The set of evaluation criteria for a particular 

decision problem may be developed through an examination of the relevant 

literature, analytical study, and opinions. 

Selection of the criteria in this study was done by extensive examination of 

relevant case studies and survey of opinion by a group of experts (by means of 

questionnaires, see section 5.3.1). 

It is not always possible to examine all the criteria defined for a project in great 

detail, however, there is a need to endeavour to at least review each function in 

the following terms: 

• the degree of influence of each of the criteria, 

• the cause and degree of its fluctuation (temporal as well as spatial), and 
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• the degree of possible manipulation of the criteria to satisfy the necessary 

requirements. 

Criteria were initially subdivided into two major groups, factors and constraints. A 

factor can be defined as a production function which enhances or detracts from 

the suitability of a specific alternative for the activity under consideration (Eastman, 

1993). An example of a factor could be the water temperature. This factor may 

increase the growth of fish if values meet the physiological needs of the species or 

it may reduce its growth if the temperature is out of the acceptable range for the 

species. On the other hand, a constraint is a production function which serves to 

limit the alternatives under consideration (Eastman, 1993). Constraints were 

developed as Boolean images (containing either one or zero). For example, 

military areas and natural reserves are constraints. It does not matter how suitable 

those areas may be, they cannot be used. 

Factors were further subdivided into natural groupings, such as water quality 

factors, infrastructure factors and so on. The factors and constraints identified in 

this study are listed in Table 3.1. 

Table 3.1: Groups of factors and constraints relevant to marine cage aquaculture development in Tenerife. 

1 BEACHES 
1.1 Length 
1.2 Width 
1.3 Composition 
1.4 Rate of occupation 
1.5 Rate of urbanisation 

2 FISHERIES 
2.1 Fingerling accumulation 
2.2 Pelagic fisheries 
2.3 Rocky platforms ("rasas") 

3 INFRASTRUCTURE 
3.1 Harbours (fishing refuges and piers) 
3.2 Freezing Industry 
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4 MARINE ENVIRONMENT 
4.1 Bathymetry 
4.2 Bathymetry Slope 
4.3 Currents 
4.4 Waves short term 
4.5 Waves long term 

5 NAUTICAL SPORTS 
5.1 Scuba-diving sites 
5.2 Scuba-diving in particular marine habitats 
5.3 Shipwrecked boats sites 
5.4 Spearfishing 
5.5 Windsurfing sites 
5.6 Near-shore sailing sites 

6 WATER QUALITY 
6.1 Sewage discharges 
6.2 Temperature 
6.3 Suspended solids 

7 VIEWSHED 
7.1 Viewshed from tourist resources 
7.2 Viewshed from beaches 

8 CONSTRAINTS 
8.1 Seagrass meadows 
8.2 Sewage pipes 
8.3 Harbours (inside and entrance) 
8.4 Windsurfing in EI Medano beach 
8.5 Proximity to industrial areas 

3.5 DATA INPUT 

Data input refers to the process of identifying the data sources for those criteria 

previously identified, gathering the required data, and finally entering this data into 

the GIS system. 

Successful deCision-making depends on the quality and quantity of information 

available to decision makers, and data quality is an important consideration in 

creating a GIS database. Quality is a function of accuracy, precision and 

uncertainty. Accuracy is defined as closeness to the truth and the less error, the 

more accurate are the data. Precision is the ability to repeat a measurement 
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coming to the same answer each time. High precision does not guarantee high 

accuracy, and vice versa. Uncertainty can be defined as the indeterminacy in 

spatial/temporal location or attribute classification (Malczewski, 1999). Although it 

is virtually impossible to eliminate all spatial data errors, all errors must be 

recognized and dealt with properly to improve the quality of the data. 

The data required for this study were available in the form of paper maps, tables, 

charts, satellite images and surveys. An advantage gained from using GIS is the 

efficiency of integrating such a wide range of data and information sources into a 

compatible format. The additional methods used in this study for data capture 

were very varied, including keyboard entry (for nonspatial attributes and 

occasionally locational data), manual locating devices (e.g., table digitiser and on

screen digitising), automated devices (e.g., scanning), or by the importation of 

existing data files (direct conversion from other digital sources) 

3.5.1 Digitising 

Digitising process involves encoding analog data (hard-copy maps or graphics) 

into digital using a digitising table and a puck with a cursor to trace and record 

points, lines and polygons. The digitising in this study was done using a CalComp 

Drawingboard III digitising table in conjunction with the digitising software 

CARTALINX v. 1.2 (Clark Labs, USA). 

The problem with this method of data input is that most maps are generated for 

the purpose of displaying information to the user and may not always depict the 

spatial location of objects exactly (Jones, 1997). Most digitising errors can be 

attributed to poor map bases and scale. Human error is also a concern and can 

cause significant errors, depending on a number of factors that influence the ability 

to trace lines on a consistent basis for long periods of time (Jones, 1997). The 

Root Mean Square (RMS) error is a measure of the variability of measurements 

about their true values, and is used to estimate the errors introduced in the 

digitising process. 
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3.5.1.1 ESTIMATING THE ROOT MEAN SQUARE (RMS) 

The RMS error is estimated by taking a sample of measurements and comparing 

them to their true values. These differences are then squared and summed. The 

sum is then divided by the number of measurements to achieve a mean square 

deviation. The square root of the mean square deviation is then taken to produce a 

characteristic error measure in the same units as the original measurements. The 

RMS error is directly comparable to the concept of a standard deviation. 

The total RMS error of the input data will result from the combined errors of 

several components. Error estimates from varying components can be combined 

by taking the square root of the sum of squared RMS's from the contributing 

element (Eq. 3.1). 

RAtS7;>I," = ~LRMS;'''''ri''UI;"g Eq.3.1 

3.5.1.2 RMS ERROR WHEN DIGITISING A MAP SOURCE 

When digitised map data are acquired, there are two major sources of error that 

need to be accommodated, positional errors of the map and errors introduced by 

the digitising process. Both are themselves combinations of several elements. 

Errors in maps are introduced by control survey errors, detail survey errors, 

compilation errors, map production errors, and errors resulting from distortions of 

the map itself. Digitising errors are introduced by errors related to the tablet 

registration process, operator errors in the digitising of map pOSitions and non

linearity in the output of the tablet itself. In practice, these are usually estimated as 

two collective components (Eq. 3.2), the RMS of the map component and the RMS 

of the digitising component 

Eq.3.2 
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The RMS of the Map Component 

Most national mapping agencies set a national map accuracy standard that is 

applied to national map products (such as topographic maps). The most widely 

quoted standard is the 1947 revision of the United States National Map Accuracy 

Standards. Similar standards are in use by many mapping agencies, and the 

general logic of the procedure can be applied to any similar statement. 

According to the 1947 revision of the United States National Map Accuracy 

Standards, maps should have no more than 10 percent of tested points in error by 

more than 1/30 inch (0.85 mm) for 1 :20,000 scale maps or smaller, and no more 

than 1/50 inch (0.5 mm) for maps greater than 1:20,000. This is commonly known 

as the circular map accuracy standard since it describes a circle about the true 

position in which we would expect to find 90% of all representations. If the 

positional errors are assumed to follow a circular normal distribution about the true 

position, the statement above describes the distance over which 90% of mapped 

points would be expected to fall with respect to their true position. In terms of the 

shape of a two-dimensional normal distribution, this would correspond to a 

distance of 1.64 RMS errors. Thus the contributing RMS of map positions can be 

estimated as: 

RMS 
stated accuracy for 90% of positions * I d . t 

map = 1.64 sca e enomma or Eq. 3.3 

For example, for a 1 :20,000 scale map that has a stated accuracy of 0.00085 m 

for 90% of points, the RMS may be estimated as: 

RMSmap = (0.00085/1.64) * 20000 =10.36 m 

The RMS of the Digitising Component 

The error introduced by the digitising process itself can be reasonably estimated (if 

there are adequate control points) from the RMS reported by the tablet registration 

process. This will include errors attributable to the digitising capabilities of the 

operator and non-linearities in the output of the tablet. To provide an accurate 
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estimation of the combined effects of all elements in the digitising component 

(including paper distortion), it is important that an adequate number of control 

points be digitised with as even a distribution as possible over the surface of the 

map. If this is done, then the RMS reported in the tablet registration procedure can 

be used as a fair estimate of this component. 

3.5.2 Scanning 

A Hewlett-Packard flatbed scanner model ScanJet 3c was used in conjunction with 

the Deskscan II v. 2.8 software to input map information. The quality of this 

information is related to the quality of the scanner and the quality of the base map 

being used. Errors may occur during the scanning process due to the resolution, 

documentation source, and the geographical feature being interpreted (Aronoff, 

1989; DeMers, 1997). 

3.5.3 Remote Sensing 

Remote sensing is one of the main sources of data for a GIS. It can be defined as 

a process of gathering data about the surface of the earth and the environment 

from a distance, usually from aircraft or space sensors. A remote-sensing image is 

in raster format which consists of cells (pixels), each containing a value recorded 

by the sensor. Since the raw remote-sensing images contain radiometric and 

geometrical errors, they have to be processed prior to their incorporation into GIS. 

This study made use of NOAA-AVHRR images for retrieval of sea surface 

temperature. These images were individually radiometrically and geographically 

corrected (section 4.6.3). 

3.5.4 Global Position Systems (GPS) 

GPS is a geographical information technology that operates through a 

constellation of satellites orbiting above the Earth and is used to determinate 

precise coordinate locations. Although the system was originally developed by the 
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U.S. Department of Defence as a navigation aid, its use has evolved far beyond its 

military origins over the last decade or so. 

The basic idea behind GPS technology is simple. Each satellite broadcasts a 

constant stream of timing information from highly accurate atomic clocks. The 

satellites transmit signals that can be decoded by specially designed receivers to 

determine positions with varying accuracy. The GPS receiver measures a signal's 

time and range data and converts them to navigation and position data. In 

essence, the receiver "reads" the timing information from GPS satellites and 

compares the signals with its own clock to calculate the distance to each satellite. 

The receiver then calculates its location by triangulation. Consequently, there must 

be at least three satellites available at any time to provide an accurate location fix. 

A fourth satellite in view makes possible the determination of altitude. The U.S.A 

previously employed a technique called Selective Availability (SA) to globally 

degrade the civilian GPS signal. This was disabled in May 2000. 

In this study a hand held global positioning system GARMIN GPS III was used for 

data collection during the two field trips to the study area. The typical normal 

accuracy is of about 10m horizontal and 13 m vertical. 

3.5.5 Data Sharing and Interchange 

One way to avoid the difficulties and time constraints imposed in gathering and 

input data is to use data already generated by a third party. This study made use 

of some information resources available on the Internet as well as digital data 

available on CD-ROM (CD-Map, 1999). 

3.6 DATA-BASE GENERATION, MANIPULATIONS AND 
SCORING 
Having established the criteria for evaluating alternative decisions and their data 

sources, criteria need to be represented as thematic maps in the GIS database. 

Thematic maps were created by georeferencing each criterion map to a common 
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reference system, and by applying further general manipulations to the input data 

in some cases such as reclassification, overlay, scalar and distances. Subsequent 

manipulations focused on scoring (or standardising) the thematic maps. The need 

for data standardization arises as a consequence of the need to integrate the 

source data which will have been measured in different units and also on different 

scales of measurement (Pereira and Duckstein, 1993) 

3.6.1 Georeferencing 

The concept of position as defined by coordinate systems is essential, both to the 

performance of spatial analysis of geographical information and to the process of 

map-making. Therefore, it is necessary to define the position of points on the 

features with respect to a common frame of reference, or coordinate system. 

The Earth is a very irregular and complex shape. If the position of particular 

features is to be known or mapped, it is necessary to make a simple model of the 

basic shape of the earth on which the coordinate systems can be based. There 

are two basic shapes of the earth which can be used, the geoid and the ellipsoid 

(DeMers, 1997). The geoid can be thought of as mean sea level or where mean 

sea level would be if the oceans could flow under the continents. More technically, 

the geoid is an equipotential surface of gravity defining all points in which the force 

of gravity is equivalent to that at sea level (Campbell, 1996). Because of uneven 

distribution of mass, the geoid is not a perfectly smooth, oblate spheroid, but is 

somewhat irregular (a fact that introduces ambiguities into distance measurements 

and the exact determination of relative location). An ellipsoid is a mathematical 

surface defined by revolving an ellipse around its minor (polar) axis and which 

approximates the surface of the earth without its topographic undulations. This 

gives an abstract and perfectly smooth reference surface commonly used by 

modern geodetic surveys (Campbell, 1996). Selecting a specific reference 

ellipsoid to use for a specific area, and orientating it to the landscape, defines what 

is known in Geodesy as a datum. A geodetic datum is a smooth mathematical 

surface that closely fits the mean sea-level surface throughout the area of interest. 

It is defined by a spheroid and the position and orientation relationship of the 
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spheroid to a reference mathematical model of the earth (Cracknell, 1997). The 

georeferenced coordinates are unique only if qualified by a datum. Most datums 

only attempt to describe a limited portion of the earth (usually a national or 

continental scale), however, there are some which cover the entire globe. 

The following logical step is to define a map projection system, which is a system 

designed to present the surface of a sphere or spheroid (such as the earth) on a 

plane. Since it is physically impossible to flatten a globe without distortion, scale 

will vary across the projection surface with consequent distortions in distance, 

area, and angular relationships. Therefore, each map projection system 

compromises accuracy between conservation of distances, angles or area (Jones, 

1997). Finally, a grid reference system (coordinate system) can be assigned. A 

grid referencing system can be thought of very simply as a systematic way in 

which the plane coordinates of the map sheet can be related back to the geodetiC 

coordinates of measured earth positions. 

All the processes previously described constitute what is known as 

georeferencing. Georeferencing refers to the manner in which locations of an 

image or vector files are related to earth surface locations. In this study, all 

thematic maps (raster and vector) were georeferenced using the WGS 85 

Ellipsoid, REGCAN-95 datum and UTM projection (UTM-28N) (Fig. 3.5). 

Fig. 3.5: Universal Transverse Mercator (UTM) system. 
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The common approach for georeferencing an image involves assuming that there 

is some mathematical transformation relating the coordinates of a pixel in the 

original raw data array (X, Y) and the geographical coordinates. The coefficients in 

the transformation are determined by using a number of control points (or ground 

control points, GCPs). A GCP is a point or fixed feature that can be recognised 

both on a map with a known reference system and in the raw image that one is 

trying to rectify. The chosen GCPs are used to determine the coefficients in the 

chosen transformation. Having found the coefficients, they can be used with any 

pixel from the original un-rectified image to determine the geometrical coordinates 

of the centre of that pixel. The accuracy of the rectification of a scene using the 

transformation can be estimated from the standard deviation of the best fit result. 

IDRISI32 has two modules for georeferencing images. In cases where the input 

image has no reference system (such as scanned images or satellite images), the 

RESAMPLE module, together with GCPs, were used. In cases where the input 

reference system was known, the PROJECT module was used to transform the 

image to a new reference system. 

Fig. 3.6 shows the 132 GCPs selected during a field trip in January 1999. The 

location of these points was confirmed using the GARMIN GPS III. The module 

RESAMPLE was used within 

IDRISI32 to resample the 

image. From the original 132 

GCPs only those with low RMS 

were used in this operation. 

Finally, a total of 72 GCPs 

were used and a RMS of 0.53 

was obtained. In other words, 

the image was resampled to an 

approximately accuracy of ± 

half a pixel. 
Fig. 3.6: Location of the 132 GCPs taken during the field trip to 

Tenerife (January 1999). 
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3.6.2 Scoring 

Given the variety of scales on which attributes can be measured, multicriteria 

decision analysis requires that the values contained in the various criterion map 

layers be transformed to comparable units. In other words, if various thematic 

maps are to be combined, the scales must be commensurate. Consequently, raw 

data must be converted into standardized criterion scores, referred as suitability 

scores in this study. In this study a scoring system of 1 to 8 was chosen and 

applied to all data layers, 8 being the most suitable and 1 the least for developing 

aquaculture (Table 3.2). Similar studies have used standardized criterion scores of 

1 to 4 and 1 to 16 (Aguilar-Manjarrez, 1996; Salam, 2001), but it was found that 

the former scoring system gave poor results while the latter was too complicated 

to use. 

Table 3.2: Score system used. 

Score Denomination 

1 Totally unsuitable 

2 Unsuitable 

3 Marginally-unsuitable 

4 Moderately-unsuitable 

5 Marginally-suitable 

6 Moderately-suitable 

7 Suitable 

8 Very-suitable 

When scoring a thematic layer, a number of approaches can be used to set the 

threshold values for each scoring category. These methods broadly fall into three 

categories, (1) mathematical, (2) interviews, group consensus or personal 

knowledge of the study area and the purpose of the study, and (3) literature 

review. Mathematical approaches, including deterministic, probabilistic and fuzzy 

methods (Barredo, 1996; Malczewski, 1999), are useful when the decision-maker 

does not have any other source of information to set the threshold values. 
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Because these methods are mathematically based, they may not provide a set of 

threshold limits which are representative of the problem on hand. In other words, 

they are not task-oriented, and therefore, for a particular thematic map they will 

always provide the same threshold values, which is not appropriate for all study 

cases. 

For example, if one of these mathematical methods was used to set the threshold 

limits for the sea temperature in this study, it will provide a certain fixed number of 

standardized criterion scores as shown in Fig. 3.7. This will always be the same, 

independent of the application for which this map was used. Fig. 3.8 shows the 

same sea temperature map, but this time using standardized criterion scores 

based on expert knowledge of the activity at hand, aquaculture site selection in 

Tenerife, and knowledge of the study area. 

Fig. 3.7: Example of the sea temperature map Fig. 3.8: Example of the sea temperature map 
scored using a mathematical threshold method. scored using knowledge of the fish temperature 

sensitivity and the study area. 

Clearly, whenever possible, it is best to use threshold values proposed by experts 

with knowledge of the task at hand as well as the particular study area. Literature 

sources can be very useful on their own or in combination with experts 

assessment. When none of these are available, the mathematical approach is the 

only alternative. 
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Threshold values for this study were set based on the combination of the personal 

opinion of the author, guidance from an expert panel of professionals in 

aquaculture, fish physiology and environment at the Institute of Aquaculture, 

opinions by means of questionnaires from a range of professionals familiar with 

aquaculture in the study area and by use of relevant literature. 

3.7 GIS MODELS 

The model structure for selecting the best sites for marine fish cage aquaculture in 

Tenerife was built based on hierarchical structures. Hierarchical structures break 

down all criteria into smaller groups (or submodels). Once structured, the decision 

maker's preferences with respect to the evaluation criteria can be incorporated into 

the decision model. The preferences were expressed in terms of the weights of 

relative importance assigned to the evaluation under consideration. Finally, the 

standardized criteria maps and their weights were integrated to provide an overall 

assessment of the alternatives. This is accomplished by appropriate decision 

rules, which are formal mathematical expression that combine the weights and 

scores of each of the thematic maps used. 

3.7.1 Hierarchical Structure 

Hierarchies are order-preserving structures. They involve the study of order 

among partitions of a set. The partitions are called the levels of the hierarchy. 

Conceptually the simplest hierarchy is linear, rising from one level to the next. The 

complexity of the arrangements of the elements in each level may be the same or 

it may increase from level to level. This also applies to the depth of analytical 

detail. The structure of each level may take the form of a general network 

representing the appropriate connections among its elements (Triantaphyllou and 

Mann, 1995) 

Up to this point, the idea of hierarchy has only been presented as a tool for 

modelling the real world. However, hierarchical structures can also be used to 

break down all the criteria into large groupings or clusters, and further divide them 
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into smaller clusters and so on. The objective would then be to obtain the priorities 

of all elements by means of clustering. This is by far a more efficient process than 

treating all the elements together (Malczewski, 1999) and is an approach 

developed for aquaculture projects by the GIS group at the Institute of Aquaculture 

(GISAP). 

To break down a hierarchy into clusters, first it must be decided which elements to 

group together in each cluster. This is done according to the proximity or similarity 

of the elements with respect to the function they perform or property they share 

(Saaty, 1988). Fig. 3.9 represents the suitability analysis for marine fish cage site 

selection in Tenerife as a hierarchical structure. The top or first level in the 

hierarchy represents the ultimate goal of the multi-criteria decision-making 

analysis process. The intermediate or second hierarchy level lists the relevant 

evaluation criteria. Each of these clusters can be considered as a submodel. The 

lowest level in the hierarchy contains the evaluation objects. These are all the 

criteria identified as influencing the goal of the study and may represent primary 

data or be the result of some preliminary data manipulation or model. 
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Fig. 3.9: Conceptual structure of the suitability analysis for Tenerife the marine fish cage site selection as a 
hierarchical structure. 
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3.7.2 Criterion Weighting 

The purpose of criterion weighting is to express the importance of each criterion 

relative to others. The larger the weight, the more important is the criteria in the 

overall utility. The weights are usually normalized to sum to 1. Weights of 

importance for criteria accounts for (1) changes in the range of variation for each 

criterion, and (2) the different degrees of importance being attached to these 

ranges of variation (Kirkwood, 1997). As Malczewski (1999) pointed out, it is 

misleading to interpret the weights as general measures of the importance of the 

evaluation criteria. The weight value is also dependent on the range of the criterion 

values, that is, the difference between the minimum and maximum value for a 

given criterion. A good example to illustrate this point is the weight given to the sea 

temperature layer in this study. Water temperature is known to be the 

environmental parameter having the greatest effect on fish (Lawson, 1995). It can 

be thought of as a primary factor affecting the economic feasibility of a commercial 

aquaculture venture. Temperatures on either side of the optimum can induce 

stress in the animal, affecting feeding, growth, reproduction and disease inhibition. 

Despite this, a low weight was assigned for water temperature in this study 

because, in Tenerife, the values are near the optimum and the variations are very 

small. 

A number of criterion-weighting procedures based on the judgment of the decision 

makers have been proposed in the multicriteria decision literature (Barredo, 1996; 

Malczewski, 1999). The most popular procedures include ranking, rating, the 

pairwise comparison method, and trade-off analysis. They differ in terms of their 

accuracy, degree or ease of use, understanding on the part of the decision 

makers, and in their theoretical basis. The decision on which method to use 

depends on the trade-offs one is willing to make between these qualities, the 

availability of computer software and the way the method can be incorporated into 

GIS-based multicriteria decision analysis. In this study, as accuracy and 

theoretical foundations were the main concern, the pairwise comparison method 

was though to be the most appropriate method. Empirical applications suggest 

that the pairwise comparison method is one of the most effective techniques for 

spatial deCision-making (Eastman et 81., 1993; Malczewski et 81., 1997). 
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The pairwise comparison method can be implemented by specific designed 

software, such as the popular EXPERT CHOICE or spreadsheet environments, 

and the calculated weights may later be incorporated into the GIS environment. 

Some GIS software, such as IDRISI32 used in this study, has already incorporated 

this method into its GIS-based decision making procedures. IDRISI32 offers a 

built-in decision support module, called WEIGHT, for calculating weights of relative 

importance using the pairwise comparison method. 

3.7.1.1 PAIRWISE COMPARISON METHOD 

The pairwise comparison method (PCM), developed by Saaty (1977) in the 

context of the analytic hierarchy process, is employed to determine the priority 

weight of criteria. The PCM is a theory of measurement concerned with deriving 

dominance priorities (or weights) from paired comparisons of homogeneous or 

clustered heterogeneous elements with respect to a common attribute (Saaty 

1994). The procedure consists of three major steps: generation of the pairwise 

comparison matrix, computation of the criteria weights, and estimation of the 

consistency ratio. Each of these three steps are described briefly here, and a more 

detailed explanation can be found in Saaty (1977; 1980) 

1. Development of the pairwise comparison matrix· 

Pairwise comparisons are quantified by using a special scale which is a one-to

one mapping between the set of discrete linguistic choices available to the 

decision maker and a discrete set of numbers which represents the importance, or 

weight, of these choices (Triantaphyllou and Mann, 1995). 

In this study, the 1-9 scale proposed by Saaty (1997) is used, 1 being least 

important and 9 the most important. The proposed scale of nine units is based on 

findings in experimental psychology (Miller, 1956). The nine levels can be labelled 

with numbers (the numerical mode) or with preference phrases (the verbal mode). 

When the verbal mode is used, a conversion table is applied to translate the verbal 

preferences into numbers. The scale of intensity of importance is from 1 to 9 and 

its verbal meaning is shown in Fig. 3.4. 
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Table 3.3: Scale of relative Importance (according to Saaty, 1977). 

Intensity of Definition Explanation 
Importance 

1 Equal importance Two activities contribute equally 
to the objective 

3 Weak importance of one over Experience and judgment 
another slightly favour one activity over 

another 

5 Essential or strong importance Experience and judgment 
strongly favour one activity over 
another 

7 Demonstrated importance An activity is strongly favoured 
and its dominance demonstrated 
in practice 

9 Absolute importance The evidence favouring one 
activity over another is of the 
highest possible order of 
affirmation 

2,4,6,8 Intermediate values between When compromise is needed 
the two adjacent judgments 

Reciprocals If activity i has one of the above 
of non-zero numbers assigned to it 

above non- when compared with activity j, 
zero then j has the reciprocal value 

when compared with i. 

This method allows decision makers to make the pairwise comparisons verbally or 

numerically. In verbal comparisons decision makers select one phrase from a list 

of nine that best represents their opinion (for example, "moderately preferred" or 

"extremely preferred"). Numerical comparisons reflect directly the extent to which a 
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decision maker prefers alternative A to B (for example three times) and all 

judgements are finally converted into numbers. 

While verbal statements are intuitively attractive for determining preference, there 

is overwhelming evidence that people have very different numerical interpretations 

of the same verbal expressions. The numerical values assigned to the same 

verbal expression display large ranges (Stone and Johnson, 1959; Lichtenstein 

and Newman, 1967; Budescu and Wallsten, 1985; Clarke et al., 1992). The 

conversion table of the PCM overestimates the preference differences of decision 

makers. For example, Huizingh and Vrolijk (1997) found that although the 

expression "moderately preferred" is assigned a score of 3, most decision makers 

assign this statement a lower value of 2. Therefore, the use of the verbal mode 

without knowing how people interpret the preference phrases leads to a small loss 

of decision quality (Budescu et al., 1988; Erev and Cohen, 1990; Huizingh and 

Vrolijk, 1997). On the other hand, numerical judgments have a number of distinct 

advantages compared to verbal judgments. Numerical judgments are more 

precise, they permit communication to be less ambiguous and they can be used in 

calculations (Hamm, 1991; Huizingh and Vrolijk, 1997). 

Given the well-known preference of people for verbal instead of numerical 

judgments (Zimmer, 1983; Budescu and Walls-ten, 1985; Hamm, 1991), the 

optimal solution would be to include a personal conversion table for each decision 

maker. Although optimal, it may not be a practical solution. Therefore, if accuracy 

is not very important, the ease and comfort of verbal expressions may be worth 

the small loss in decision quality (Hamm, 1991; Huizingh and Vrolijk, 1997). 

However, as Dyer and Forman (1991) pointed out, verbal judgments may be used 

for one set of judgments and numerical judgments for another, but one should not 

mix the verbal and numerical modes for any set of judgments. In this study, 

because precision was of utmost concern, only the numerical mode was used. 

If too many criteria are being compared, the method may get very large and 

complicated for the decision makers. With n criteria, n(n-1)12 comparisons are 

involved. For example, a decision problem with 10 evaluation criteria would require 

45 pairwise comparisons. Some authors have suggested breaking down the 
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criteria into smaller submodels, which are easier and more intuitive to deal with 

(Aguilar-Manjarrez, 1996; Ross, 1998; Salam, 2001), and this approach is used in 

this study. 

2. Computation of the criterion weights. 

Based on the comparisons between different criteria using the intensity scale of 

importance, the weights of criterion levels are calculated. This step involves the 

following operations: (a) summing the values in each column of the pairwise 

comparison matrix, (b) dividing each element in the matrix by its column total (the 

resulting matrix is referred to as the normalized pairwise comparison matrix; 

Saaty, 1977), and (c) computing the average of the elements in each row of the 

normalized matrix, that is, dividing the sum of normalized scores for each row by 

the number of criteria. These averages provide an estimate of the relative weights 

of the criteria being compare. Using this method, the weights are interpreted as 

the average of all possible ways of comparing the criteria. 

3. Estimation of the consistency ratio. 

The consistency ratio (CR) indicates the probability that the matrix ratings were 

randomly generated. In other words, this step determines the consistency of the 

comparisons made by the decision-maker, providing a measure of departure from 

consistency. This, in turn, will help the decision-maker express his interpretation of 

the importance and relation of each criterion with all the other criteria. 

Saaty (1977,1988, 1994) indicated that matrices with CR ratings smaller than 0.10 

have a good consistency, while CR values greater than 0.10 suggests a departure 

from consistency. In such cases, the decision-maker should reconsider and revise 

the original values in the pairwise comparison matrix. 

3.7.3 Decision Rules 

Up to this point, the main elements of spatial multicriteria decision analysis, 

evaluation criteria (factors and constraints) and decision-makers preferences 

(weights), have been determined. The ultimate aim of the analysis is to combine 
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these elements using multicriteria decision rules, also referred to as multi-criteria 

evaluation (MCE). The decision rules provide the basis for ordering the decision 

alternatives and for choosing the most preferred alternative 

There are numerous decision rules that can be used. For a comprehensive review 

of MCE methodology refer to Keeney and Raiffa (1976), Keeney (1980), Pitz and 

McKillip (1984), Kirkwood (1997), and Goodwin and Wright (1998). This section 

focuses only on the method used in this study. 

The weighted linear combination (WLC), also referred to as simple additive 

weighting method or scoring methods, was the chosen method. This technique is 

most often used for tackling spatial multicriteria decision-making. It is based on the 

concept of weighted average. The decision maker assigns weights of relative 

importance to each attribute (as seen in section 3.6.2). A weighted average is then 

obtained for each criterion by multiplying the weight aSSigned by the scaled value 

for that criterion, and summing the products over all criteria as shown in Eq. 3.4. 

Eq.3.4 

where Xij is the score of the ith alternative with respect to the r attribute, and the 

weight Wj is the normalized weight, so that k Wj = 1. Fig. 3.10 illustrates the use of 

the weighted linear combination method. IDRISI32 offers a built-in decision 

support module, called MCE, for multi-criteria evaluation calculations by using the 

weighted linear combination method. 
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Criteria A 
Weight: 0.65 

J .. ~ X ib 

/1 
Criteria B 
Weight: 0.35 

1..a..1 Weighte~ Linear Combination (A;=Lj Wj xij) 
:: : 

'----r Ai = (0.65*2) + (0.35*1) = 1.65 

Fig. 3.10: Example of the weighted linear combination method (redrawn from Barredo, 1996). 

3.8 SENSITIVITY ANALYSIS 

The strategies and techniques for tackling the spatial multicriteria decision problem 

of siting fish cages in Tenerife initially assume that complete information is 

available. However, in real-world situations, the information available to the 

decision maker is often uncertain and imprecise due to measurement and 

conceptual errors. (Fisher et al., 1997; Arbia et al., 1998; Malczewski, 1999; Li et 

al., 2000; Woodcock and Gopal, 2000) 

Typically, only limited information may be available on actual errors associated 

with a particular geographical analysis. Such information is, more often than not, 

difficult and costly to obtain in most situations. However, much knowledge can still 

be gained about a geographical analysis and the quality of its results through 
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sensitivity analysis (Lodwick et al., 1990; Saltelli et al., 2000), in which variations 

are imposed on the inputs and the resultant variations are computed even in total 

absence of any information regarding the actual errors (Lodwick et al., 1990). This 

analysis can indicate what maps (criteria) are the most or least critical in 

determining the values of the output map. These critical maps indicate where most 

or least care should be taken in the input data in order to draw reliable conclusions 

from the output map (Lodwick et al. 1990). 

A study of geographical sensitivity analysis can begin at any of the stage of the 

suitability analysis. In fact, the steps involved in geographical suitability analysis 

determine the types of sensitivity analyses to be performed. Lodwick et al. (1990) 

identified 14 types of sensitivity analysis which can be performed at different 

stages of the geographical suitability analysis process. However, this study will 

only focus on the geographical sensitivity measures for the suitability maps as a 

whole. The most common sensitivity analysis for the suitability maps as a whole 

focuses on the errors or uncertainty associated with the criteria maps and the 

decision maker's preferences (weights) (Malczewski, 1999). 

3.8.1 Sensitivity of Criterion Values 

The thematic map errors are referred to as the uncertainty associated with GIS 

data sets on the basis of which the map was created (Fisher et al., 1997). The GIS 

database errors can be classified into measurement or conceptual, the former 

being associated with imprecision in the measurement of criterion values (Arbia et 

al., 1998), and the latter being attributed to the process of translating real-world 

entities into map objects (Van Rompaey et al., 1999; Li et al., 2000). In other 

words, it studies the discrepancy that might arise between the GIS data model and 

the nature of the reality that it is seeking to capture (Altman, 1994) 

The simplest and most widely used representation of sensitivity analysis is to show 

the percentage change in a variable and its output graphically. This is achieved by 

systematically changing one variable, and observing the output (Fisher et al., 

1997). It is, however, considered to be limited, since it only demonstrates the 

Chapter 3: Materials and methods---________ --------- 86 



sensitivity to variations in one variable at a time and synergistic or antagonistic 

interactions can not be quantified (Saltelli et al., 2000). 

With large number of attributes, this analysis involves a number of iterations, and 

the results may not be easy to interpret. In practice, values associated with criteria 

having high weights are the most likely candidates for sensitivity analysis. Since 

the weights of the attributes are high, even slight changes in estimated values may 

result in a change in the ranking of the alternatives. Also, attribute values that 

involve a high degree of uncertainty and subjectivity in estimation should be 

considered in sensitivity analysis to investigate the effect of their variation on the 

ranking of alternatives. Therefore, the candidate criteria selected in this study for 

sensitivity analysis were based on these two principles (section 6.3). 

3.8.2 Sensitivity of Weights 

In addition to the GIS data-set-errors, there is uncertainty involved in the 

specification of preferences by decision-makers. Of these, sensitivity to attribute 

weights is perhaps more important (Malczewski, 1999). This is associated with the 

fact that judgment plays a key role in spatial multicriteria decision-making. In other 

words, criteria weighting is a subjective appreciation of the problem at hand, and 

does vary among different decision-makers. In some situations decision makers 

are not able to provide preCise judgements with respect to the relative importance 

of evaluation criteria due to limited or imprecise information and knowledge, or 

general inconsistency (Saaty, 1980) 

A sensitivity analysis of weights consists of investigating the sensitivity of the 

alternatives to small changes in the value of attributed weights. If the rankings 

remain unaffected as the weights are varied, errors in the estimation of attributed 

weights can be considered insignificant. This study incorporated sensitivity 

analysis of the weights based on the opinion of three different groups of experts, 

(using questionnaires, see section 5.2), rather than changing the weights by 

means of any probabilistic, mathematical or random techniques. 
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3.9 DATABASE FIELD VERIFICATION 

3.9.1 Selection of the Sampling Criteria 

Some database verification was conducted to check the reliability of sources and 

to help ensure reliable outcomes. It would be preferable to sample all criteria, 

however this was not possible from a practical or economical point of view. 

Therefore, a selection of sampling criteria was made based on; (a) the relative 

importance of a factor in relation to the other factors, (b) the need to verify the 

database of that factor (e.g. spatial or temporal variability), and (c) the time and 

effort required. The criteria selected for field verification were, (1) rate of beach 

occupation, (2) rate of beach urbanization, (3) beach composition, (4) land use, (5) 

land cover and (6) soil texture. Land use, land cover and soil texture were 

variables used for the suspended solid estimation. 

3.9.2 Sampling Design 

Choosing the right sampling approach is a vital part of any survey. The primary 

determinant of a sampling design should be the aims and objectives of the project. 

However, factors such as time and resources available for a study, the type of 

habitat, accessibility, and proposed methods of data analysis and representation 

must be also considered (Kent and Coker, 1996). 

The selection of the field sampling points for beach occupation, beach 

urbanization and beach composition criteria was done by random sampling. Strict 

application of random sampling means that every point within the survey area 

should have an equal chance of being chosen on each sampling occasion. 

Random points were selected by using the module RANDOM within the GIS 

software IDRISI32. Selection of the field sampling points for land uselland cover 

and soils was initially done by random sampling. However, the exact locations of 

those points in the field proved difficult to find, if not impossible in some cases, due 

to rough terrain or woodland. Therefore, all randomly selected points were slightly 

modified to coincide with accessibility and known locations on a map, such as road 

intersections or well define structures. 
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Fig. 3.11 shows the location of 12 sampl ing points for the beach database, while 

Fig. 3.12 shows the location of 32 sampling points for land use/land cover and soil 

databases for the field trip carried out during April 2001 . 

Fig. 3.11 : Beach sampling stations assessed during 
the April 2001 field trip. 

Fig. 3.12: Land use/1and cover and soif sampling 
stations assessed during the April 2001 field trip. 

3.9.3 Beach Criteria (occupation, urbanization and 

composition) 

Beach composition, rate of occupation (how much the beach is being used by 

people for recreation purposes) and rate of urbanisation (degree of infrastructure 

around the beach site) were visually assessed using the criteria and scoring 

shown in Table 3.4. 

Table 3.4: Field sampl ing values used for beach criterion. 

4 3 2 1 

Composition Small stones 
Sand+ Gravel 

Sand+Gravel Sand +Small stones 

Rate of Occupation Low Medium High 

Rate of urbanisation Virgin Rustic Semi-urban Urban 
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3.9.4 Land Use/Land Cover Determination 

Although there are several vegetation description methods (see Kent and Coker, 

1996 for a comprehensive review and description), they broadly fall into two 

categories; physiognomic or structural methods and floristic methods. 

Physiognomic methods describe flora species based on external morphology, life

form, stratification and size of the species present. Floristic methods, on the other 

hand, identify species present in a study area and records their presence/absence 

or abundance. 

As the purpose of this field sampling was to gather data on land use and 

percentage of vegetation, this study made use of one of the floristic methods of 

estimating abundance (qualitative data). Among the abundance methods, the 

cover estimated by eye technique was used. Cover is defined as the proportion of 

ground within a quadrant (10x10 m) which is occupied by the above-ground parts 

of each species when viewed from above, and is estimated visually as a 

percentage. Since estimation is done by eye, there is an inherent degree of error 

associated in recording. In an attempt to decrease this bias in the sampling, the 

estimation of vegetation cover was done by consensus between two field 

observer. 

3.9.5 Soli Texture Determination 

Soil texture indicates the relative content of particles of various sizes, such as 

sand, silt and clay in the soil. Soil texture influences the amount of water and air it 

holds, and can provide an indication of the rate at which water enters and move 

through soil (Coche, 1985). 

3.9.5.1 SOIL SAMPLE PREPARATION AND EXTRACTION 

Sample preparation, although often taken for granted, has frequently been shown 

to significantly affect analytical results (Olson, 1981; Soil Survey Division Staff, 

1993). It is therefore critical that standardized sample handling and texture 

determination procedures are used. 
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As only texture determination was of concern, soil drying was not necessary. 

However, crushing and mixing of soil samples were needed for loosening and 

homogenizing the samples, after which no segregation of the samples by 

aggregate size should be apparent. Fig. 3.13 shows an example of a soil sample 

before and after the homogenisation process. Subsamples (triplicates) were 

obtained by dipping into the centre of the mixed sample for analysis. 

Fig. 3.13: Soil sample before (A) and after (8) after crushing and mixing. 

3.9.5.2 SOIL TEXTURAL CLASSES AND FIELD TESTS FOR THEIR 

DETERMINATION 

There are several soil texture classification systems and they are generally based 

on particle size or on some additional soil priorities such as plasticity and 

compressibility. Soil classification based on the particle-size characteristic is 

widely used, especially for preliminary or general description. In the field, there are 

several ways to classify soils into textural classes. The field estimation of soil 

texture is known as apparent soil texture. This term refers to soils that do not 

disperse completely in the standard particle size analysis during laboratory 

analysis (Soil Survey Division Staff, 1993). Among these, Coche (1985) reviewed 

a range of simple and comprehensive methods, from which two were selected for 

this study. The first method is the so called manipulative test and the second the 

bottle test. The manipulative test runs a series of manual manipulations with the 

soil to assess its texture. The bottle test, which involves simple decantation, 

provides a general idea of the proportion of sand, silt and clay in the soil. These 

two tests were selected for their simplicity and because they are sufficiently 
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different to provide an independent sets of results that can be compared. The 

manipulative test is more a qualitative test, while the bottle test is quantitative. 

Soil samples were collected and analysed (triplicates) using the manipulative and 

bottle test. The mean values of the triplicates (percentage of sad, silt and clay) 

were used to estimate the soil texture using a soil texture classification diagram 

(Fig. 3.14). 

P.~nt CLAY 

Itetcent SAND 

Fig. 3.14: Soil texture classification diagram (from Coche, 1985). 

The manipulative test 

The manipulative test provides a better idea of soil texture than other similar tests 

(Coche, 1985). For accurate results this test must be performed in the exact 

sequence as described below, as each progressive step indicates more silt and 

clay present in the sample. 

1. Take a handful of soil and wet it (Fig. 3.15, A) so that it begins to stick 

together, but not sticking to your hands; 
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2. Roll the soil sample into a ball about 3 cm in diameter (Fig. 3.15, 8); 

3. Putthe ball down (Fig. 3.15, C) ... 

• If it falls apart, it is sand 

• If it sticks together, go to the next step 

4. Roll the ball into a sausage shape, 6-7 cm long (Fig. 3.15, 0) ... 

• If it does not remain in this form, it is loamy sand; 

• If it remains in this shape, go to the next step. 

5. Continue to roll the sausage until it reaches 15-16 cm long (Fig. 3.15, E) ... 

• If it does not remain in this shape, it is sandy loam; 

• If it remains in this shape, go to the next step. 

6. Try to bend the sausage into half circle (Fig. 3.15, F) ... 

• If you can not, it is loam, 

• If you can, go to the next step. 

7. Continue to bend the sausage to form, a full circle (Fig. 3.15, G) ... 

• If you can not, is heavy loam; 

• If you can, with slightly cracks in the sausage, it is light clay; 

• If you can, with no cracks in the sausage, it is clay. 

o o o 
G 

Fig. 3.15: Manipulative test steps sequence (redrawn from FAO, 1985). 

The bottle test 

This is a simple test which provides a general idea of the proportion of sand, silt 

and clay in the soil (Coche, 1985). 

1. Put 5 cm of soil in a bottle (Fig. 3.16, A) and fill it with water. 

2. Stir the water and soil well, leave it to settle for 1 hour (Fig. 3.16, 8). At the 

end of an hour, the water will have cleared and you will see that the larger 

particles have settled (Fig. 3.16, C). 

3. At the bottom, is a layer of sand; 
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4. In the middle, is a layer of silt; 

5. On the top, is a layer of clay. If the water still not clear, it indicates that 

some of the finest clay is still mixed with the water; 

6. On the water surface, there may be bits of floating organic matter (Fig. 3.16, 

C). 

7. Measure the approximate proportion of each layer (Fig. 3.16, D). 

Fig. 3.16: Bottle test steps sequence. 

Before using the bottle test, potential 

variability due to different bottle shapes 

and volumes was assessed with four 

candidate bottles (Fig. 3.17). Testing was 

performed by analysing the same soil 

sample three times per bottle. The 

manipulative test was also conducted for 

comparison. Table 3.5 shows the results 

of the bottle and manipulative test for 

each trial. As the composition of the soil 

Fig. 3.17: Candidate bottles. 

sample used was not known, the criteria used for selecting a bottle among the four 

candidates was based on the consistency of the results. In other words, the bottle 

providing the most consistent results which also best corresponds with the results 
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from the manipulative test was chosen. Table 3.5 shows that bottle 0 (refer to Fig. 

3.17) tested to be the most constant, and was therefore chosen for use in the 

bottle test. 

Table 3.5: Results of the bottle test and the results form the manipulative test (hand test). 

% Sand % Silt % Clay % O. M. Texture Hand Test 

A1 85.49 9.38 3.13 2.00 Sand Loamy Sand 
A2 74.24 17.82 5.94 2.00 Loamy Sand Loamy Sand 
A3 74.75 13.29 9.97 2.00 Loamy Sand Loamy Sand 
Mean 77.49 13.96 6.55 2.00 Loamy Sand 

81 83.75 7.13 7.13 2.00 Loamy Sand Sand 
82 88.93 5.44 3.63 2.00 Sand Loamy Sand 
83 83.21 10.17 4.62 2.00 Loamy Sand Loamy Sand 
Mean 85.30 7.56 5.14 2.00 Loamy Sand 

C1 90.31 5.76 1.92 2.00 Sand Sand 
C2 78.78 7.69 11.53 2.00 Loamy Sand Loamy Sand 
C3 86.91 7.40 3.70 2.00 Sand Loamy Sand 
Mean 85.35 6.95 5.69 2.00 Sand 

01 74.84 14.25 8.91 2.00 Loamy Sand Loamy Sand 
02 72.52 15.68 9.80 2.00 Loamy Sand Loamy Sand 
03 73.50 15.75 8.75 2.00 Loamy Sand Loamy Sand 
Mean 73.65 15.22 9.13 2.00 Loamy Sand 
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Chapter 4 

Database Generation and Manipulation 

Database development has been acknowledged as the most challenging and time

consuming task in a GIS project and is likely to account for more than half of the 

total cost of a GIS project (Lang, 1990; Budic, 1993). Sources of data to be 

integrated in GIS can be varied and may include existing paper or digital maps, 

satellite images, field surveys, aerial photographs, statistics, etc. This chapter 

details the manipulations and processes carried out to generate the GIS database 

for this study grouped in the 8 submodels described earlier. 

4.1 BEACH SUBMODEL 

As indicated in Chapter 2, beaches in Tenerife are a rare and fragile resource. The 

600,000 local inhabitants of the island together with a constant tourist presence 

are increasing the usage pressure on the beaches. Aquaculture cages occupy 

space which can affect local amenities, boat traffic, local currents and 

sedimentation dynamics and decrease the water quality of nearby beaches. 

Therefore, cage siting should be planned to avoid interference and conflict for 

space and water. 

Information on beach location, beach length, beach width, beach composition, 

beach rate of occupation (degree of beach use by people) and beach rate of 

urbanisation (degree of infrastructure around the beach site) was collected from 

several sources including archive material (Luengo et al., 1995; Marin and 

Luengo, 1998) and the Official Spanish Beach Guide web site developed by the 

Spanish Ministry of Environment (http://www.mma.es/docs/costas/playas/htmIlO/ 

pg/espanha.htm). 
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A preliminary screening, from a total of 137 beaches catalogued in Tenerife, was 

done to identify the important beaches on the island. This classification focused on 

two criteria; composition and size. All sand beaches were first selected regardless 

of their size. Secondly, beaches with gravel or a mix of gravel, cobble and sand, 

longer than 100 m in length and 20 m in wide were also selected. Each of the 79 

beaches was on-screen digitised using a 1 Ox1 0 metres pixel image of Tenerife 

provided by CD-Map (1999) (Fig. 4.1), a 1:100,000 topographic map and 

information obtained by Luengo et a/. (1995), Marin and Luengo (1998) and the 

Official Spanish Beach Guide web site. Fig. 4.2 shows the location of the 79 

beaches identified by this initial screening. The digitised vector was reclassified 

with the values of length, width, composition, rate of occupation and rate of 

urbanisation to generate five layers. 

Fig. 4.1: T nente 10 x 10 m pixel image. Fig. 4.2: Most important beaches in Tenerife. 

The beach database was validated as explained in Section 3.8.3. The data taken 

from the 12 randomly selected sites correspond 100% with the data used in this 

submodel, therefore, it was concluded that the beach database was accurate. 

4.2 FISHING SUBMODEL 

Besides tourism, fishing is also an important economic sector in the overall 

island's economy. Therefore, it is necessary to identify and map the fisheries if 
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aquacu lture practices are to be successfully integrated. Only coastal fisheries are 

of interest in this study for obvious reasons . 

Criteria used for this model were; fingerling accumulation areas, coastal pelagic 

resource areas and rocky platforms. Fingerlings are important because they are 

used for live bait for some pelagic fisheries. The coastal pelagic resources include 

sardine, mackerel , blue jack mackerel, bogue, etc. Rocky platforms are of interest 

because they are an important source of fish and invertebrates of high economic 

va lue. 

The fingerling accumulation areas and coastal pelagic resource areas were 

obtained from Luengo et al. (1995) and Marin and Luengo (1998) . These maps 

were scanned and imported to the GIS software as bitmaps. Finally, each map 

was georeferenced using the module RESAMPLE within IDRISI32 and the data 

was on-screen digitised. Information on rocky platforms was obtained from CD

Map (1999) and Luengo et al. (1995) which was used for on-screen digitising of 

this layer. 

Buffer zones were calculated around each thematic map using the module 

DISTANCE and later reclassified using the threshold values shown in Table 4.1. 

Fig . 4.3, Fig . 4.4 and Fig. 4.5 show the suitability maps for fingerling accumulation 

areas, pelag ic fish accumulation and rocky platforms respectively. 

Table 4.1: Distance threshold values (m) for each criteria. 

~e Criteria 8 7 6 5 4 3 2 1 

Areas of 
1750- 1600- 1450- 1300- 1150- 1000-fingerling >1900 
1900 1750 1600 1450 1300 1150 

<1000 
accumulation 

Areas of 
pelagic fish > 0 0 

accumulation 
Rocky 

>250 
225- 200- 175- 150- 100- 50-100 <50 

platforms 250 225 200 175 150 
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Fig. 4.3: Fingerling accumulation. Fig. 4.4: Coastal pelagic resources. 

Fig. 4.5: Rocky platforms. 

4.3 INFRASTRUCTURE SUBMODEL 

Infrastructure refers to the background facilities which are needed for the 

development of cage culture in Tenerife. The most important factors identified 

were the presence of nearby ports and the Freezing industry. Information on ports 

was obtained from Luengo et a/. (1995), Marin and Luengo (1998) and Morales

Matos and Perez-Gonzalez (2000), and information on the Freezing industry was 

obtained from personal knowledge of the study area. These thematic layers were 

created by on-screen digitising. 

In Tenerife, there are two major categories of ports; fishing refuges and piers. 

Fishing refuges are ports which provide access for medium-draught boats and 
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piers are infrastructures that provide access only to small boats (these are mostly 

old historic ports or the Fishermen's Associations). Only ports connected to a road 

network were of interest for this study. Information on roads was obtained from 

CD-Map (1999) which were imported to IDRISI32 and later georeferenced using 

the module RESAMPLE. Fig. 4.6 shows the road network in Tenerife together with 

the location of the fishing refuges and piers. It can be seen that only one of the 

ports (the pier on the northenwest tip of the island) is not accessible by road. This 

isolated pier was omitted from the analysis. 

Units III 

10000.00 

o Pier 

• Fishing refuge 

"V Highway 
Av Primary road 
'\; Secondary road 

'\; 'Tertiary road 

Fig. 4.6: Road network and location of the fishing refuges and piers in Tenerife. 

The module DISTANCE was used to estimate proximity ranges from ports. 

Suitability scores were established by considering the distance that boats will need 
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to travel from a port to a potential fish cage site. The farther away a cage is from a 

port, the more time and cost is needed to reach the installations, and therefore the 

less suitable it will be. Table 4.2 shows the distance thresholds used to reclassify 

each criterion. Threshold values are the same for fishing refuges and for piers as 

the classification is based on distances from ports, and not on the type of ports. 

Table 4.2: Distance threshold values (m) used for each port category. 

~e Criteria 
8 7 6 5 4 3 2 1 

Fishing 
0-1000 

1000- 1500- 2000- 3000- 4000- 5000-
> 6000 

Refuges 1500 2000 3000 4000 5000 6000 

Piers 0-1000 
1000- 1500- 2000- 3000- 4000- 5000-

> 6000 
1500 2000 3000 4000 5000 6000 

In terms of aquaculture development in Tenerife, both resources are equally 

important and so the scored suitability maps were overlaid using the Maximum 

option within IDRISI32, where output pixels represent the maximum of those in 

corresponding positions on the images (Fig. 4.7) . 

Presently, in Tenerife, there are only two Freezing plants available (see Fig . 2.32 

from Chapter 2: Study Area). One is located close to the capital, Santa Cruz, in the 

north-east and the other in Los Cristianos, in the south-west. The same procedure 

of calculating proximity rages by using the module DISTANCE and reclassification 

using threshold values was applied, using the threshold values shown in Table 

4.3. Fig. 4.S shows the resulting suitability map based on proximity to Freezing 

plants. 

Table 4.3: Distance threshold values (km) used for Freezing plants. 

~ Criteria 8 7 6 5 4 3 2 1 

Freezing 
>140 120- 100-

80-100 60-S0 40-60 20-40 0-20 Industry 140 120 
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Fig. 4.7: Distance to ports (Fishing refuges + 
Piers). 

Fig. 4.8: Distance to Freezing Industry. 

4.4 MARINE ENVIRONMENT SUBMODEL 

4.4.1 Waves (Short and Long-term) 

Of all the possible environmental problems with offshore cage culture, wave action 

is of utmost concern. Knowledge of wave action at a potential site (also called 

wave climate) will help in choosing a proper cage and mooring technology for the 

site, as well as estimating the risk of failure (Cairns and Linfoot, 1991). Both likely 

highest waves over a certain period (design wave or return wave) and prevailing or 

average wave heights are significant measures in assessing cage system 

structure. The former may cause instant total failure, while the latter will promote 

gradual failure or what is commonly know as "structural fatigue". This is important 

for calculating the frequency of replacement of different parts of the cage structure. 

In addition, greater wave motion increases the relative motion between the water 

and nets suspended from a slow-moving collar. This has implications for the ability 

of staff to operate in rough weather. Higher relative motion not only requires much 

stronger net enclosures, but may also cause de-scaling of the fish during storms, 

with consequent osmotic trauma, increased disease risks and mortalities (Turner, 

1991 ). 

The challenges of siting and operating cage systems in exposed sites fall into two 

major areas; storm survival and servicing or operating capabilities. Neither areas 

have a substantial amount of information on which to base decisions (Willinsky 
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and Huguenin, 1996). At present, there are diverse methods for estimating wave 

climate, but none have been clearly presented for use in offshore cage culture site 

selection. This section tries to fill that gap by presenting a simple but accurate 

methodology. 

4.4.1.1 WAVE STATISTIC METHODOLOGY 

Wave statistics can be classified into three main categories according to their time 

scales; short-term, mid-term and long-term. The short-term statistic or significant 

height, Hs , is the average height of one-third of the highest values in a continuous 

series. Goda (1977) found that this was the most stable parameter to characterise 

ocean waves which are subject to statistical variability due to irregularity of wave 

profile. The simplest medium-term statistics are monthly, seasonal or annual 

averages of sea state (wave condition described by means of height, period and 

direction parameters). They are particularly useful in describing wave conditions at 

a specific locality. The usual way of presenting and analysing this type of data is 

by means of plots and histograms, which may provide a first indication of trends, if 

any, and visual comparison between months or years. Another mid-term statistic 

often analysed is the marginal distribution of wave height in the form of non

exceedance, which is the probability that a wave height (Hi) is smaller than a fixed 

critical value (He). This calculation is needed for the use of the long-term statistic. 

For design of coastal structures it is very important to obtain information on wave 

characteristics over a period of time sufficiently long to cover the lifetime of the 

structure. Normally, these measurements are either unavailable or are scarce. 

One way to solve this problem is to represent wave statistics using a probability 

function which fits the data, and then to obtain the necessary design information 

from that probability function. Ordinal statistics, which deal with data dispersion 

around a population mean, are of little value as it is necessary to know the 

distribution far away from the mean. Study of a phenomenon in its extreme 

conditions requires the use of statistical methods speCifically designed for it. 
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Short and mid-term statistics are simple and straight forward procedures, requiring 

no further explanation. On the other hand, the long-term statistic can be a 

confusing procedure and so a detailed review is presented prior to its use. 

LONG-TERM STATISTIC 

The reliable estimation of extreme waves is normally based upon the data for the 

significant wave height, Hs , which is then fitted to one or more probability 

distributions. This gives the cumulative probability distribution function, P(Hs) , for 

different Hs values. Finally, wave heights for specific return periods are calculated. 

The main problems involved in calculating extreme wave heights are to obtain 

sufficiently accurate wave data, and to employ proper statistical techniques in the 

calculations. 

Two different methods are currently employed to prepare extreme statistics of 

storm waves. The Total Sample Method, employs the whole wave data record at 

regular interval of a few hours, whereas the Peak Value Method (PVM), uses the 

wave heights from individual storms to construct an extreme wave data set. The 

data set for the PVM can be either a partial-duration series (used in this study) or 

the annual maximum series. The reliability of predicted extremes is directly related 

to the accuracy of available data and the number of years recorded. As a general 

rule-of-thumb, heights can be extrapolated to return periods up to 3 times the 

length of record (Borgman and Resio, 1977). Possible wave data sources are 

marine buoys, use of recorded visual height from boats and modelled data. 

Numerical simulation of wave transformation processes have been acknowledged 

as an extremely rational and efficient method of quantifying wave behaviour (Wei 

et al., 1990). 

The extreme wave calculation methodology used in this study is basically that 

proposed by Goda (1979), Isaacson, et al., (1981), Goda (1988) and Muir and EI

Shaarawi (1986), in which an input array of extreme significant wave heights are 

fitted to five candidate probability distributions. General assumptions in this 

approach are: (1) all extreme wave heights come from a single statistical 

population of storm events, (2) wave height properties for an event are reasonably 
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represented by the significant height, (3) extreme wave heights are not limited by 

any physical factors such as shallow-water depth, (4) the data must be 

independent of each other, (5) probability distributions must be constant from 

storm to storm, (6) the probability distribution P(Hs) is not only constant, but also 

its functional form is known except for the constants, and (7) data must be 

stationary and all autocorrelation removed. 

Probability Distribution Functions 

In extreme data analysis, selection of a distribution function to be fitted to the data 

is always a difficult task. A large number of probability distributions have been 

used for the calculation of extreme wave heights and there have been many 

reasons given for preferring one distribution to another. Some of these reasons 

contain logical flaws, others rely on mathematical reasoning and others rely on 

statistical arguments. It should be kept firmly in mind, however, that there is no 

physical, theoretical or empirical reason for preferring one distribution to another 

(Muir and EI-Shaarawi, 1986). The approach commonly used is to try several 

candidate distributions with each data set and select the one that fits best. None of 

the distributions used can be true or false but only good or bad and a distribution 

function can be selected so long as it provides a good fit to the observed wave 

data (Goda, 1979). However, the reliability of any estimate will depend directly 

upon the sample size. If data are limited, then no amount of statistical 

manipulation will give clear and unambiguous answers. 

The five candidate probability distributions used were, Fisher-Tippett Type I (also 

known as Gumbel) and Weibull with four exponents ranging from 0.75 to 2.0. 

However, it is important to bear in mind that there are more distributions used by 

other authors such as Frechet (Thom, 1973), Gamma (Yamaguchi et al., 1978), 

etc. These five distributions were selected because they are most commonly used 

and studied, their use is not complicated and they also provide a wide range of 

possibilities for best data fit. The most commonly used lognormal distribution was 

not adopted because its characteristics are quite similar to those of the Weibull 

distribution with k=2.0 (Gumbel, 1958). 
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Fisher-Tippett type I (Gumbel) Distribution: 

This distribution (Eq. 4.1) was specifically designed for use in calculating 

extreme values. 

Eq.4.1 

Weibull Distribution: 

This distribution (Eq. 4.2) was not initially designed for the study of maximum 

extreme values, however it has proved useful for this purpose (Martinez

Aranzabal and Martin-Soldevilla, 1990). 

where: 
F(Hs sAsJ = probability of As not being exceeded 
Hs = significant wave height 
As = particular value of significant wave height 
B = location parameter 
A = scale parameter 
k = shape parameter 

Eq.4.2 

The shape parameter k in Eq. 4.2 is assigned one of the values k=0.75, 1.00, 1.40 

and 2.00 (Goda, 1988). The parameters A and B in Eq. 4.1 and Eq. 4.2 are 

estimated by computing a least squares fit of the five candidate distribution 

functions to the data. 

Fitting Method 

Subsequent manipulations focused on fitting a set of extreme wave data to a 

chosen distribution function. This is a critical step, because the same data set 

could forecast different return wave heights (up to 3m) depending on the fitting 

method used (Cardone, 1986; Muir et al., 1986). There are four methods; the 

geometric mean slope (also known as the graphical method), the method of 
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moments, the maximum likelihood method and the least squares method. A 

detailed mathematical description of the methods for various distributions can be 

found in Martinez-Aranzabal and Martin-Soldevilla (1990) and examples of their 

use in Martin-Soldevilla and Martinez-Aranzabal (1990). 

The graphical method is susceptible to subjective judgement and not 

recommended except for initial analysis. The moment method requires fewer 

calculations than the least square method, but cannot deal with the censored data. 

The maximum likelihood method is theoretically rigorous and favoured by many 

statisticians, but the calculations are tedious (Goda, 1988). The least squares 

method is a sophistication of the graphical method. It is simple and clear to 

calculate and so is the most commonly adopted for the extreme wave data 

analysis. A detailed description of this method can be found in Goda (1988). 

However, a drawback of the least square method for extreme data analysis is the 

necessity to choose a plotting position formula for each distribution function. 

The least squares method ranks the input data in descending order of significant 

height. The probability to be assigned to each ordered set of extreme data 

depends upon the ordered number and the total data number only and is called 

the plotting position. For the data of N annual maxima or peak values, the 

probability of non-exceedance is generally assigned by Eq. 4.3. 

Eq.4.3 

The parameters a1 and fi1 are given different values depending on the plotting 

rules used. Goda (1988), Muir and EI-Shaarawi (1986), and Petrauskas and 

Aagaard (1970) suggested the following values for the Gumbel (Eq. 4.4) and 

Weibull (Eq. 4.5) distributions. 

Gumbel F(1f ~ If ) = 1- m - 0.44 
J .fm NT +0.12 

Eq.4.4 
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Weibull 

where: 
F(Hs sHsm) = probability of the mth significant height not being exceeded 
Hsm = mth value in the ranked significant heights 
m = rank of a significant height value = 1.2 •... ,N 
NT= total number of events during the length of record (which may exceed 

the number of input significant heights) 

Selection of a Distribution Function 

Eq.4.5 

As previously mentioned, there is no absolute criterion to choose a particular 

function among several candidates fitted to an extreme data set. The five 

distribution functions considered are sufficiently different that only one or two can 

be expected to provide a good fit to any particular data set. Muir and EI-Shaarawi 

(1986) described several possible approaches, but the use of correlation 

coefficients together with the residuals is sensitive enough to be useful in 

distinguishing between different distributions. Plots and the width of confidence 

intervals also help to judge the fit between data and distribution functions. 

The correlation coefficients are the primary selection criterion. The distribution 

function that gives the highest correlation should be selected. The sum of the 

squares of residuals is usually smallest for the distribution function with the highest 

correlation. If a second distribution function fits nearly as well as the best fit (Le., 

the correlation is nearly as high and the sum of the squares of residuals is 

comparable), it would be appropriate to consider extreme heights from both 

distributions. Extreme heights from the two distribution functions could be 

averaged together. Alternatively, the higher of the two could be used if a 

conservative estimate is desired. 

Return Period 

The chosen fitted distribution is then extrapolated to obtain the design Hs value 

corresponding to a known magnitude of P(HsJ that in turn is derived from a 

specified return period. The return period is defined as the average time interval 

between successive events of an extreme significant wave height being equalled 
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or exceeded. For example, the 50-year significant height can be expected to be 

equalled or exceeded on average once every 50 years. Depending on the 

distribution functions fitted to the data, the return wave heights vary and the 

difference increases as the return period estimate is made longer. The return 

value or the expected extreme wave height for a given return period (I} is then 

calculated by Eq. 4.6. 

where: 

Hsr= AYr +B 

Hsr =significant wave height with return period r 

y, =-++- A~J] Gumbel 

Y, = [In(A.T,)T'k Weibull 
NT 

A. = average number of events per year = K 
T, = return period (years) 
k = length of record (years) 

Confidence Intervals 

Eq.4.6 

Finally, confidence intervals for the estimated return wave are calculated. 

Estimation of confidence intervals is an essential part of extreme wave analysis. 

There is very little use in having an estimate of a return wave unless the 

confidence intervals are known (Losada-Rodriguez et a/., 1992). Typically, the 

period of record is short, and the level of uncertainty in extreme estimates with 

long return periods is high. Confidence intervals give a quantitative indicator of the 

level of uncertainty in estimated extreme wave heights. 

It must be emphasised that any estimation of return value is accompanied by 

statistical variability due to sampling error. In other words, an extreme wave data 

under analysis is but a sample taken from an unknown population of storm waves. 

Depending on the characteristics of a particular sample relative to those of a 

population, the result of extreme data analysis might be an overestimate or an 

underestimate compared with the population value, which remains unknown. 

Another set of extreme waves to be obtained in the coming several tens of years 
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will form a sample different from the present sample, even if no long-term climatic 

changes exist. The two sets of extreme data will yield different distribution 

functions and the return wave heights will eventually be different (Goda, 1988). 

The approach of Gumbel (1958), Lawless (1978) and Goda (1988) for estimating 

standard deviation of return value when the true distribution is known is used. The 

formula of normalised standard error presented as Eq. 4.7 would serve as a guide 

to measure the magnitude of uncertainty. 

U nr = Jv [1 + a(y,. - c + &In V)2 ¥ Eq.4.7 

where: 

O'n,= normalised standard deviation of significant wave height with return period r 
N = number of input significant heights 

a N-1,1+/c,J-ln. a = a l e 1 

v = censoring parameter = N/NT 
81,82. C, C, k = empirical coefficients read from Table 4.4 

Table 4.4: Coefficients of empirical standard deviation formula for extreme significant height (Goda, 1988). 

Distribution 
FT-I 
Weibull (k=O.7S) 
Weibull (k=1.0) 
Weibull (k=1.4) 
Weibull (k=2.0) 

0.64 
1.65 
1.92 
2.05 
2.24 

0.2 k C t 

9.00 0.93 0.00 1.33 
11.4 -0.63 0.00 1.15 
11.4 0.00 0.30 0.90 
11.4 0.69 0.40 0.72 
11.4 1.34 0.50 0.54 

The absolute magnitude of the standard deviation of significant wave height is 

calculated by Eq. 4.8: 

where: 

Eq.4.8 
O'r = O'nr O'Hs 

0', = standard error of significant wave height with return period r 
O'n, = normalised standard deviation of significant wave height with return period r 

(from Eq. 4.7) 
O'Ha = standard deviation of input significant heights 
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Confidence intervals are calculated by assuming that significant height estimates 

at any particular return period are normally distributed about the assumed 

distribution function. Factors by which to multiply the standard error (Eq. 4.8) to get 

bounds with various levels of confidence are given in Table 4.5. It is important to 

note that the width of confidence intervals depends on the distribution function, N, 

and v but it is not related to how well the data fits the distribution function. 

Table 4.5: Confidence interval bounds for extreme significant heights. 

Confidence Level 
(%) 

80 

85 

90 

4.4.1.2 DATA 

Confidence Interval 
Bounds Around Hsr 

± 1.28 (jr 

± 1.44 (jr 

± 1.65 (jr 

Probability of Exceeding 
Upper Bound (%) 

10.0 

7.5 

5.0 

Data screening identified four possible sources of wave data for the study area; 

visual observations from ships, six land-based wind stations (which could be used 

to estimate wave heights; US Army Corps of Engineers, 1984), two marine buoys 

and 15 WANA points (the daily wave forecast output from the fourth generation 

WAve Model ,WAM (Gunther et al., 1991), used by the Spanish Department of 

Maritime Climate). The WAM-model solves the wave transport equation explicitly 

without any presumptions on the shape of the wave spectrum. It represents the 

physics of the wave evolution in accordance with knowledge for the full set of 

degrees of freedom of a 20 wave spectrum. It has been installed at about 35 

institutions world wide and is used for research and also operational application. It 

is also being applied for interpreting and assimilating satellite wave data. Visual 

observations from ships and wind data (Fig. 4.9) were not used due to their 

inaccuracy relative to the other available data sources and also their lack of 

coverage. Similarly, although marine buoys are the most accurate source of 

information, the limited spatial coverage afforded by only two buoys (Fig. 4.9) did 

not provide enough detail for this study. Hence, the 15 WANA points were used as 

the data source as their coverage (Fig. 4.9) and predicted accuracy (Fanjul et al., 

1998) was adequate. The WANA data was provided by The Spanish Department 
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of Maritime Climate. The wave records used cover a period of 5 years with a 

temporal resolution of 6 hours. from 1995 to 1999. with 6740 values of Hs. Tp and 

mean wave direction per WANA point. 

• PI 

Pu Pu • • 

• PII 

p, • 

• PI • P. 

Ps • 

. WANApoint 

A Marine buoy 

• Wind station 

Fig. 4.9: Distribution of the 15 WANA points, marine buoys and wind stations. 

4.4.1.3 CALCULATING AND MAPPING THE MID-TERM STATISTIC 

Mid-term statistics was used to characterise the average wave regime in Tenerife 

(the mean wave height over a certain period of time). The data was individually 

analysed for each of the 15 WANA points. To provide a first indication of possible 

data trends. Fig. 4.10 shows the mean Hs and the standard deviation. while Fig. 

4.11 shows the maximum Hs for each point. 
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Fig. 4.10: Mean significant wave height (Hs) and 
error bars (standard deviation) for WANA points in 
Tenerife. 
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Fig. 4.11: Maximum significant wave height (Ha) 
for WANA points in Tenerife. 
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The average wave energy for each location is also an important parameter that 

provides an indication of the environmental stress which a fish cage will need to 

withstand. The energy of a sinusoidal wave (per unit area of wave in deep water) 

can be divided into potential energy (Ep) and kinetic energy (Ek ), and its combined 

formula can be expressed as the average energy density (E) by following Eq. 4.9 

(Pond and Pickard, 1983); 

where ; 

pgH2 
E=E +E" =---

p 8 

p = density of seawater = 1.025 x 103 (kg 1m) 
g = acceleration of gravity 9.807 (m/s2) 
H = wave height (m) 

12000 

E 10000 I! 
~ 
~ 8000 

! 
w 
8. 8000 

!! • :> 4000 
'" :s 
~ 2000 

0 

Eq.4.9 

•• ** I 

Fig. 4.12 shows the average wave 

energy (J m-2) and the standard 

deviation for the five year data set. A 

limited version of this approach was 

used to successfully quantify kelp 

canopy responses to several wave 

energy levels over a single peak storm 

period (Bushing, 1997). 

1 2 3 4 5 I 7 8 II 10 11 12 13 14 15 

WAHAPoinl. 

Fig. 4.12: Average energy density (J m'2) during a 
period of five years for each WANA point. 

Fig. 4.10, Fig. 4.11 and Fig. 4.12 illustrate qualitative differences between sites, 

from which four groups can be identified. To test for the presence of these four 

groups, each with a similar wave regime, a hierarchical cluster analysis 

(percentage similarity association with unweighted paired-group method for 

arithmetic averaging, UPGMA) was used (Kent & Coker, 1992). The cluster 

analysis produces a dendrogram which is a visual representation of a similarity 

association between points with similar wave characteristics. The branching 

pattern of the dendrogram illustrates the similarity between the various clustered 

objects, in that the more closely they are linked, the more similar they are. Fig. 

4.13 shows the dendrogram produced for the data set. 
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Fig. 4.13: Dendrogram (using UPGMA) showing similarities between wave sites. 

The combined use of the 

dendrogram (Fig. 4.13), the mean 

and maximum Hs (Fig. 4.10 and 

Fig. 4.11), and the average wave 

energy density (Fig. 4.12) was 

used to characterise the T enerife 

coastline according to wave 

exposure. Wave characterisation 

identified four major zones (Fig. 

4.14). Points 1, 2 ,3 and 4 form a 

very homogeneous group (zone-1), 

PI> • 

Pta 

• • • • p, 

. 2one-1 (very high exposu~) 

. 2one-2 (high exposu~) 

2one-3 (medium exposure) 
p, p, • • . 20".... (low exposure) 

Fig. 4.14: Zonation by wave exposure in Tenerife. 

characterised by the highest wave exposure of all. These locations show the 

highest wave heights and the greatest average energy density. They are located in 

the Nand NE, where there is most exposure to wave action. The second zone, 

composed of points 5, 12, 13, 14 and 15 may be classified as a high exposure 

area, characterised as having high average energy density, but smaller maximum 

wave heights than zone-1 . This zone may be further subdivided into two sub

zones. One composed of points 5 and 12 and the second by points 13, 14 and 15. 

The former may also be seen as a "transitional zone" between the Nand S wave 

regimes of the island. Zones-1 and 2 are the most exposed areas of the island due 
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to their opening to the Trade Winds coming from the NNE and the stormy weather 

from the N during winter and the beginning of spring. 

Fig. 4.15 shows the wave direction histograms for these WANA point, with waves 

coming mostly from the NNE, N and NNW. Points 15 and 12 show smaller 

frequencies of waves coming from the N to NE owing to a more sheltered position. 

Point 12, which has been classified as transitional, shows slight differences. This 

point shows a higher frequency of waves coming from the W to NW than the 

others in this group do. Point 5, which was also classified as transitional, is most 

distinctive with the majority of its waves coming from the N to NE. 

Polnt-2 Point-3 a 

110 110 
110 

.. olnt.- o Polnt-5 o Polnt-12 o 

110 110 

Polnl-13 Polnt-1S o 

110 110 

Fig. 4.15: Wave direction distribution for points 1,2,3,4,5,12,13,14 and 15. 

Chap,er 4: Database Generation and Manipulation --________________ 115 



The third zone, formed by pOints 10 and 11, is located in the SE part of the island. 

This zone is characterised by a medium to low wave regime throughout most of 

the year. However, some sporadic episodes of high waves occur when stormy 

weather comes from the SW. Looking at the total energy density, these two points 

can be classified as medium exposure sites. The wave direction distribution for 

these two points (Fig. 4.16) shows that most of the waves come from the Nand 

NNE. However, there is a small frequency of waves coming from the NNW to NW. 

The N to NE wave frequency at point 11 is lower than at point 10 owing to shelter 

provided by the island. 

f' olnt·1 . o f'olnt·11 o 

, to 

Fig. 4.16: Wave direction distribution for points 10 and 11 . 

Zone 4, points 6, 7, 8 and 9 on the Sand SE, was classified as a low exposure 

area. The mean wave height and the energy density analysis (Fig. 4.10 and Fig. 

4.12 respectively) do not show differences between these four sites. However, 

according to the Cluster Analysis (Fig. 4.13) and values of maximum Hs (Fig. 4.11) 

this group can be subdivided into two distinct sub-groups; point 6 and 7, and 

points 8 and 9, based on differences in highest wave heights which are higher at 

points 8 and 9, due to their proximity to stormy weather coming from the SW. The 

wave direction distribution for these points (Fig. 4.17), although apparently similar, 

also shows some differences between the two sub-groups. The main wave 

direction for these four pOints is NE, however, pOints 8 and 9 have a distinctive 

NW component 
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Fig. 4.17: Wave direction distribution for points 6,7,8 and 9. 

Information on the mean wave heights together with information on wave direction 

was used in the spatial data builder software CARTALINX 1.2 to generate the 

mean wave height layer for Tenerife. The wave direction was extracted from the 

wave direction graphs shown in Fig. 4.15, Fig. 4.16 and Fig. 4.17. The module 

COGO was used to estimate the approximate wave direction coming from each 

WANA point. Finally, this vector file was exported to IDRISI32 to generate the 

mean wave exposure layer for the coastline in Tenerife (Fig. 4.18). 
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Fig. 4.18: Mean wave exposure map for Tenerife (wave heights in metres). 

4.4.1.4 CALCULATING AND MAPPING THE LONG-TERM STATISTIC 

Barker (1990) suggested that extreme values of environmental factors which are 

not exceeded once in every 100 years should be used for fish farming siting. 

However, in waters where the environmental data is well established, e.g. the 

European continental shelf, a 50-year return period may be acceptable. Other 

authors are less rigorous. Nayak et a/. (1990) suggested that only 5 to 10 years of 

wave data was necessary for reasonable prediction of a maximum design wave. It 

is therefore reasonable to assume that a return period which covers the lifetime of 

the structure (15 to 20 years) is satisfactory for siting an offshore cage system, 

although, of course, longer data periods are always desired and recommended. 

The monthly maximum wave values of extreme significant wave height for each of 

the 15 WANA points were analysed using ACES (Automated Coastal Engineering 

System) version 1.07f software (Leenknecht et a/., 1992). An extreme wave height 

plot for each of the five probability distribution functions was created, and wave 

return periods extracted. Fig. 4.19, Fig. 4.20, Fig. 4.21, Fig. 4.22 and Fig. 4.23 

show an example, of the five plots for WANA Point-1 (refer to Fig. 4.9), and Table 

4.6 shows some return wave heights from different return periods extracted from 

the plots. 
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Fig. 4.19: Extremal significant wave height for FT
I distribution in Point-1. 
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Fig. 4.21: Extremal significant wave height for 
Weibull distribution (k=1.00) in Point-1. 
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Fig. 4.23: Extremal significant wave height for 
Weibull distribution (k=2.00) in Point-1. 
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Fig. 4.20: Extremal significant wave height for 
Wei bull distribution (k=O.75) in Point-1. 
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Fig. 4.22: Extremal significant wave height for 
Wei bull distribution (k= 1.40) in Point-1. 
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Table 4.6: Return periods for each of the probability distributions (Point-1). 

Return FT-I 
Weibull Weibull Weibull Weibull 
k = 0.75 k = 1.00 k = 1.40 k = 2.00 

Period (Yr.) Hs (m) Hs(m) Hs (m) Hs(m) Hs(m) 

2 6.11 6.17 6.28 6.20 6.00 

5 7.12 7.75 7.57 7.18 6.74 

10 7.89 9.03 8.54 7.87 7.24 

25 8.89 10.83 9.88 8.74 7.84 

50 9.65 12.26 10.80 9.38 8.27 

100 10.40 13.74 11 .16 9.99 8.67 

From the five distribution functions fitted to each WANA point, that with the highest 

correlation and smallest sum of the square of residuals was chosen as the 

probability distribution which best fit the data set. Table 4.7 shows an example of 

the correlation and residual values computed for the data set in Point-1, from 

which the Weibull distribution (k=1.40) was chosen. 

Table 4.7: Correlation and residual values for each of the probability distributions (Point-1). 

FT-I 
Weibull Weibull Weibull Weibull 
k = 0.75 k = 1.00 k = 1.40 k = 2.00 

Correlation 0.98 0.95 0.98 0.99 0.98 
Sum Square 

0.22 1.58 0.32 0.09 0.34 of Residuals 

The sequence of steps described above was carried out for each of the 15 points 

that compose the wave data set for Tenerife. Table 4.8 shows the significant wave 

height for a 15-year return period calculated for each WANA point and their 

associated confidence intervals. In this study, return periods higher than 15 years 

may not be significant as only 5 years of data were available for calculations. 
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Table 4.8: Extreme significant wave height for a 15 year return period with 95% confidence interval. 

Hs Lower Upper 

(m) 
confidence confidence 
interval (m) interval (m) 

POINT 1 8.26 6.65 9.87 

POINT 2 8.24 6.65 9.83 

POINT 3 8.19 6.62 9.76 

POINT 4 8.13 6.58 9.67 

POINT 5 6.41 5.28 7.54 

POINT 6 3.37 2.84 3.90 

POINT 7 3.04 2.55 3.53 

POINT 8 3.84 3.15 4.53 

POINT 9 4.09 3.33 4.84 

POINT 10 6.30 4.57 8.04 

POINT 11 6.63 4.73 8.52 

POINT 12 7.23 5.79 8.67 

POINT 13 7.57 6.10 9.05 

POINT 14 7.83 6.29 9.37 

POINT 15 7.92 6.33 9.51 

The information on the 15-year return wave heights together with information on 

wave direction was used in the spatial data builder software CARTALINX 1.2 to 

generate the extreme wave height layer for Tenerife. Knowing the exact location of 

each WANA point and the wave direction (azimuth) of the 20 highest waves 

recorded in each point, the module COGO was used to estimate the approximate 

direction for extreme waves coming from each of these WANA point. Alternatively, 

if a more conservative estimate was required, the values of the upper confidence 

interval limit could be used to generate this layer Finally, this vector file was 

exported to IDRISI32 to generate the extreme wave height layer for Tenerife 

shown in Fig. 4.24. 
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Fig. 4.24: Extreme wave height map for Tenerife (wave heights in metres). 

Fig. 4.24 shows that the roughest conditions are mostly located on the northern 

and western coasts, while along the southern coast there is a regular decrease of 

wave height from east to west. 

4.4.1.5 SELECTION OF CAGE TYPE 

Selection of a suitable sea-cage design for a particular offshore location should 

take into account several factors (Unfoot et a/., 1990): (1) economic; capital cost 

amortisation and routine maintenance (operating cost), (2) biological; maintenance 

of optimum stock holding conditions including minimisation of exposure to disease, 

stress and maintenance of water quality levels through adequate water exchange, 

and (3) engineering; structural integrity, longevity and safety. This study focuses 

primarily on their capability to withstand certain wave climates. 

Tenerife has a broad range of wave climate as seen from Fig. 4.18 and Fig. 4.24, 

ranging from a mild environment on the southern and south-eastern coasts to a 

highly exposed environment on the north coast. Three cage systems were 

selected as suitable for deployment based on their ability to withstand these 
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conditions. However, none of the cage manufacturers provide full written 

specifications on wave heights for which the cages are considered suitable. The 

little available information which manufacturers offer are from computer modelling, 

small scale laboratory tests or empirical data from specific operating sites. 

For the very dynamic sites (high exposure), rigid submersible cages which would 

retain their volume are suggested . Self-tensioned and self-supporting cages hold 

their shape in the absence of weights but will also do so without any anchor line 

tension. The submersible systems can avoid storm effects effectively, since wave 

forces decay exponentially with increase of water depth. Even modest submersion 

below the surface substantially reduces wave forces from local storms (Willinsky 

and Huguenin, 1996). Based on these 

requirements, the SeaStation® cage 

system was chosen (Fig. 4.25). This 

cage has at its core a single spar, 

around which an eight sectioned rim is 

placed. The nets are strung between 

the top and bottom of the spar to the rim 

so that the cage resembles two cones 

with their bases connected together. 

The typical dimension of this cage is 25 

m by 15 m, with a volume of about 5000 

m3
. 

Fig. 4.25: SeaStation\P) cage system (redrawn from 
Loverich, 1997). 

In the intermediate exposure sites, rigid cages (anchor tensioned) should also be 

used. Anchor tensioned cages rely on very taut moorings to hold their shape and 

volume, and they are not dependent on weights for maintenance of net shape. Any 

external forces applied to the netting enclosure will cause the anchor line tensions 

to increase which, in turn, resists cage deformation. Fish are therefore able to 

swim in greater net volumes throughout the whole cage. For these mid exposure 

sites the Ocean Spar® cage system was chosen (Fig. 426). The typical dimension 

of this cage is 24x24x9 m, with a volume of about 5000 m3. 
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Finally, for the low energy sites, the 

simplest and cheaper gravity cages 

could be used. Gravity cages usually 

consist of surface floats in the form of a 

circle or polygon , from which a net 

enclosure is hung. The term 'gravity 

cage' comes from the fact that the net is 

prevented from becoming flattened in 

water currents by weights hung on the 

bottom of the net enclosure. Even so, 

Fig. 426: Ocean Spar® cage system (redrawn from 
Loverich, 1997). 

gravity cages can lose more than half their volume in the presence of strong 

currents (Aarsnes and Rudi , 1990). The fish in a gravity cage subjected to wave 

motion are normally very excited, darting around in broken schools swimming only 

where the net volume is greatest, 

effectively reducing the net volume 

more (Loverich, 1997). Though there 

are many gravity cage systems to 

choose from, Corelsa® cages were 

selected as this system is already being 

used successfully in Tenerife (Fig. 

4.27) . The typical dimension of this 

cage is 20 in diameter and 10 depth, 

with a volume of about 3000 m3. 

Fig. 4.27: Corel cage system (redrawn from 
Loverich,1997). 

Bugrova (1996) studied the economical feasibility of different cage systems, 

including offshore cages. He showed that capital cost is 43% higher for semi

submerged than for floating cages, however this is compensated by lower labour 

costs , lower feed costs, better survival rate and higher fish quality. He concluded 

that in "real terms" the unit production costs for floating systems are 3% higher 

than those for semi-submerged ones. Therefore, operations that use semi

submerged and submerged cages may be most effective. 
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4.4.1.6 SUITABILITY MAPS 

Sea cages and the fish within them can only tolerate certain sea states. In 

moderate to severe wave conditions, cages positioned at the sea surface, or just 

below, act as breakwaters and are subject to the destructive pressure of breaking 

waves. Simultaneous exposure to the circular water motion beneath these surface 

wave fields affects moorings, flotation collars, nets, and fish stocks (Willinsky and 

Huguenin, 1996). Therefore, appropriate siting for each of the selected cage 

systems is crucial to ensure their longevity (operating life) against wave action, as 

well as safety for the operators. 

To generate the suitability maps for siting each of the cage systems, the two wave 

exposure maps (Fig. 4.18 and Fig. 4.24) were reclassified. The threshold values 

for each score were based on personal interpretation of cage designs obtained 

from the manufacturers and literature, and are shown in Table 4.9 and Table 4.10. 

Table 4.9: Seacage performance reclassification in terms of average significant wave height threshold values 
(m). 

~e Cage type 8 7 6 5 4 3 2 1 

SeaStation® 0-1.47 
1.47- 1.61- 1.76- 1.90- 2.04- 2.19-

> 2.33 
1.61 1.76 1.90 2.04 2.19 2.33 

Ocean Spar® 0-0.89 
0.89- 1.03- 1.18- 1.32- 1.47- 1.61-

>1 .76 
1.03 1.18 1.32 1.47 1.61 1.76 

Corelsa® 0-0.6 
0.6- 0.74- 0.89- 1.03- 1.18- 1.32-

>1.47 
0.74 0.89 1.03 1.18 1.32 1.47 

Table 4.10: Seacage performance reclassification in terms of extreme significant wave height threshold 
values (m). 

~e Cage type 8 7 6 5 4 3 2 1 

SeaStation® 0-6 6-7 7-8 8-9 9-10 10-11 11-12 >12 

Ocean Spar® 0-4 4-5 5-6 6-7 7-8 8-9 9-10 >10 

Corelsa® 0-3 3-3.5 3.5-4 4-4.5 4.5-5 5-5.5 5.5-6 >6 

The average and extreme wave height suitability maps for each cage system are 

shown Fig . 4.28 and Fig . 4.29, Fig . 4.30 and Fig. 4.31, and Fig. 4.32 and Fig. 4.33. 
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Fig. 4.28: Average wave height suitability map for 
SeaStatione. 

- ... ---
Fig. 4.30: Average wave height suitability map for 

Ocean Spare. 

Fig. 4.32: Average wave height suitability map for 
Corelsa . 

Fig. 4.29: Extreme wave height suitability map for 
SeaStatione. 

Fig. 4.31: Extreme wave height suitability map for 
Ocean Spare. 

Fig. 4.33: Extreme wave height suitability map for 
Corelsa@). 
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4.4.2 Bathymetry and Seabed-Slope 

No digital bathymetry is available for Tenerife, and hence, it was necessary to 

digitise existing hard copy maps. A set of four 1 :50,000 bathymetric charts (Fig. 

4.34) were digitised on a CalComp Drawing Board III using CARTALINX 1.2 

software. The 4 digitised contours were concatenated into one and then exported 

to IDRISI32 where linear interpolation between contours was used (INTERCON 

module) to produce a faceted model (complete bathymetry surface) (Fig. 4.35). 

Gt,4CD'" 

Fig. 4.34: Digitised bathymetric charts. Fig. 4.35: Bathymetry map. 
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Floating cages should be located at sites where the water depth is sufficient to 

maximize water exchange and to keep cage bottoms well clear of substrate at low 

tide. On the other hand, costs and problems associated with mooring increases 

with depth. Hence, selecting an appropriate depth for siting cages must allow trade 

offs between costs of mooring and water exchange. 

Threshold values used to score the bathymetry are different depending on the 

cage system selected. Corelsa® and OceanSpar® cages are floating cages with 

similar characteristics, so, a single threshold set was used for these two systems. 

On the other hand, the SeaStation® cage was considered separately because of 

its very different characteristics. 
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Threshold values for the Corelsa® and OceanSpar® cages are shown in Table 

4.11 and were based on the following two assumptions; a minimum distance of at 

least 5 m between the cage bottom and the seabed for efficient waste dispersion 

Beveridge (1996), and (2) the cage depth was assumed to be 15 m. Hence, 20 m 

is the ideal depth for minimal mooring cost and effective waste dispersion for these 

cage systems (Fig. 4.36). Fig. 4.37 shows the bathymetry suitability map based on 

these parameters. 

Table 4.11 : Bathymetry threshold values (in metres) used for Corelsa4D and OceanSpar4D. 

~re 
Criteria 8 7 

Bathymetry (CorelsaClll 

and OceanSpar®) 20-30 30-35 

15 m 

20m 

Fig. 4.36: Ideal water depth for Corelsa4D and 
OceanSpar4D. 

6 5 4 3 2 1 

35-40 40-45 
15-20 

50-55 55-60 
<15 

45-50 > 60 

Fig. 4.37: Bathymetry suitability map for Corelsa4D 

and OceanSpare. 

Threshold values for the SeaStation® cages, shown in Table 4.12, were based on 

the same assumptions. However, the SeaStation® cages' ideal depth is based on 

the cage dimension (16.2 m) and the required depth for submergence (8.6 m) as 

seen in Fig. 4.38. Therefore, the ideal depth for this system was estimated to be 

30 m (16.2 m of cage + 8.6 m of submergibility + 5 m for waste dispersion = 30 m). 

Fig. 4.39 shows the bathymetry suitability map for this cage system based in these 

parameters. 
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Table 4.12: Bathymetry threshold values (m) used for SeaStatione. 

~e Criteria 
Bathymetry 
(SeaStation®) 

a 

8 7 6 5 4 3 2 

30-40 40-45 45-50 50-55 55-60 
60-65 65-70 

25-30 

b 

" 8.6m 

, 

i 16.2 m , , , • 

Fig. 4.38: SeaStatione (a) dimension and (b) submergible depth. 

Fig. 4.39: Bathymetry map for SeaStatione cages. 

1 

>70 
<25 

Seabed-slope was not initially included as a criterion in this study. However, 

feedback from the questionnaires used revealed that some decision-makers from 

the focus groups considered this criterion to be important (see section 5.3.1), and 

it was therefore included. Slopes are of importance as the greater the slope the 

more complicated and expensive is the mooring system required. 
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Slopes were calculated by using the module SLOPE on the bathymetric map (Fig. 

4.40). SLOPE determines the slope for a cell based on the cell resolution and the 

values of the immediate neighbouring cells to the top, bottom, left and right of the 

cell in question. Table 4.13 shows the threshold values used, and Fig. 4.41 shows 

the seabed slope suitability map. 

Table 4.13: Seabed slope threshold values (deg.). 

~ Criteria 8 7 6 5 4 3 2 1 

Seabed-slope <2 2-4 4-6 6-8 8-10 10-12 12-14 >14 

Fig. 4.40: Seabed slope. Fig. 4.41: Seabed slope suitability map. 

4.4.3 Currents 

Currents are very important for cage site selection because they control the water 

exchange rate, which is essential for replenishment of oxygen and removal of 

waste metabolites (Beveridge, 1996). Currents influence fish behaviour, affecting 

social hierarchies, growth and growth disparities among stock (Loverich, 1997). 

However, excessive currents impose additional dynamic loadings on the cage, 

supporting structures and moorings, may adversely affect fish behaviour, and 

contribute towards food losses (Huguenin, 1997). 
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The floating frame enclosures of some cages, are usually flexible or hinged, so 

strong currents can deform the waterplane area of these cages (Fig. 4.42) and 

compound the deformations of the netting enclosing the fish (Slaattelid , 1990). In 

addition, currents also influence the cage nets which are porous and highly 

flexible. These properties govern the flow pattern both within and around the fish 

farming structures, resulting in a deflection of the nets as shown in Fig. 4.43 

(LC2lland , 1993). 
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Fig. 4.42: Plot of the float ring (polyethylene 
tubes, PolarCirckel cages) with net in a 
0.577 m/s current (Slaattelid, 1990). 

side view 

---.-

Fig. 4.43: Deflection of the net panels due to current 
(from Beveridge, 1996). 

An important consequence of net deflection is the reduction of cage volume and 

disturbance of the fish behaviour (Aarsnes and Rudi, 1990). Generally the 

reduction of the available cage volume due to deflection of the nets in current can 

be shown to depend on the current velocity, bottom weights, drought of the cage 

and solidity factor of the nets (Aarsnes and Rudi, 1990). Tests by Aarsnes and 

Rudi (1990) concluded that up to 80% of the growing volume of a net pen can be 

lost in currents up to 1 m S-1, even with large amounts of weight on the net bottom, 

and Table 4.14 shows an example of the reduction of the available cage volume 

when the freely hanging nets were exposed to current. The reduction of volume 

represents the averaged value for all six cages (three in each row in the current 

direction) although the front cage volume reduction will be significantly higher. 
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Table 4.14: Cage volume reduction under different current velocities and with different bottom weights (from 
Aarsnes and Rudi, 1990). 

. 
Current velocity Bottom weight Cage volume Reduction in % 

o ms·1 12,000 m3 

0.25 m S· l 100 kg 7,200 m3 40 
0.5 m 5.1 100 kg 3,400 m3 72 
1.0 m 5.1 100 kg 1,100 m3 91 
0.5 m 5.1 400 kg 6,600 m3 45 
1.0 m 5.1 400 kg 2,300 m3 80 

• Initial cage volume = 12,000 m3 

As mentioned earlier few studies have been done on coastal circulation (currents) 

in Tenerife and most of the available data are from global oceanic circulation 

studies (Fig. 4.44), from specific mesoscale studies of the Canary Current (Fig. 

4.45), or from local studies of the Canary region (Fig. 4.46). Molina et al. (1996) 

suggested that coastal currents in Tenerife are, in general, parallel to the shore 

and circumnavigate the island in a clockwise direction (Fig. 2.53). 

Fig. 4.44: North Atlantic current circulation system 
(from Morales-Matos and Perez-Gonz~lez, 2000). 

a 

: : . 

Fig. 4.45: USA Navy Pilot chart showing wind and 
current data (from Morales-Matos and Perez
Gonz~lez, 2000). 

b 

Fig. 4.46: Synthesis of the currents and winds (solid and dashed arrows respectively) in the Canary region 
during (a) summer and (b) winter (from MoraleS-Matos and Perez-Gonz~lez, 2000). 
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Creating the suitability map for currents in Tenerife was a complicated task, as it is 

very difficult to recommend specific optimum current velocities for particular 

species because of the influences on cage design and stocking density. Capital 

cost of cages and moorings must increase with current velocity. While production 

can be increased at sites with high current velocities since stock rates can be 

increased. By contrast, beyond a certain point there will be unacceptable 

reductions in net volume and fish may have to expend excessive energy to 

maintain station, adversely affecting production (Aarsnes and Rudi, 1990). As a 

general rule of thumb, sites where currents exceed 1 m S-1 are not generally 

recommended (Aarsnes and Rudi, 1990; Beveridge, 1996). In addition, data on 

coastal currents in Tenerife are sparse, both in terms of direction and velocity. 

Despite this, currents were included in the model due to the great importance that 

this variable has for proper cage siting. 

Currents were included as a 

variable with a constant suitability 

value over the whole study area 

(Fig. 4.47). This layer was created 

by an educated guess from the 

author's personal knowledge of the 

study area and the main current 

flow, the Canary Current. The main 

large-scale oceanic flow in the 

Canary Islands is the Canary 

Current. The Canary Current is a 

slightly cold surface current that 

Fig. 4.47: Currents suitability map. 

flows in the SSW direction, and is stronger in the top 200 m (Fiekas et aI., 1992). 

Outside of the archipelago the Canary Current has a mean velocity of 15 cm S-1, 

but when it passes between the islands channels it may reach values of up to 25 

cm S-1 (Molina et al., 1996). This flow is greatly influenced by local topography and 

other factors such as tidal currents, local wind driven currents, longshore currents 

and rip currents (Molina pers. comm.). 
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4.5 NAUTICAL SPORTS SUBMODEL 

4.5.1 Diving (Scuba-diving and Under-water fishing) 

The geographic location and conditions of Tenerife provide its waters with a varied 

wealth of fauna and flora, with a mix of species from the Mediterranean, the 

Atlantic and with other of distinctly tropical character. This characteristic along with 

the variety of sea beds makes T enerife an ideal place for the practice of scuba

diving and underwater-fishing. Diving is very important attraction for tourism. 

8aringo (1999) presented a detailed description of the most distinctive scuba-dive 

sites on T enerife. The author used aerial photographs to show the precise location 

of the diving sites (Fig. 4.48). To incorporate this information into the GIS 

database, each photograph was scanned and georeferenced. Additional diving 

sites as proposed by Marin and Luengo (1998) were shipwrecked boats and sites 

catalogued as "particular marine habitats, caves and tunnels". Spearfishing sites 

were those delimited by the Spanish legislation for Tenerife (Orden de 30 Octubre 

de 1996; Direccion General de Pesca and Orden Ministerial de 22 de Febrero de 

1988; Ministerio de Agricultura, Pesca y Alimentacion) 

Fig. 4.48: Example of an aerial photograph used for diving sites location (from Baringo, 1999). The red and 
white flag shows the diving location. 

A buffer zone was calculated around each diving sites and later reclassified using 

the threshold values shown in Table 4.15. Resulting suitability maps for each 

criteria are shown in Fig. 4.49, Fig. 4.50, Fig. 4.51 and Fig. 4.52. 

Chapter 4: Database Generation and Manipulation _________________ 134 



Table 4.15: Distance threshold values (m) used for the four diving criteria. 

~ Criteria 
8 7 6 

Scuba-diving 
>1400 

1300- 1200-
sites 1400 1300 
Particular 

>600 500- 400-
habitats 600 500 
Shipwrecked 

>1400 1300- 1200-
boats 1400 1300 

Spearfishing >600 500- 400-
600 500 

Fig. 4.49: Scuba-diving suitability map. 

Fig. 4.51: Shipwrecked boats suitability map. 

5 4 3 2 1 

1100- 1000- 750- 500-
500 1200 1100 1000 750 

300- 200- 100- >0-100 0 
400 300 200 

1100- 1000- 750- 500- 500 
1200 1100 1000 750 
300- 200- 100- >0-100 0 
400 300 200 

Fig. 4.50: Particular marine habitats, caves and 
tunnels suitability map. 

Fig. 4.52: Spearfishing suitability map. 
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4.5.2 Sailing (Windsurfing and Near-shore sailing) 

The weather and the geographical location of Tenerife are ideal for sailing. The 

trade winds blow at a constant speed ranging from moderate to strong from the N

NE. The strongest winds are in the summer months as a result of a drop in 

temperature over the Sahara region. Sailing is a popular sport in Tenerife, 

practised by both locals and tourists and it is important for the tourism industry. 

Many tourists come to the island for its ideal sailing conditions. The most popular 

and important types of sailing are windsurfing and near-shore sailing. 

EI Medano is the most outstanding spot for windsurfing in Tenerife. In 1991, 92 

and 93, it was the setting for the waves, slalom and course racing Grand Slam 

categories , all of which count towards the Windsurfing World Cup. Other spots 

such as EI Cabezo and La Jaquita are also recommended for the highly skilled 

wind surfers. 

Table 4.16 shows the distance threshold values used for windsurfing and near

shore sailing sites, while Fig. 4.53 and Fig. 4.54 shows their respective suitability 

maps. In the windsurfing map, because EI Medano is such an important 

windsurfing spot, it was considered as a constraint, shown as zero (black colour) 

in the map. 

Table 4.16: Distance threshold values used for windsurfing sites and near-shore sailing areas. 

~e Criteria 8 7 6 5 4 3 2 1 

Outside Inside 
Windsurfing windsurfing Windsurfing 

areas areas 

Near-shore 
outside 

Inside 
sailing 

sailing 
sailing areas 

areas 
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Fig. 4.53: W indsurfing suitability map. Fig. 4.54: Near-shore sailing suitability map. 

4.6 WATER QUALITY SUBMODEL 

Any material discharged into the sea inevitably causes some change in the 

environment. Such change may be great or small, long lasting or transient, wide 

spread or extremely localised. If the change can be detected and is regarded as 

damaging, it constitutes pollution (Clark, 1998). GESAMP (1991) defined marine 

pollution as "the introduction by man, directly or indirectly, of substances or energy 

into the marine environment resulting in such deleterious effects as harm to living 

resources, hazards to human health, hindrance to marine activities including 

fishing, impairment of quality for use of sea water and reduction of amenities". 

Cage culture requires good water quality, thus water properties strongly affect the 

choice of an aquaculture site. Pollution of various types can be responsible for 

high fish mortality in cage farming operations (Beveridge, 1996). Therefore, cages 

should be located in areas uncontaminated by industrial , municipal and agricultural 

pollutants. Water quality parameters, such as temperature, pH, nitrogenous 

compounds, dissolved oxygen, etc. should be within the ranges that provide life 

support and growth for the cultured species. 

Among all possible aquaculture water quality parameters (Lawson, 1995), only the 

most significant parameters that influences cage culture development in Tenerife 

were reviewed. Due to the conservative and oligotrophic nature of the marine 

environment, water quality variables such as dissolved oxygen, total alkalinity, 

total hardness, pH, nitrogenous compounds, hydrogen sulphide are of no concern. 
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Salinity, which remains almost constant at 36-37 %0 (Molina et a/., 1996) also was 

not considered. On the other hand, pollutants such as hydrocarbons, heavy 

metals, sewage and pesticides, and water quality parameters such as temperature 

and turbidity, were considered for their influence on cage siting in Tenerife. 

Tenerife is located in a geographical region with high tanker traffic, and hence is 

subject to hydrocarbon pollution. In addition, the Canary Current and Trade Winds 

could bring in this pollutant even when it originates far away from the island 

coasts. However, Perla-Mendez et a/. (1996b) and Pena-Mendez (1999) 

concluded that hydrocarbon pollution in Tenerife is a sporadic and localised 

phenomenon, and hence, it is not a potential threat to cage culture. 

Despite the great concern regarding the effects of heavy metals on aquatic life and 

organisms higher in the food chain, there have been very few studies on heavy 

metals in the coastal areas around Tenerife. Diaz et a/. (1990) conducted a study 

in the coastal waters around Santa Cruz de Tenerife city, which is considered to 

be the most polluted area of the island due to the presence of a major harbour, a 

refining plant and high sewage discharges. Trace metal concentrations are 

presented in Table 4.17. The authors concluded that, although the presence of 

heavy metals in this area might be the highest in the island, the waters were not 

polluted in their opinion. 

Table 4.17: Statistical parameters for the concentration (ppb) of several heavy metals for overall samples 

(480) of 15 sampling stations in Santa Cruz de Tenerife coast (from Diaz et a/. 1990) 

Hg Pb Cd Fe Ni Cu Zn 
Mean 2.88 3.70 0.17 52.29 2.85 7.46 10.69 

Min. 0.10 0.20 0.07 4.54 0.50 0.40 0.40 

Max. 90.00 116.88 1.60 506.25 13.67 173.35 110.90 

Many of the insecticides and herbicides routinely used on agronomic crops are 

toxic to fish (Lawson, 1995; Beveridge, 1996). Polychlorinated biphenyls (PCBs) 

compounds can be taken up by fish via the water and bioaccumulate through the 
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food chain. Pena-Mendez et al. (1996a) determined the content of seven individual 

PCB congeners in specimens of a marine winkle (Ossilinus atratus) and of limpets 

(Patella ullisiponensis aspera) in Tenerife. The seven congeners determined were 

chosen because they serve as an indicator of PCB contamination, and their 

quantification can be used to determine whether PCB levels in food products and 

environmental samples comply with the maximum levels permitted by legislation. 

The authors concluded that in the coastal areas of Tenerife the seven PCB 

congeners were present at low levels and most were undetectable. No significant 

differences where found between sampling sites along the coast. Therefore, it can 

be concluded that PCB contamination in Tenerife coastal environments is not 

currently a problem. This conclusion was corroborated by Diaz-Diaz et al. (1998), 

who noted that because farm land slopes are shallow and the infiltration rates are 

high in Tenerife, pesticides do not runoff, but will leach into the groundwater 

instead. 

On the other hand, water quality variables identified as major factors influencing 

cage culture siting in Tenerife are risk of diseases (sewage), suspended solids 

(runoff and sewage) and temperature. 

4.6.1 Sewage 

Sewage discharges could be hazardous for cage culture. Domestic outfalls is 

principally organic but also contains considerable amounts of metals, oils and 

grease, detergents, and industrial wastes, as well as pathogens. All human 

sewage contains enteric bacteria, pathogens, viruses, and intestinal parasitic 

eggs. It was previously believed that pathogenic bacteria and viruses did not 

survive in seawater. However, it has been shown that bacteria may enter a 

dormant phase which cannot be detected by routine culture methods and viruses 

can be very persistent in seawater (Clark, 1998). Seafood organisms that are not 

filter feeders, such as most crustaceans and fish, do not accumulate pathogens 

from sewage-contaminated water and do not represent a direct health risk from 

this source. However, poor environmental conditions (from sewage dumps) may 

lead to fish stress, causing physiological or metabolic changes in the fish which 
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may increase its sensitivity to the pollutants (Hedrick, 1998). The health of 

cultured fish, which are already under stress, may be affected by this source of 

pollution increasing mortalities and reducing profits. The worst cage farm sites 

from a disease risk point of view are those in which pathogenic or potentially 

pathogenic organism are endemic prior to the establishment of the farm and sites 

where disease organisms are likely to thrive following the establishment of a farm. 

Therefore, as Beveridge (1996) stated that sewage-polluted sites should be 

avoided completely. 

In Tenerife, managers and regulators have tried to apply a "realistic" approach to 

sewage treatment and disposal by choosing appropriate systems based on the 

littoral characteristics of the marine environment. These rely on massive dilution 

using marine sewage pipes, instead of building and running costly installations 

with capacity for secondary treatment of sewage (secondary treatment is used to 

reduce the BOD5, COD and total suspended solids to at least 70%, 75% and 90% 

respectively). This approach is in concordance with the latest EC guidelines for 

treatment of sewage waters, which introduced the concept of "'ess sensitive areas" 

in which sewage discharges will have little impact due to specific environmental 

characteristics. In Tenerife, the whole coast line has been catalogued as "less 

sensitive" (CIATFE, 1991). For this type of areas, sewage pipes are considered 

adequate, and only primary treatment (reduction of the BODs and total suspended 

solids to at least 20% and 50% respectively) is necessary before discharge the 

sewage into the sea (CIATFE, 1991). 

Despite this, Tenerife's sanitation system still has some deficiencies such as, 

insufficient sanitation network, inadequate sewage treatment, and insufficient and 

poorly planed sewage pipelines. Only 56% of the population is connected to a 

sanitation network (Fig. 4.55), although the legislation clearly specifies that any 

direct discharge of sewage to the sea is forbidden (CIATFE, 1991). The legislation 

also specifies that every sewage discharge must be treated (at least with primary 

treatment) before discharge. Regardless of this, discharges made into the sea are 

in some cases inadequately treated (CIATFE, 1991). In attempts to resolve this 

situation, there has been numerous constructions of small scale sewage treatment 

plants on the island. Fig. 4.56 shows the distribution of these small installations. 
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Fig. 4.55: Sanitation network in Tenerife 
(information obtained from CD-Map, 1999). 

Fig. 4.56: Small scale se'Nage treatment plants in 
Tenerife (information obtained from CD-Map, 1999). 

CIATFE (1991) reported that sewage pipelines in Tenerife are insufficient. Some 

pipelines are out of order and others do not meet the minimum requirements 

established by the legislation. Hence, more units are needed, together with an 

increase of capacity in many of the existing pipelines. The Spanish legislation for 

sewage pipes (BOE, 1993) established 

two important criteria, (1) the minimum 

distance between the coast line at neap 

tide and the discharge point must be 

500 m and (2), the initial dilution of the 

outfall must be greater than 100: 1. Fig. 

4.57 shows the location of the 36 

sewage pipes in Tenerife. Only 3 

sewage pipelines from the 36 existing 

meet these requirement in Tenerife Fig. 4.57: Distribution of the se'Nage pipes in Tenerife 
(information obtained from CD-Map. 1999). 

(CIATFE, 1991). 

Unfortunately, there are no direct measurements of the quantity or quality of 

sewage discharges in the island. So, to quantify the suitability of cage culture in 

areas close to sewage discharges, three factors were used to characterise a 

sewage outfall, they are: (1) the number of people connected to each sewage 

pipeline system, (2) the presence or absence of any treatment before the sewage 

is dumped, and (3) the depth of the discharge. 
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The number of people connected to 

each pipeline network determines the 

quantity of sewage that each pipe 

discharges to the sea and thus (criteria 

"population" was determined by using a 

population map for each of the 743 

districts (Fig. 4.58) and by the ISTAC 

(Canary Institute of Statistics) web page 

(http://W.MV.istac.rcanaria.es/) in 

conjunction with the sanitation network . Fi!l. 4:58: Po~ulation r:nap, number of people per 
district (information obtained from CD-Map, 1996 and 

(Fig. 4.55 and Fig. 4.57). ISTAC). 

The presence or absence of any treatment prior to discharge, will determine the 

hazardousness of the discharge. This was determined by using a map that shows 

the location of the sewage treatment plants (Fig. 4.56) and their connection to the 

sanitation network (Fig. 4.55 and Fig. 4.57). 

The depth of the sewage dump will provide information on the likelihood of the 

dump to reach surface, and also the time available for the dump to dilute (dilution 

factor) before it reaches the surface. When the mixed layer is sufficiently shallow, 

the plumes from the sewer outfalls are trapped within the thermocline. At other 

times, the mixed layer is sufficiently deep or it does not exist at all and no trapping 

occurs. Under such conditions, some portions of the plumes undoubtedly find their 

way to the surface. As highlighted earlier, the marine thermal structure of the 

superficial layer in Tenerife is characterised by the presence of two thermoclines; 

the seasonal thermoe/ine, which is superficial and variable in its form and 

magnitude over the year and the permanent thermocline, which is more deep and 

stable. The depth of the seasonal thermocline varies throughout the year, 

reaching a maximum of about 100 m in mid-summer, and reducing to 15 m during 

winter and early spring. The permanent thermocline is normally located between 

600 and 800 m, however, because it is very weak, it is usually masked by the 

intrusion of Mediterranean waters (de-Armas pers. comm.). The depth of 

discharge of each pipe was determined by combination of the sewage-pipe layer 
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(Fig. 4.57) and the bathymetric map (Fig. 4.35). Discharges above the seasonal 

thermocline were considered potentially dangerous. 

Once the three thematic maps were created , further manipulation focused on 

dividing the 36 existing sewage pipelines into four groups of importance to 

determ ine wh ich sewage pipelines present a higher threat to fish farming 

development. Each of the three criteria described above were scored based on the 

thresholds shown in Table 4.18. 

Table 4.18: Threshold values used for each criterion . 

~e Criteria 4 3 2 1 

Population (number < 2,000 2,000-5,000 5,000-10,000 > 10,000 
of people) 

Sewage treatment Treatment No treatment 

Depth (m) >40 30-40 20-30 <20 

The relative weights of importance were calculated by using the pairwise matrix 

shown in Table 4.19. It was considered that sewage treatment prior to discharge is 

the most important variable, followed by the number of people connected to the 

sewage (population), and finally the depth of the discharge (Telfer pers. comm.). 

The consistency ratio (CR) was less than 0.1 , and therefore, acceptable. 

Table 4.19: Pairwise comparisons of criteria in the sewage submodel. 

Population 

Treatment 

Depth 

Population 

1 

2 

1/2 
-CR- 0.01 

Treatment Depth 

1 

1/3 1 J 
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Calculated weights were used in a MCE to 

combine the 3 criteria as shown in Fig. 4.59. 

The output from MCE was a classification of 

the pipelines into 4 categories according to 

their potential threat for cage aquaculture 

development. Four sewage pipes were 

included in category 1 (highest threat), twenty 

one in category 2, seven in category 3 and 

four in category 4 (lowest threat). 

Fig. 4.59: Sewage MCE model showing the 
criteria used and calculated weights. 

Buffer distances from each of the four groups of sewage pipes were calculated 

(DISTANCE module within IDRISI32), and reclassified (RECLASS module) 

according to the distance threshold values shown in Table 4.20. Fig. 4.60 shows 

the sewage suitability map created from this model. 

Table 4.20: Sewage distance threshold values (m) used for each sewage category. 

~e Catego 8 7 6 5 4 3 2 1 

Distance to 
>1700 

1500- 1300- 1100- 900- 700- 500-
<500 Sewage-1 1700 1500 1300 1100 900 700 

Distance to 
>1300 

1150- 1000- 850- 700- 550- 400- <400 Sewage-2 1300 1150 1000 850 700 550 
Distance to 

>900 800- 700- 600- 500- 400- 300- <300 Sewage-3 900 800 700 600 500 400 
Distance to 

>500 450- 400- 350- 300- 250- 200- <200 Sewage-4 500 450 400 350 300 250 
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Fig. 4.60: Sewage suitability map. 

4.6.2 Suspended Solids (Runoff Sediments) 

Turbidity produced by dissolved and suspended substances, such as clay 

particles, humic substances, silt, plankton, etc. can affect fish (Lawson, 1995). Due 

to the oligotrophic nature of the waters in Tenerife, the major source of turbidity 

comes from sporadic runoff episodes. Excessive runoffs from the surrounding 

watersheds can often cause clay and silt loads to exceed tolerable limits for 

farmed animals. These particles can clog the gills of small fish and/or stress bigger 

fish. Turbidity at sufficiently high concentrations can cause gill damage and may 

trigger diseases as a result of fish stress. 

Soil erosion is the process of dislodgement and transportation of soil particles by 

wind and water. Climate, topography, soil characteristics, vegetation cover, and 

land use all affect soil erosion (Brooks et al., 1991). The factors controlling soil 

erosion are the erosivity of the eroding agent, the erodibility of the soil, the slope of 

the land and the nature of the plant cover (Morgan, 1995). Erodibility defines the 

resistance of the soil to both detachment and transport. Although a soil's 

resistance to erosion depends in part on topographic position, slope steepness 

and the amount of disturbance, the properties of the soil are the most important 

determinants. Erodibility varies with soil texture, aggregate stability, shear 

strength, infiltration capacity and organic and chemical content. For a greater and 

more comprehensive description of these factors and processes, refer to Morgan 
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(1995). This study only focused on water erosion because it is the main 

contributing source of sediments to the sea, and therefore influences the 

development of cage culture. 

Soil erosion is a two-phase process consisting of the detachment of individual 

particles from the soil mass and their transport by erosive agents, in this case 

runoffs. The dislodgement of soil particles from the soil surface by energy imparted 

from falling raindrops is a primary agent of erosion, particularly in soils with sparse 

vegetation cover, such as those found in Tenerife. Individual soil particles can be 

splashed more than 0.5 m in height and 1.5 m sideways (Morgan, 1995). Surface 

runoff, or overland flow, is water that flows over the soil surface and occur from 

areas that are impervious, locally saturated, or areas where the rainfall rate 

exceeds the infiltration capacity of the soil. The potential runoff erosion depends 

upon the volume of running water and its velocity. The momentum that can be 

gained by surface runoff on a slopping area, and consequently, the amount of soil 

that can be lost from the area depends upon both the inclination and the length of 

unobstructed slope. As the length of the slope increases, soil loss per unit length is 

initially accelerated, but it then approaches a constant rate. However soil loss 

increases with the inclination of the slope. Slope angle and slope length that allow 

the build-up in momentum of flowing water are major factors in accelerating rill 

erosion, the steeper and longer the slope the greater the erosion. Once it becomes 

canalised, uncontrolled surface runoff is capable of creating spectacular gully 

erosion. Gullies are common features of sparsely vegetated land like the southern 

region of Tenerife (Rodriguez et al., 1993). In addition, factors such as soils with 

inherently low permeability and sites where denudation of vegetation is likely, 

increases the susceptibility to soil loss. 

The integration of GIS with hydrological modelling is increasingly facilitating 

design, calibration, modification and comparison of models. Zhang et al. (1990) 

and Schultz (1993) presented overviews of hydrological modelling with GIS, and 

De Vantier and Feldman (1993) reviewed GIS applications in hydrological 

modelling, with particular reference to rainfall-runoff models, flood-plain 

management and forecasting, erosion prediction and control, water quality 

prediction and control, and drainage utility implementation. Several procedures 
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have been implemented to integrate databases and geographic information in an 

effort to characterize the spatial distribution of the risk of soil erosion by water. 

Although process-based erosion prediction models are being developed to replace 

empirically based models, the Universal Soil Loss Equation (USLE) is still by far 

the most widely used method for soil loss prediction (Penning de Vries et al., 

1998). The Revised Universal Soil Loss Equation (RUSLE) for rangelands has 

also been successfully interfaced with GIS. 

Of the methods available, the Universal Soil Loss Equation (USLE) is perhaps the 

most widely applied of the empirical approaches for soil loss estimation in which 

predictive equations are developed from analyses of source data (Kertesz, 1993). 

The USLE is based on empirical and morphometric data and has the form: 

A = R * K * (LS) * C * P Eq.4.10 

where; 
A = soil loss in tons per unit area 
R = a rainfall erosivity factor for a specific area, usually expressed in terms of average 

erosion index (EI) units 
K = a soil erodibility factor for a specific soil horizon 
LS = topographic factor, a combined dimensionless factor for slope length and slope 

gradient, where L is expressed as the ratio of soil loss from a given slope length to soil 
loss from a 72.6 ft length under the same conditions (it is not the actual slope length), 
and S is expressed as the ratio of soil loss from a given slope steepness to soil loss 
from a 9% slope under the same conditions (is not the actual slope steepness). 

C = a dimensionless cropping management factor, expressed as a ratio of soil loss from 
the condition of interest to soil loss from tilled continuous fallow (condition under which 
K is determined) 

P = an erosion control practice factor, expressed as a ratio of the soil loss with the 
practices (for example, contouring, strip cropping, or terraCing) to soil loss with farming 
up and down the slope. 

The basic USLE equation provides an estimate of sheet and rill erosion from 

rainfall events in upland areas. It does not include erosion from streambanks, 

snowmelt, or wind, and it does not include eroded sediment that is deposited at 

the base of slopes and at other reduced-flow locations before runoff reaches the 

streams or reservoirs. 
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The cropping management factor (C) and the erosion control practice factor (p) 

used in the USLE have been replaced by a vegetation management factor (VM) to 

form the Modified Soil Loss Equation: 

A = R K (LS) (VM) Eq.4.11 

Both the USLE and MUSLE require an estimated value for R- R depends upon the 

rainfall intensity in each rainfall intensity period of the storm. Williams (1975) and 

Williams and Berndt (1977) modified the USLE by replacing R with a runoff factor. 

The modification is based on the assumption that the total discharge and peak 

discharge rate resulting from a storm on the watershed depends upon the 

duration, amount and intensity of the storm. The equation was developed to 

estimate sediment yield at the outlet of a watershed directly, rather than soil loss, 

on a storm by storm basis. The modified equation is: 

Ys = 11.8 (V qp)O.S6 K C P (LS) 

where; 
Y, = sediment yield (tons) 
V = volume of storm runoff (m3

) 

qp = peak flow rate (m3 S·l) 
K C P (LS) = as defined in the USLE 

Eq.4.12 

This equation was developed as a GIS model by creating a thematic map layer for 

each variable from the MUSLE equation. The detailed establishment of each layer 

is described below. This made it possible to calculate the soil loss for each 

individual grid cell. Finally the module DISTANCE was used to measure distances 

from the stream mouths, and then to reclassify the sediment yields according to 

their suitability for cage culture development. 

4.6.2.1 STORM RUNOFF (V) 
The major runoff discharging points in Tenerife are relatively well known (Fig. 

4.61), however, associated inputs from runoffs to the sea are unknown both in 

space and time. To be able to estimate runoff discharges it is necessary to have a 
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clear knowledge of the surface 

hydrology of the island, as well the 

complete hydrologic cycle 

(precipitation, evapotranspiration, 

infiltration and runoff) (Brooks et 

al., 1991). Various processes and 

pathways determine how excess 

water becomes stream flow. 

Excess water represents the 

portion of total precipitation that 
Fig. 4.61 : Major runoff-discharging points (information 

runs off the land surface plus that obtained from CD-Map, 1999 and Tenerife's topographic 

h· h d . f th '1 d th map 1:100000) W IC rains rom e SOl an us ' 

is neither consumed by 

evapotranspiration nor leaked into deep groundwater. In this study only surface 

runoffs were considered to contribute to excess water. This assumption was 

justified by the special characteristics of Tenerife, a semi-arid region and with very 

porous rocks. Therefore, it was assumed that all infiltrated water moves 

downwards to the aquifer (Rodriguez et a/., 1993; Dfaz-Dfaz et a/., 1998). 

To select the appropriate procedure for estimating runoff, the scope, complexity of 

the problem and the acceptable level of error must be considered. It is important to 

bear in mind that runoff is a dependent variable which is a function of rainfall and 

the catchment characteristics, and the transformation of rainfall into runoff is a 

complex non-linear process (Kumar and Das, 1998). The Thornthwaite and Mather 

(1957) hydrological model has been reported as the most accurate method 

(Heyman and Kjerfve, 1999), and therefore, the most desirable to use. However, 

the lack of available data for Tenerife constrained its use, and a simplified method, 

the NRCS Runoff Curve Number method, for estimating direct runoff from storm 

rainfall was used instead. These procedures are only applicable in small 

watersheds, as is the case in Tenerife. 

NRCS RUNOFF CURVE NUMBER (CN) METHOD 

Values for runoff (V) came from the NRCS Runoff Curve Number method (USDA

SCS, 1986). A relationship between accumulated rainfall and accumulated runoff 
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was derived from experimental plots for numerous soils and vegetation cover 

conditions. The equation was developed mainly for small watersheds for which 

only daily rainfall and watershed data are ordinarily available. It was developed 

from recorded storm data that included total amount of rainfall in a calendar day 

(P24) but not its distribution with respect to time. This method has been 

successfully integrated into GIS-based modelling by many authors (Hill et al., 

1987; DeBarry and Carrington, 1990; Muzik and Pomeroy, 1990; Stuebe et al., 

1990; DeBarry and Paul, 1991; Sasowsky and Gardner, 1991; Schmidt and 

Romack, 1991; Muzik, 1992; Warwick and Hanees, 1994; Manguerra and Engel, 

1998; Olivera and Maidment, 1998; Theriault et al., 1999; Udouj and Scott, 1999). 

The NRCS runoff equation is: 

where: 

Q = (P-0.2SY 
(p + 0.8S) 

Q = runoff (inches) 
P = rainfall (inches) 24-hour period (P24) 
S = potential maximum retention after runoff begins (inches) 

Eq.4.13 

S is mainly the infiltration occurring after runoff begins. This later infiltration is 

controlled by the rate of infiltration at the soil surface or by the rate of transmission 

in the soil profile or by the water-storage capacity of the profile, whichever is the 

limiting factor. S is related to the soil and cover conditions of the watershed 

through the CN. CN has a range of 0 to 100, and S is related to CN by Eq. 4.14. 

When eN and the amount of rainfall have been determined for the watershed, 

runoff can be determined using Eq. 4.14 and Eq. 4.13. 

S = 1000 -10 
eN 

Eq.4.14 

The major factors that determine CN are the hydrologic soil group (HSG), cover 

type, treatment and hydrologic condition. CNs in Appendix I (Tables 1 to 4) 
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represent average previous runoff conditions for urban, cultivated agricultural, 

other agricultural, and arid and semi-arid rangeland uses. 

HYDROLOGIC SOIL GROUPS 

Infiltration rates of soils vary widely and are affected by subsurface permeability as 

well as surface intake rates. USDA-SCS (1986) classified soils into hydrologic soil 

groups (HSGs) to indicate the minimum rate of infiltration obtained for bare soil 

after prolonged wetting. The HSGs, A, B, C, and 0, and their properties are 

presented in Table 4.21. 

If infiltration rates cannot be directly measured, determination of the HSG can be 

assessed based on soil texture as indicated in Table 4.21. The approach used for 

the extrapolation of soil properties over large regional areas depended upon the 

assumption that soil of similar taxonomy would be similar in their properties. With 

this assumption in place, average values for a given soil property can be 

determined for a specific taxonomic category and then applied whenever that 

category is found in the region of interest (Loague, 1991; 1994). SCS (1972) 

provides a list of the most common soils and their group classification. 

Table 4.21: Hydrologic soil groups classification by properties (from USDA-SCS, 1986) 

HSG Infiltration Runoff Soil textures 
(cmlhr) 

A >0.76 low Sand, loamy sand, or sandy loam 
B 0.38 - 0.76 moderate Silt loam or loam 
C 0.13-0.38 high Sandy clay loam 

0 0-0.13 very high 
Clay loam, silty clay loam, 

sandy clay, silty clay, or clay 

Fig. 4.62 shows the soil order map for Tenerife (from Diaz-Diaz et al., 1998). This 

map was created based on three sources of information; (i) the existing soil map 

for Tenerife (Fernadez-Caldas et al., 1982), (ii) additional soil information for the 

island (Departamento de Edafgologla y Geologia) and (iii) new field data (Diaz

Diaz, 1996). There is presently no more detailed information available on soil 

Chapt.r 4: Database Generation and Manipulation _______ --------- 151 



classification, although, for a study of this type it would be desirable to have at 

least to suborder level (Diaz-Diaz pers. comm.). 

Fig. 4.62: Soil orders; Sorribas are an artificial soil used for agriculture (from Diaz-Diaz et a/., 1998). 

Because the SCS (1973) soil classification does not take into account the soil 

orders, the hydrologic soil groups were estimated by using the soil texture. 

Although Rodriguez et a/. (1993) presented data on soil texture, it is based on 

mean samples for the Canary Archipelago and does not cover all soil orders. 

Consequently, an alternative method of relating bulk density to texture was used to 

classify Tenerife's soil orders into the hydrological soil groups. Bulk density is the 

weight of a unit volume of dry soil and is dependent on the spaces (pores) in the 

sample, how tightly they are packed, and also the composition of the solid 

material. Normally, a soil sample will have a mixture of sand, silt, clay, and organic 

material, so its bulk denSity will depend on the proportion of each of these 

components in the sample, and how tightly they are packed. Sandy soils have 

large pore spaces, because sand grains are large. By contrast, silty soils have 
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smaller particles with smaller pore spaces, but there is more total empty space in a 

silty soil than in a sandy soil. In general, clay soils, are considered to have good 

soil structure, and have a greater amount of pore spaces due to the small particle 

sizes. They will most likely have a lower bulk density than sandy or silty soils. 

Organic soils usually have the most pore space, and as the dry weight of the 

organic material is less than the weight of mineral particles, they have the lowest 

bulk density. The Hausenbuiller (1985) general relationship was used to relate 

bulk density values with soil texture (Table 4.22). 

Table 4.22: General relationship among texture and bulk density (from Hausenbuiller, 1985). 

Textural Class 

Sand 
Sandy loam 
Fine sandy loam 
Loam 
Silt loam 
Clay loam 
Clay 
Aggregated clay 

Bulk Density (Mg/m3) 

1.55 
1.40 
1.30 
1.20 
1.15 
1.10 
1.05 
1.00 

The bulk density values for each soil order was obtained from Diaz-Diaz et al. 

(1998) and shown in Table 4.23 from which the soil texture could be classified by 

reference to Table 4.22. The hydrologic soil groups were then assigned to each 

texture class by the use of Table 4.21. 

Table 4.23: Average bulk density values for soil orders in Tenerife (from Diaz-Diaz et a/., 1998), associated 
textural class and hydrological soil group. 

Soil order 

Alfisols Aridisols Entisols Inceptisols Sorribas Ultisols Vertisols 
Bulk 
density 
(Mg m'3) 

1.125 1.063 0.897 0.688 0.894 0.729 1.210 

Texture Silt Clay 
loam loam 

Aggregated Aggregated Aggregated Aggregated Fine sandy 
Clay Clay Clay Clay loam 

HSG B 0 o 0 0 0 A 
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Initially, the hydrologic soil groups from Table 4.23 were used for the runoff 

calculations. However, the database field verification done for soil texture, as 

explained in Chapter 3 (Section 3.8), suggested the use of bulk density as a proxy 

data for soil texture in Tenerife was inadequate. Therefore, the soil texture classes 

for each soil order was estimated as follows. 

During the April 2001 field trip 32 soil samples were collected (Fig. 4.63) and 

analysed in triplicates) using the manipulative and bottle tests (refer to section 

3.B.5). 

20B 

Fig. 4.63: Examples of soil samples from the April 2001 field trip to Tenerife. 
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Fig. 3.12 shows the spatial distribution of the 32 sampling points taken. The mean 

values of the triplicates (percentage of sand, silt and clay) were used to estimate 

the soil texture using a soil texture classification diagram (Fig. 4.64). Table 4.24 

shows the estimated percentages of sand, silt clay, organic matter, the textural 

classes and hydrologic soil groups from the bottle test, and the textural classes 

and hydrologic soil groups from the manipulative test for each of the 32 soil 

samples. 

Hydrologic soil groups 

oA 
Os 

Dc 
o 

Perunl CLAY 

Percent SAND 

Fig. 4.64: Soil texture classification diagram and their associated hydrologic soil groups. 
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Table 4.24: Results from the soil sampling test (bottle and manipulative) and their associated hydrological soil 
groups (HSG). 

10 % % % % Texture from bottle 
HSG 

Texture from 
HSG 

Sand Slit Clay O.M. test manipulative test 

1 78.6 8.2 4.1 9.0 Sandy Loam A Sandy Loam A 

2 35.1 58.2 6.4 0.4 Silt Loam B Light Clay 0 

3 66.5 30.3 3.0 0.2 Sandy Loam A Sandy Loam A 

4 82.3 12.7 5.0 0.0 Loamy Sand A Loamy sand A 

5 59.5 18.2 20.3 2.0 Sandy Clay Loam C Loamy sand A 

6 64.3 23.7 4.1 8.0 Sandy Loam A Sandy Loam A 

7 65.5 22.9 9.1 2.5 Sandy Loam A Heavy Loam A 

8 50.6 27.0 22.1 0.2 Sandy Clay Loam C Light Clay C 

9 69.5 24.3 6.1 0.1 Sandy Loam A Heavy Loam B 

10 55.8 40.2 1.0 3.0 Sandy Loam A Loam B 

11 77.3 21 .3 1.3 0.1 Loamy Sand A Sand A 

12 42.4 55.2 2.3 0.1 Silt Loam B Light Clay B 

13 83.8 9.3 6.8 0.1 Loamy Sand A Loam B 

14 50.8 36.9 3.3 9.0 Sandy Loam B Heavy Loam B 

15 87.6 9.8 2.6 0.1 Sand A Sand A 

16 90.7 4.7 1.1 3.5 Sand A Sand A 

17 62.6 22.2 13.7 1.5 Sandy Loam A Loamy sand A 

18 53.4 30.4 15.2 1.0 Sandy Loam/Loam B Loam B 

19 40.9 22.3 33,8 3.0 Clay Loam 0 Heavy Loam B 

20 45.9 24.3 29,7 0.1 Clay Loam 0 Loamy sand A 

21 55,1 27.0 17.8 0.0 Sandy Clay Loam C Sandy Clay Loam C 

22 88.8 7.8 1.4 2,0 Loamy Sand A Sand A 

23 65 ,1 28.7 5,2 1.0 Sandy Loam A Sand A 

24 67.9 27.4 3.7 1,0 Sandy Loam A Light Clay 0 

25 64.1 29.1 5.8 1.0 sandy Loam A Sand A 

26 48.1 24.4 22.5 5.0 Sandy Clay Loam C Loamy sand A 

27 61 .6 23.5 12.9 2,0 Sandy Loam A Loam B 

28 54,7 43.4 1.9 0.0 Sandy Loam A Loamy sand A 

29 67 ,7 25.4 3,8 3,0 Sandy Loam A Loamy sand A 

30 54.2 29 ,5 13.3 3.0 Sandy Loam A Loam B 

31 60.5 34.1 5.4 0,0 Sandy Loam A Loamy sand A 

32 62.1 19,5 18.3 0.0 Sandy Loam A Loam B 

The fina l soil classification of soils into hydrologic soil groups is shown in Table 

4.25, and the hydrologic soil groups distribution in Tenerife is shown in Fig . 4.65. 
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Table 4.25: Hydrologic soil groups for soil orders in Tenerife. 

Soil order 

Alfisols Aridisols Entisols Inceptisols Sorribas Ultisols Vertisols 

HSG B A A ABO A 

Fig. 4.65: Hydrological soil groups in Tenerife. 

COVER TYPE, TREATMENT AND HYDROLOGIC CONDmON 

Estimation of runoff curve numbers (Appendix I) is based on cover types, 

treatment and hydrologic condition. There are a number of methods for 

determining cover type. The most common are field reconnaissance, aerial 

photographs, and land use maps. Treatment is a cover type modifier (used only in 

Table 1 from Appendix 1) to describe the management of cultivated agricultural 

lands. Hydrologic condition indicates the effects of cover type and treatment on 

infiltration and runoff and is generally estimated from density of plant and residue 

cover on sample areas. Good hydrologic condition indicates that the soil has a low 

runoff potential for that specific hydrologic soil group, cover type, and treatment. 

Some factors to consider in estimating the effect of cover on infiltration and runoff 

are (a) canopy or density of lawns, crops, or other vegetative areas; (b) amount of 

year-round cover; (c) amount of grass or close-seeded legumes in rotations; (d) 

percent of residue cover; and (e) degree of surface roughness. 
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Fig. 4.66 shows the land use map used for this study (CD-Map, 1999). The 

percentage of vegetation cover was estimated as described in Section 3.8.4 and 

using direct personal knowledge of the study area. The estimated runoff curve 

number for each land use and soil type are shown in Table 4.26. 

Fig. 4.66: Tenerife's land use map (from 1996) (numbers refer to Table 4.26). 

Table 4.26: Curve number for each land use and soil type (from Appendix I). 

A B 0 Cover type 

1 63 77 88 
Desert shrub -major plants include saltbush, greasewood, creosotebush, 
blackbrush, bursage, palo verde, mesquite, and cactus. Poor HC 

2 35 56 77 Brush -brush-weed-grass mixture with brush the major element. Fair HC 

3 36 60 79 Woods. Fair HC 
4 30 58 79 Woods --grass combination (orchard or tree farm). Good HC 

5 43 65 82 Woods --grass combination (orchard or tree farm). Fair HC 

6 55 72 86 
Desert shrub -major plants include saltbush, greasewood, creosotebush, 
blackbrush, bursage, palo verde, mesquite, and cactus. Fair HC 

7 55 72 86 
Desert shrub -major plants include saltbush, greasewood, creosotebush, 
blackbrush, bursage, palo verde, mesquite, and cactus. Fair HC 

8 63 80 93 
Herbaceous -mixture of grass, weeds, and low-growing brush, with brush 
the minor element. Poor HC 

9 36 60 79 Woods. Fair HC 

10 36 60 79 Woods. Fair HC 

11 30 55 77 Woods. Good HC 

12 49 30 48 Oak-aspen -mountain brush mixture of oak brush, aspen, mountain 
mahogany, bitter brush, maple, and other brush. Poor HC 

13 63 80 93 
Herbaceous -mixture of grass, weeds, and low-growing brush, with brush 
the minor element. Poor HC 

14 66 74 82 Crops (Contoured and terraced). Poor HC 
15 89 92 95 Urban 
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The land use map was reclassified for each of the soil hydrological soil groups 

using the runoff curve numbers values listed in Table 4.26. Fig. 4.67 shows the 

map of runoff curve numbers, which was used in combination with Eq. 4.14 to 

create the potential maximum retention after runoff begins (S), Fig. 4.68. 

Fig. 4.67: Runoff curve numbers (CN) for Tenerife. Fig. 4.68: Potential maximum retention after 
runoff begins (S, in mm). 

The thematic map of precipitation (P-24 hours) was created by interpolation of 

maximum P-24 rain data among 35 stations in Tenerife obtained from the 

Meteorological Centre in Tenerife. The maximum 24-hour isohyet map (areas of 

equal rainfall during a given time) in mm is shown in Fig. 4.69. The red dots on 

the map represent the location of the rain stations used for interpolation. The 

number of years of data recording is not constant, ranging from a minimum of 7 

years to a maximum of 36 years, with an average of 24 years reading. Maximum 

P-24 values were used instead of average rain values because only the effects of 

punctual and extreme runoff situations leading to maximum sediment yield washed 

to sea was of interest. Finally, by using the results from Fig. 4.69 and Fig. 4.68 in 

Eq. 4.13, the runoff (in inches) was estimated, and later converted to mm as 

shown in Fig. 4.70. 

Chapt.,. 4: Database Generation and Manipulation _________________ 159 



Fig. 4.69: Precipitation (P-24 max in mm). Fig. 4.70: Runoff predictions for Tenerife (mm). 

4.6.2.2 PEAK FLOW RATE 

The method for approximating peak rates of discharge is based on that proposed 

by SCS (1973) and USDA-SCS (1986). There are two available methods, the 

Graphical Peak Discharge and the Tabular Hydrograph methods. Selection of 

method is based on the characteristics of the watershed as well as the data. For 

this study the Tabular Hydrograph method was used, despite the simplicity of the 

Graphical Peak Discharge method, because the Tc (time of concentration) values 

were too small (under 0.1 h), constraining its use. 

Tabular Hydrograph computation 

Information required for the Tabular Hydrograph method include (1) 24-hour 

rainfall (in), (2) appropriate rainfall distribution, (3) curve number (CN), (4) runoff 

(in), (5) time of concentration (hr), (6) travel time (hr), and (7) drainage area (mi2 
). 

The peak discharge equation used is: 

where: 

q = QAmqt 

q = peak discharge (fe/s) 
Q = runoff (in) 
Am =drainage area of individual subarea (mi2) 
q, = tabular hydrograph unit discharge (csm/in) 

Eq.4.15 
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Curve number (CN) and total runoff (Q) maps were those previously created in 

section 4.6.2.1, Fig. 4.67 and Fig. 4.70 respectively. The drainage area of 

individual subarea, in this case for the pixel area (100 m2
), is 3.86102*10-5 mi2. 

The qt calculation is the most tedious part of this method. Its calculation requires 

the use of the iaiP ratio, time of concentration (Tc) and travel time (Tt). CN is used 

to determine the initial abstraction (Ia) from Table 4.27. For a selected 24-hour 

rainfall (P) the ratio iaiP is then computed (Fig. 4.71). 

Table 4.27: '. values for runoff curve number (from NRCS-SCS, 1986). 

Curve Number I. (in) Curve Number I. (in) Curve Number I. (in) 
40 .......... .. ........ .. 3.000 
41 ...... .. ....... .... ... 2.878 
42 ......... .. .. .. ... .. .. 2.762 
43 ... ....... .. .. .... .. .. 2.651 
44 .. ..... .. .......... ... 2.545 
45 .. .. .... ...... .. .. .. .. 2 .444 
46 .. .... ... ..... .. ..... . 2.348 
47 .... .. .... .. .......... 2 .255 
48 ... ....... .. .. ........ 2.167 
49 .......... .. .. .. .. .... 2.082 
50 ................... .. . 2.000 
51 .. ............ .. .. .... 1.922 
52 .. ............ ........ 1.846 
53 .. .. ...... ...... .. .. .. 1.774 
54 ..... ... .. .. .. .... .. .. 1.704 
55 .. .. .. ............ .. .. 1.636 
56 .................. .... 1.571 
57 .... ... .. .......... ... 1.509 
58 .. .. ............ .. ... . 1.448 
59 ....... .. .. .. ......... 1.390 

60 .. .. .. .. .............. 1.333 
61 .. .. .. ... .. .. .. ... ... . 1.279 
62 ................ .. .... 1.226 
63 ...................... 1.175 
64 ....... .. ...... .. .. .. . 1.125 
65 .. .. .................. 1.077 
66 ...... .. .............. 1.030 
67 ............... .. .. .. . 0.985 
68 ........ .. ............ 0.941 
69 ...... .. ............ .. 0.899 
70 .... ... ....... ..... .. . 0.857 
71 .... .. ......... .. ..... 0.857 
72 .. ...... .............. 0.817 
73 ..... .. ......... ... ... 0.778 
74 ..... .. .... .. .. .. .... . 0.703 
75 ...................... 0.667 
76 ... .... ............... 0.632 
77 ..... .. ...... ..... .. .. 0.597 
78 ..... .. ....... .... .... 0.564 
79 .................. .. .. 0.532 

80 .............. .. ...... 0.500 
81 .. .. .. .. .............. 0.469 
82 .. ....... .. .... .. ..... 0.439 
83 .. .. .. ................ 0.410 
84 .... ... .. ... .... .... .. 0.381 
85 .... ... .. .. .. ...... .. . 0.353 
86 .... .. ................ 0.326 
87 .. .. ...... ... ..... .... 0.299 
88 .. ... .. .. .. ........... 0.273 
89 .. .. .. ................ 0.247 
90 ................ .... .. 0.222 
91 ........ ...... .. .. .. .. 0.198 
92 ..... ..... .. .......... 0.174 
93 .. .. .................. 0.151 
94 ..... .. ............... 0.128 
95 ... .. ........ ...... ... 0.105 
96 ...... .. .. .. .. .. .. .... 0.083 
97 .. ... ... .............. 0.062 
98 ........... .. .. ....... 0.041 

Fig. 4.71: leIP values. 

CIIIIpter 4: Database Generation and Manipulation - ________________ 161 



Travel time (Tt) is the time it takes for water to travel from one location to another 

in a watershed. It is a component of time of concentration (Tc), which is the time 

for runoff to travel from the hydraulically most distant point of the watershed to a 

point of interest within the watershed. Tc is computed by summing all the travel 

times for consecutive components of the drainage conveyance system. 

where: 

Tc = Ttf + Tt2 + ... rttm 

Tc =time of concentration (hr) 
m =number of flow segments 

Eq.4.16 

The travel time (for sheet flow, which is flow over plane surfaces) is calculated as; 

where: 
Tt = travel time (hr), 
n = Manning's roughness coefficient (table 3-1) 
L = flow length (ft) 
P = 24-hour rainfall (in) 
s = slope of hydraulic grade line (land slope, ftlft) 

Eq.4.17 

With sheet flow, the friction value (Manning's n) is an effective roughness 

coefficient that includes the effect of raindrop impact, drag over the plane surface, 

obstacles such as litter, crop ridges, and rocks, and erosion and transportation of 

sediment (USDA-SCS, 1986). Table 4.28 gives Manning's n values for sheet flow 

over various surface conditions and Fig. 4.72 shows the Manning's n map. Fig. 

4.73 shows the travel time thematic map created using equation Eq. 4.17. 
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Table 4.28: Roughness coefficients (Manning 's n) for sheet flow. (from NRCS-SCS, 1986). 

Surface description n' 
Smooth surfaces (concrete, asphalt, gravel, or bare soil).......... .. .... .. ......... . ........... . 0.011 
Fallow (no residue) ... .................... ..... .... .... ... ... .... ....... ... ...... .... ..... .. ... ... ..... ... .... ... 0.05 
Cultivated soils: 

Residue cover =200/0................ ... ... .... .. .. .. .. . ... .. ......... ... .... ........... . .............. 0.06 
Residue cover >200/0................ ..... .... .. ....... ......... .. . ... .... .. .. .... .. ................ . 0.17 

Grass: 
Short grass prairie.. ...... .. .... ............ ... ... ... .. . .. . .. . ........................ ... .... .. . ..... .. 0.15 
Dense grasses2 

................ ... . .. .. ....... . ..... .. . .. .... .. ... . ........................... . ... 0.24 
Bennudagrass ... ... .. .. ............. ...... ..... . .. ...... . ...... .. .... ... .. .. .. .. ........ .. ................ ... .. . 0.41 
Range (natural).. ....... ................... ... .. ... ... . ..... . .. .. .. .. .. .. ........ .. .. .. ................ ...... ... . 0.13 
Woods:3 

Light underbrush .... .. .... ... ...... .. . .. . ...... ................ .... .. ...... .... .. .. ......... ............ 0.40 
Dense underbrush ................. .. ....... ........ . ... .. ....... .. .. ........ .. .. .. .. .... .... ..... ... .. 0.80 

1 The n values are a composite of Information compiled by Engman (1986). 
2 Includes species such as weeping Iovegrass, bluegrass, buffalo grass. blue grama grass. and native grass mixtures. 
3 When selecting n consider cover to a height of about 0.1 ft . This is the only part of the plant cover that will obstruct sheet 
flow. 

Fig. 4.72: Roughness coefficients (Manning's n). Fig. 4.73: Travel time (hr). 

The tabular hydrograph unit discharge (qt) was calculated using the Tabular 

Hydrograph tables from USDA-SCS (1986). Tables 5 (5-1, 5-IA, 5-11, and 5-111) from 

USDA-SCS (1986) shows tabular discharge values for the various rainfall 

distributions. To be able to use the tables and obtain the peak discharge values, it 

was first necessary to identify which rainfall distribution fits Tenerife's rain 

conditions. From the four distributions described by USDA-SCS (1986), Type I 

was chosen as the most appropriate. 

Knowing the rain distribution for Tenerife, the travel time, the time of concentration 

and the laiP ratio, the tabular hydrograph unit discharge can be estimated. 
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Ultimately, the value for the peak discharge (q) can be calculated by using Eq. 

4.15. Fig. 4.74 and Fig. 4.75 show the tabular hydrograph unit discharge and the 

peak discharge maps respectively. 

4.6.2.3 SOIL ERODIBILITY FACTOR (K) 

Wherever possible, K should be based on measured values. If no measured data 

is available, the value can be obtained from the nomograph or calculated from the 

regression equation presented by Wischmaier et al. (1971). However, it should be 

remembered that this will be an estimated value and hence subject to error 

(Morgan, 1995). 

Despite many published work relating K to certain physicochemical and 

mineralogical parameters of soils, important gaps are apparent with respect to the 

study of the erodibility of variably charged soils in volcanic regions, such as 

Tenerife. It is known that K calculated according to the method of Wischmaier et 

al. (1971), is not satisfactory for these soil types (Rodriguez et a/., 1993). 

According to the author, soils in Tenerife vary between being considerably 

resistant (Ultisols, Alfisols, Vertisols, Entisols, Sorribas and Inceptisols) (K= 0.10-

0.25) to fairly sensitive (Aridisols) (K= 0.25-0.35). Table 4.29 shows the soil 

erodibility factor for each soil order in Tenerife, and Fig. 4.76 the reclassified soil 

map accordingly to these values. 
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Table 4.29: Soil erodibility factor (K) for the different soils in Tenerife (from Rodriguez et al., 1993). 

Alfisols 
0.19 

Aridisols Entisols 
0.31 0.20 

Soil order 

Inceptisols 
0.21 

Sorribas 
0.19 

Fig. 4.76: K factor for each soil order in Tenerife. 

4.6.1.4 CROP MANAGEMENT FACTOR (C) 

Ultisols 
0.18 

Vertisols 
0.19 

The crop management factor (C) represents the ratio of soil loss under a given 

crop to that of bare soil. C represents an integration of several factors that affect 

erosion, including vegetation cover, plant litter, soil surface and land management. 

Values of C range from zero to one. The C factor values used are those presented 

by Zhou (1998) and shown in Table 4.30. The percentage of vegetation cover was 

estimated as described in Section 3.8.4 and from the author's personal knowledge 

of the study area. Fig. 4.77 shows the vegetation map reclassified accordingly to 

those values presented in Table 4.30. 

Table 4.30: C factor. 

Cover (%) 

0-30 

31 - 50 
51 -70 

> 70 

C factor 

1.0 

0.5 

0.3 

0.2 
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Fig. 4.77: C factor estimated for Tenerife. 

4.6.2.5 LS TOPOGRAPHIC FACTOR 

Generating the LS values poses the largest problem in using the USLE (Hickey et 

al., 1994). The topographic factors Land S indicate the effects of slope length and 

steepness on erosion, respectively. Slope length refers to the overland runoff flow, 

from its origin to where it reaches a defined channel or where deposition begins. 

The longer the slope length the greater the amount of cumulative runoff. Also, the 

steeper the slope of the land the higher the velocity of the runoff contributing to 

erosion. The LS factor was computed using the Wischmeier and Smith (1978) 

equation Eq. 4.18. 

where: 

LS = (~)m (65.41S 2 +4.565S +0.065) 
22.1 

L = slope length (m) 
S = slope gradient (%) 
m = O.6[1-exp(-35.835 5)] 

Eq.4.18 

Slope values were calculated by using the module SLOPE on a digital elevation 

model (DEM). The DEM used in this study came from the digitised contour lines of 

209 1 :5000 maps (Fig. 4.78) provided by CD-Map (1999). The contour lines, 

imported into IDRISI32, were interpolated (linear interpolation by the module 

INTERCON) to produce a faceted model as shown in Fig. 4.79. 
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Fig. 4.78: Distribution of the 209 1:5000 maps 
used to generate the OEM. 

Fig. 4.79: Digital elevation model (OEM) for 
Tenerife. 

The slope map was created by running the module SLOPE (Fig. 4.80). The slope 

length coverage was produced by developing a flow direction grid. The flow 

direction grid was developed by first calculating the slopes in the neighbouring 

cells and then making the highest slope the direction of the runoff using the 

module ASPECT in IDRISI32. Aspects are output in decimal degrees and use 

standard azimuth designations, 0°-360°, clockwise from north (Fig. 4.81). 

Fig. 4.80: Slopes (percentage). Fig. 4.81 : Flow direction (aspect) in degrees. 
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Each of the values in Fig. 4.81 corresponds 

to a direction of flow as shown in Fig. 4.82. 

For angle values of 33.5°-22.5°, 67.5°-

112.5°, 157.5°-202.5°, and 247.5°-292.5° the 

value of the cell for the flow direction length 

was reclassified equal to the length of one 

side of the image pixel (10 metres), whereas 

for values of 22.5°-67.5°, 112.5°-157.5°, 

202.5°-247.5°, and 292.5°-337.5° the value 

292.5 

202.5° 

Fig. 4.82: Direction flows corresponding to 
each angle interval. 

of flow direction length was reclassified to the diagonal distance of the pixel (14 

meters). The reclassified map with values of 10 or 14 is shown in Fig. 4.84. 

To estimate the slope length, the slope must 

be considered. For the same flow direction 

length (X), pixels with greater slopes (8) will 

have longer slope length (L). A simple 

trigonometric calculation was used to 

estimate the L value for a known X and e 
(Fig. 4.83). Fig. 4.85 shows the slope length 

map created. 

Fig. 4.84: Flow direction length X (m). 

X 
L=-

cos B 

X (flow direction length) 

Fig. 4.83: Slope length calculation. 

Fig. 4.85: Slope length factor L (m). 
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Finally. Eq. 4.18 was used in combination with the slope and slope length factor 

maps (Fig. 4.80 and Fig. 4.85 respectively) to calculate the LS factor shown in Fig. 

4.86. 

Fig. 4.86: LS factor. 

4.6.1.6 SEDIMENT YIELD CALCULATION 

All variables required to estimate the sediment yield (Eq. 4.12) have been 

computed previously. However. a change of units was required with some maps 

before computing the sediment yield map shown in Fig. 4.87 could be done. This 

map shows the sediment yield per pixel estimated for the maximum or extreme 

rain event recorded. In other words. this map addresses the worse runoff case 

scenario. 

Fig. 4.87: Sediments yield (T/100 m2 ). 
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To estimate the sediment discharge 

quantity and discharge points, the 

watershed distribution and extension 

must be known. Watersheds were 

extracted from the OEM (Fig. 4.79) using 

the module WATERSHED following 

correction to remove depressions (pits). 

This "depression less" OEM is known as 

a hydrologically corrected OEM. Fig. 

4.88 shows the 221 watersheds 

identified. 

Fig. 4.88: Watersheds. 

By the combined use of Fig. 4.87 and Fig. 4.88, the potential sediment yield for 

each watershed was estimated and scores were assigned depending on the 

amount of sediment that each watershed carried into the sea (Table 4.31). 

Table 4.31 : Thresholds values for sediments carried to the sea (tons of sedimentlwatershed per maximum 
runoff event). 

~ Criterion 8 7 6 

Sediments 0-5000 5000- 10000-
10000 15000 

Fig. 4.89 shows the reclassified 

watershed map, where 152 watersheds 

were classified in category 1, 24 in 

category 2, 20 in category 3, 8 in 

category 4, 3 in category 5, 6 in category 

6, 4 in category 7 and 4 in category 8. 

5 4 3 2 1 

15000- 20000- 25000- 30000-
>40000 20000 25000 30000 40000 

Fig. 4.89: Watershed classification based on Table 
4.31. 
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A further manipulation was made to measure distances from the stream mouths in 

each of the 8 groups and reclassified according to suitable distances for 

development of cage culture in Tenerife. Distance threshold values for each 

watershed group were set following the proposed by Lawson (1995) that fish can 

withstand short exposure to sediment loads of up to 20,000 mgll. 

Calculations to estimate distance thresholds were based on the following 

assumptions. A sediment plume discharged into the sea is assumed to distribute 

as shown in Fig. 4.90a. Horizontal distribution is greater at the surface than in 

deeper water. It was assumed that sediments will not sink below the thermocline 

depth, set at 30 m. It is also known that any plume discharged into the sea will be 

dispersed following the dominant current direction (Clark, 1998). Unfortunately, 

information on currents was not available, therefore, as a conservative measure, 

sediments discharged into the sea are assumed to disperse equally in all 

directions (Fig. 4.90b) 

a) b) 

r= ? 
h= 30 m 

Fig. 4.90: Assumed vertical (a) and horizontal (b) sediment dispersion profiles. 

Eq. 4.19 (volume of half sphere section) was used to estimate the distance 

thresholds, or r values, for each watershed category. For each watershed group, 

values of r were iteratively assigned to each score threshold until the mean 

sediment yield discharged by each group of watershed was diluted to values under 

20,000 mgll. Table 4.32 shows the derived distance threshold values for each 

watershed group. 
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V=[1(*h2*(r-hl3)j12 Eq.4.19 

Table 4.32: Watershed distance threshold values (m). 

~ Criteria 
8 7 6 5 4 3 2 1 

Distance >3150 2875- 2600- 2325- 2050- 1775- 1500- 0-1500 Watershed-1 3150 2875 2600 2325 2050 1775 
Distance >2550 2325- 21 00- 1875- 1650- 1425- 1200- 0-1200 Watershed-2 2550 2325 2100 1875 1650 1425 
Distance >1950 1775- 1600- 1425- 1250- 1075- 900-

0-900 Watershed-3 1950 1775 1600 1425 1250 1075 
Distance 

>1700 1550- 1400- 1250- 1100- 950-
800-950 0-800 Watershed-4 1700 1550 1400 1250 1100 

Distance >1350 1225- 1100- 975- 850-975 725-850 600-725 0-600 Watershed-5 1350 1225 1100 
Distance 

>1000 900- 800-900 700-800 600-700 500-600 400-500 0-400 Watershed-6 1000 
Distance >550 500-550 450-500 400-450 350-400 300-350 250-300 0-250 Watershed-7 
Distance 

>120 110-120 100-110 90-100 80-90 70-80 60-70 0-60 Watershed-8 

The eight images created were overlaid using the Minimum option within 

IDRISI32. so that the output pixels represent the minimum of the corresponding 

positions on the other images. Fig. 4.91 shows the sediment suitability map 

created. 

Fig. 4.91: Suspended solids (runoff sediments) suitability map. 
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4.6.3 Temperature 

Fish are poikilothermic, meaning that they essentially have the same body 

temperature as their surroundings and that temperature is governed by external 

influences. Each species has a characteristic growth curve and an optimum 

growth range that is dependent on with temperature and fish size. Every species 

also has an upper and lower temperature limit beyond which it cannot survive. 

Fish have a very low tolerance for sudden changes in temperature and, often rapid 

changes of as little as 5 ·e will stress or kill them (Lawson, 1995). In addition, the 

fish's ability to ward off diseases is best near the optimum growth temperature 

(Iwana et al., 1997). Optimum temperature ranges differ for different species of 

fish. The optimum temperature is that which fish would select for itself, given the 

choice. 

Water temperature is the environmental parameter having the greatest effect on 

fish (Hoar et al., 1979). It can be thought of as a primary environmental factor 

affecting the economic feasibility of a commercial aquaculture venture. 

Temperatures on either side of the optimum can induce stress in the animal, 

affecting feeding, growth, reproduction and disease inhibition. The probability for 

culture success is greatest near the optimum growth temperature. Temperature 

control is impractical with cage culture, therefore cage culture of a species must be 

conducted in geographical regions having the appropriate temperature. 

Sea temperature in Tenerife is within the range of 17-25 ·e, hence, it is not a 

constraint for the culture of warm temperate marine finfish. However, it is desirable 

to identify those areas with the most favourable temperatures, which will enhance 

growth of the targeted culture species, and reduce the growing cycle and 

production costs. It was impractical to take in situ simultaneous and continuous 

sea temperature measurements around Tenerife, and so AVHRR sensor 

measurements from the NOAA-14 satellite were used. Satellite sea surface 

temperature (SST) measurements are more attractive than any other method of 

measurements available because of their low cost, global and repeated coverage. 

A set of 135 NOAA14-AVHRR satellite images, approximately 4 images per month 

during 3 years, were used for retrieval of SST. 
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The accuracy of satellite data for sea surface temperature is critically dependent 

upon the ability of satellite radiometers to view the sea surface unobstructed by 

cloud. Hence, images were processed for cloud detection and elimination. The 

determination of SST from cloud-free satellite images was performed by means of 

multi-channel algorithms using thermal channels 4 and 5 of AVHRR. The SST 

algorithm was applied to each of the cloud-free images, creating a set of 135 SST 

images. The final processing step was the georeferencing of these images. All sea 

surface temperature images were combined to generate a composite map which 

was used to obtain average sea surface temperatures. This image was 

reclassified according to suitability scores. 

4.6.3.1 NOAA-AVHRR INTRODUCTION 

Since 1981, the NOAA series of polar-orbiting spacecraft have been carrying the 

Advanced Very High Resolution Radiometer (AVHRR), an instrument with three 

infrared (IR) channels suitable for estimating SST (Victorov, 1996). These 

channels are located within the wavelengths 3.5j..1m to 4j..1m and 10j..lm to 12.5j..1m. 

The history of SST computation from AVHRR radiances is discussed at length by 

McClain et al., (1985). Briefly, radiative transfer theory is used to correct for the 

effects of the atmosphere on the observations by utilising "windows" of the 

electromagnetic spectrum where little or no atmospheric absorption occurs. 

Channel radiances are transformed (with the use of the Planck function) to units of 

temperature, then compared to a-priori temperatures measured at the surface. 

This comparison yields coefficients which, when applied to the AVHRR data, give 

estimates of surface temperature (Cracknell, 1997). 

Remote sensing data acquisition is limited to the non-blocked spectral regions, 

called "atmospheric windows" (Fig. 4.92).The radiation emitted or reflected from 

the targets and backgrounds must pass through the intervening atmosphere 

before reaching the detection system. The radiation is absorbed and re-emitted by 

molecular constituents of the atmosphere and scattered into and out of the path by 

various aerosol components. Combinations of detectors and spectral bandpass 
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filters are selected to define the operating region to conform to a window to 

maximize performance (Campbell, 1996). 
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Fig. 4.92: Atmospheric transmission. The atmospheric windows, where the atmosphere blocks energy 
transmission, are shaded. 

At IR wavelengths (Fig. 4.93), the ocean surface emits radiation almost as a 

blackbody. In principle, without an absorbing and emitting atmosphere between 

the sea surface and the satellite, it would be possible to estimate SST using a 

single channel measurement. In reality, surface-leaving infrared radiance is 

attenuated by the atmosphere before it reaches a satellite sensor (Lillesand and 

Kiefer, 1994). Therefore, it is necessary to make corrections for atmospheric 

effects. Water vapour, CO2, CH4, N02 and aerosols are the major constituents that 

determine the atmospheric extinction of IR radiance (Minnett, 1990). Among them, 

absorption due to water vapour accounts for most of the necessary correction 

(Barton et al., 1989). 

+~ + t ++ 
O ~O ~~~~--~~~6~~7~~e--+9--~'O--ILl--1L2~~~~ 

Wavelength (rricrons) 

10 Jt 11 t 
Absorbing Molecule ~I 

Fig. 4.93: Transmittance of atmosphere in the infrared region. 
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The NOAA polar orbiting satellites series commenced with the TIROS-N until the 

latest present day NOAA-15. Despite the fact that only the first satellite was 

named TIROS and the rest as NOAA, the whole series of these satellites are 

called the TIROS-N series. At present, there are only two operational satellites 

(NOAA-14 and 15), three in standby mode, ready to be activated for operation 

(NOAA-10, 11, and 12), while the rest are non-operational anymore due to failure 

or breakdown. 

These satellites are very well known and have been widely cited in the literature 

(Lillesand and Kiefer, 1994; Campbell, 1996; Cracknell, 1997; Kindwell, 1998; 

Vazquez et al., 1998). The TIROS-N series satellites were designed to operate in 

a near-polar, sun-synchronous orbit. The orbital period is about 102 minutes, 

producing 14.1 orbits per day, with a distance between orbits estimated to be 

25.5°. Because the number of orbits per day is not an integer, the sub-orbital 

tracks do not repeat on a daily basis, although the local solar time of the satellite's 

passage is essentially unchanged for any latitude. 

A comprehensive and detailed description of the Advanced Very High Resolution 

Radiometer (AVHRR) on board the TIROS series satellites is presented by 

Cracknell (1997), but briefly, the AVHRR is a cross-track scanning system with 

four or five spectral channels. The AVHRR flown aboard TIROS-N, NOAA-6, 

NOAA-8, and NOAA-10 has four channels, and the AVHRR aboard NOAA-7, 

NOAA-9, NOAA-11, NOAA-12, NOAA-13 and NOAA-14 has five channels. The 

Instantaneous Field of View (IFOV) of each channel is approximately 1.4 

milliradians leading to a resolution of 1.1 km at the satellite subpoint for a nominal 

altitude of 833 km (average altitude). The spectral band widths of the AVHRR 

channels for the TIROS-N series and the IFOV in milliradians (mr) are shown in 

Table 4.33. 
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Table 4.33: Spectral band widths (micrometers) and IFOV(milliradians) of the AVHRR. 

Channel TIROS-N NOAA-6,-S,-
NOAA-7,-9,-11,-12,-14 NOAA-13 IFOV 10 

1 0.55-0.90 0.58-0.68 0.58-0.68 0.58-0.68 1.39 

2 0.725-1.10 0.725-1.10 0.725-1.10 0.725-1.0 1.41 

3 3.55-3.93 3.55-3.93 3.55-3.93 3.55-3.93 1.51 

4 10.5-11.5 10.5-11.5 10.3-11.3 10.3-11.3 1.41 

5 Channel 4 Channel 4 
11.5-12.5 11.4-12.4 1.30 repeated repeated 

The scanning rate of the AVHRR is 360 scans per minute. The analogue data 

output from the sensors is digitised on board the satellite. Each sample step 

corresponds to an angle of scanner rotation of 0.95 milliradians. At this sampling 

rate, there are 1362 samples per IFOV. A total of 2048 samples are obtained per 

channel per Earth scan, which span an angle of +/-55.37 degrees from the nadir 

(subpoint view). That means a swath width of 2400 km per image at a resolution of 

1.1 km at nadir. The IR channels are calibrated in-flight using a view of a stable 

blackbody and space as reference. No in-flight visible channel calibration is 

performed (although the space view is available as one reference point). 

4.6.3.2 DATA SOURCE 

The AVHRR images used for this study were provided by CREPAD (Centre for 

Reception, Processing, Archiving and Dissemination of Earth Observation Data 

and Products) in the Canary Islands. Gran Canaria (Canary Islands) hosts the 

Maspalomas satellite ground receiving station, which has a approximate coverage 

of 3300 km2 over all Spanish territories, a good part of the South Atlantic Ocean 

and the North-Western coast of Africa. 

The AVHRR images were selected using CREPAD's Internet browser facility 

(http://www.crepad.rcanaria.es) and a set of approximately 4 NOAA-14 AVHRR 

images per month with, minimum cloud coverage, was obtained from 1997 to 

2000. A total of 135 satellite images, each composed of 5 bands, was provided, 

already radiometrically corrected by CREPAD. 
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4.6.3.3 PROCESSING STEPS 

Preprocessing forms a preparatory phase that, in principle, improves image quality 

for later analyses that will extract information from the image. It is assumed that 

the preprocessing changes are beneficial, but it should be borne in mind that 

preprocessing might create artefacts that are not immediately obvious (Campbell, 

1996). 

The implementation of the data processing flow is generally a stepwise process 

that incrementally applies higher order processing in a logical and efficient 

manner. The sequence of steps followed in this study were; 

• Radiometric Calibration 

• Cloud Detection 

• Atmospheric Correction for Channels 4 and 5 

• Geometric Corrections 

• Compositing 

4.6.3.4 RADIOMETRIC CALIBRATION 

Although pre-launch calibration procedures have been quite extensive, it is not 

sufficient to rely on these calibration data alone to achieve the desired accuracy 

from AVHRR data, therefore, the instrument characteristics may not remain the 

same in orbit as they were before launch (Kidwell, 1998). Kidwell (1998) 

suggested that this degradation occurs primarily because the thermal environment 

varies with the satellite's position in orbit, causing the digital output to vary. 

Radiometric calibration was done by CREPAD following standard calibration 

procedures described by Kidwell (1998). Basically, AVHRR visible data values 

(Channels 1 and 2) were converted to albedos and AVHRR thermal data values 

(Channels 3 and 4, and 5) were converted to temperature values. Fig. 4.94 and 

Fig. 4.95 show an example of channels 1 and 2 while Fig. 4.96 and Fig. 4.97 show 

an example of channels 4 and 5 respectively, from the same image, that has been 

radiometrically corrected. 
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Fig. 4.94: Channel-1 AVHRR-14 image (06-08-
1999) radiometrically corrected (percent albedo). 

Fig. 4.96: Channel-4 AVHRR-14 image (06-08-
1999) radiometrically corrected (Kelvin degrees). 

4.6.3.5 CLOUD DETECTION 

Fig. 4.95: Channel-2 AVHRR-14 image (06-08-
1999) radiometrically corrected (percent albedo). 

Fig. 4.97: Channel-5 AVHRR-14 image (06-08-
1999) radiometrically corrected (Kelvin degrees). 

The accuracy of satellite observations of sea surface temperature is critically 

dependent upon the ability of satellite radiometers to view the sea surface 

unobstructed by clouds (Gutman, 1992). The atmosphere introduces errors in 

satellite measurements of SST through cloud cover, aerosols, water vapour, 

reflected sky and the presence of other gases, with clouds dominating the errors 

introduced (Simpson and Humphrey, 1990). Thin clouds and subpixel clouds 

(clouds smaller than the instrument's field of view, 1.1 km x 1.1 km at nadir for 
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AVHRR) are of most concern (Cracknell, 1997). Thin clouds include high cirrus 

and very low stratus clouds. In particular cirrus clouds are very much colder than 

the sea surface, even a few small cirrus clouds can add large errors to estimates 

of SST (Stewart, 1985). Subpixel clouds are usually cumulus or thin scattered 

clouds. Typically, trade wind cumulus are less than 1 km in diameter. 

There are several methods which can be used for retrieving cloud cover from 

NOAA-AVHRR images (Addink and Stein, 1999), but the simplest off all is to apply 

a constant radiance threshold value to each pixel in the image. This method is 

based on the assumption that clouds are significantly colder than the surface of 

the sea, hence, a threshold value is used to distinguish pixels from cloudy and 

clear areas. However, there is no reason to assume that the best results will be 

obtained with a common value of the threshold temperature for all times of day, for 

all seasons and for all geographical areas (Fran98 and Cracknell, 1995). In 

practise, a histogram of the whole area being study is used. The histogram can be 

expected to be bimodal with a clear separation between the colder clouds and 

warmer sea surface (Fig. 4.98). In ideal situations, the histogram method works 

satisfactorily. However, it will generally not work for clouds smaller than the pixel 

size, such trade wind cumulus or thin scattered clouds, as the pixel signal is then 

an average of cloud and sea temperatures, and may fall above the threshold. In 

this non-ideal condition (Fig. 4.99), a bimodal histogram is not clear making it 

difficult to select a threshold value. 
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Fig. 4.98: Histogram for Channel-4 AVHRR-14 
image (06-08-1999) generated with IDRISI32. 
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image (21-12-1999) generated with IDRISI32. 
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As the clouds in Tenerife were expected to be smaller than the AVHRR pixel size 

(1.1 km at nadir) due to the constant present of the Trade winds, this method was 

not adopted in this study. 

An alternative is to use the cloud-detection algorithms method of Saunders and 

Kriebel (1988). Cracknell (1997) considered this method as the best technique for 

cloud detection and elimination among other methods that have also proven useful 

(Gutman, 1992; Simpson and Humphrey, 1990). It is based on using five day-time 

or five night-time tests applied to each individual pixel to determine whether that 

pixel is cloud-free or not. The five tests are; 

1. thermal infrared threshold test (used on channel 5) 

2. local uniformity or spatial coherence test (used on channel 4) 

3. dynamic reflectance threshold test (used on channel 1 or 2) 

4. channel 2/channel 1 ratio test (used on channels 1 and 2) 

5. channel 4-channel 5 brightness temperature test (used on Channels 4 and 5) 

A pixel is only identified as cloud-free if it passes all five tests. Using the five tests 

in this way does lead to the possibility that some test will incorrectly identify some 

cloud-free pixels as cloud-contaminated, but this is the best way to ensure that no 

clOUd-contaminated pixels escape detection. For a detailed explanation of this 

method refer to Saunders (1986) and Saunders and Kriebel (1988). 

In this study, test 2 was omitted because of its poor performance in detecting 

cloudy pixels over coastal areas (Saunders, 1986; Cracknell, 1997). Test 5 was 

modified to make use of only channel 4 as proposed by Simpson and Humphrey 

(1990). Consequently, the sequence of steps to identify cloud-free pixels in this 

study was reduced to three of the original and one modified Saunders and Kriebel 

(1988) test, detailed as follows; 

Test I; Thermal infrared threshold test. 

This test, applied to channel 5, is a gross cloud check which rejects all pixels 

with brightness temperatures less than the threshold value of 10 °C as cloudy 

pixels 
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Test II; Dynamic reflectance threshold test. 

A large albedo on channel 2 can indicate the presence of clouds. If the albedo 

of a pixel exceeds 8% during the day, then the pixel is flagged as cloud 

contaminated. Channel 2 was used instead of channel 1 because channel 1's 

spectral response is unable to detect cirrus clouds (NOAA, 1985). 

Test III; Channel2lChannel1 ratio test. 

This test makes use of the ratio between the reflectance in the near-infrared 

reflectances (channel 2) and visible reflectances (channel 1). 

Eq.4.20 

The Q values from cloudy pixels are close to unity due to quite similar scattering 

effects of the reflectance for both channels. Over the sea R1 is much greater 

then R2. The threshold chosen for over the sea is Q>0.75 for cloud

contaminated pixels. 

Test IV; Minimum Channel 4 Temperature. 

If the channel 4 temperature is too low, it is assumed that cloud-top 

temperatures are been detected. Pixels with temperatures below 10°C are 

flagged as cloud contaminated. 

Each pixel must satisfy all the above criteria (pass all test) to be judged as cloud

free. The cloud detection model was written in ERDAS modelling language (Fig. 

4.100). This model was executed for each of the AVHRR images. The final output 

for each image was a Boolean image (cloud mask) with cloud-contaminated pixels 

and land areas flagged with a value of zero and cloud-free pixels flagged with a 

value of one (Fig. 4.101.). 
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Fig . 4.100: Outl ine of the algorithm applied to AVHRR image to detect cloud contaminated pixels (model 
developed in ERDAS). 

Fig. 4.101: Example of a cloud mask for an AVHRR-14 image (06-08-1999). 

4.6.3.6 ATMOSPHERIC CORRECTION FOR CHANNELS 4-5 

Various techniques have been proposed to correct for the atmospheric absorption 

of surface IR radiance, to produce accurate retrievals of SST. Anding and Kauth 
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(1970) found that the difference in measurements taken from two properly 

selected infrared channels is proportional to the amount of atmospheric correction 

required. Using differences in brightness temperatures, measured with an early 

satellite radiometer, Prabhakara et al. (1974) estimated SST with reasonable 

accuracy. In a recent review of techniques to derive SST from satellite IR 

measurements, Barton (1995) showed that differential absorption is exploited in all 

IR SST algorithms, and that there is a basic form for most algorithms, called split

window algorithms: 

SST = aT; + 9 (T,- 7j)+ c Eq.4.21 

where T, and 7j are brightness temperature measurements in channels i and j, a 

and c are constants and 9 is a function of the transmittance through the 

atmosphere from the surface to the satellite. 

McClain et al. (1985) developed algorithms for SST retrieval based on linear 

differences in brightness temperatures among AVHRR channels. This so-called 

multi-channel sea surface temperature (MCSST) algorithm assumed a constant g. 

The MCSST algorithm was NOAA's operational procedure for several years, and 

is written as: 

Eq.4.22 

where at and a2 are constants determined through a least-squares fit to in-situ 

data. T4 and Ts, are brightness temperatures as derived from channels 4 and 5 

and r is a weighting factor based on the knowledge of known absorption 

coefficients (Emery et al., 1994). In this form, the linear model has no correction 

for water vapour attenuation. At present, there are more than 500 linear algorithms 

in use by NOAA, ESA and other organisations (CREPAD pers. comm.). 

Subsequent improvements incorporated a correction for increased path lengths at 

larger satellite zenith angles (Cornillon et al., 1987). Other improvements in the 

atmospheric correction involved non-linear (NLSST) formulations, in which 9 was 
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proportional to the brightness temperatures, as in the CPSST cross-product SST 

(CPSST) algorithm described by Walton (1988) and Walton et al. (1990). At 

present, work is currently underway to determine the accuracy of the data using 

NLSST algorithm (Vazquez et al., 1998). This algorithm is still in experimental 

stages, and further validation needs to be done to use them in practical work. 

SST Algorithm for Canary Islands 

SST algorithms have been determined at global (McClain et al., 1985), regional 

(Shenoi, 1999) or local scales (Arbelo et al., 2000), each having specific use 

depending on the size of the study area. The main challenge in developing a 

global SST algorithm is to achieve relatively uniform performance throughout a 

wide range of atmospheric and oceanic conditions. However, when conditions 

deviate from the so called "typical" atmosphere and ocean conditions, errors arise 

in SST retrievals (Shenoi, 1999). Deviations from implicit conditions are, thus, 

more likely in a global algorithm than in a regionally-tuned algorithms (Arbelo et 

al., 1996). Emery and Yu (1997) demonstrated that the large-scale (>100 km) SST 

patterns remained the same irrespective of SST algorithm, while the absolute 

temperature magnitudes do not. In terms of absolute SST magnitude, the different 

algorithms can produce an error of 5 °C or more depending on the SST algorithm 

used (Llewellyn-Jones et al., 1984; Emery and Yu, 1997). Thus, it is not 

recommended to use global algorithms in regional studies that require absolute 

knowledge of the SST because a certain degradation of the results is expected 

(Cracknell, 1997). 

In areas such as the Canary Islands, use of global coefficients has been reported 

to be inadequate and inaccurate (Arbelo et al., 1996;). Moreover, when an 

algorithm has been designed to be used with data from the AVHRR instrument on 

board a specific NOAA satellite, if applied to data from another AVHRR sensor, 

the error can be as large as 2.3 oK (Czajkowski et al., 1998). This is because filter 

functions for AVHRR channels 4 and 5 change between sensors, in both spectral 

band width and sensitivity. Consequently, for accurate SST retrieval in this study, 

a local algorithm for the Canary Island was used. In addition, as AVHRR images 

on board NOAA-14 satellite were used, it was desirable to apply an algorithm 

specifically derived for this satellite. 
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There have been several algorithms developed for the Canary area. The firsts 

algorithms developed were simple split-window linear algorithms with the 

coefficients optimised using radiosounding profiles of air temperature and humidity 

carried out on site. The latest algorithms of this kind were developed by Ariz et al. 

(1998) and CREPAD (pers. comm.). The former made use of vertical profiles of 

several atmospheric parameters (such as humidity, temperature, ozone, carbon 

dioxide, etc.) measured by 30 atmospheric sensors launched from Tenerife. This 

information was used to estimate the values of the coefficient in the SST algorithm 

(Eq. 4.23) with a standard error of 0.2 OK. 

SST= 0.033+ T4 + 1.804 (T4-T5) 
Eq.4.23 

The split-window algorithm used by CREPAD was as presented by McClain 

(1985). The coefficients were tested and validated by the Canary Marine Sciences 

Institute (ICCM) in 1997-1998 with in situ readings from 4 marine buoys 

(Sounobouy Sized Databouys) equipped with sea temperature sensors at 1 m 

depth, atmospheric pressure and temperature. The algorithm was shown to 

perform well for the Canary area, therefore, it was used in its original form 

(CREPAD and ICCM pers. comm.): 

SST = -283.21 + 1.0346T4 + 2.5779 (T4 -T5) Eq.4.24 

Arbelo et al. (1996) presented an alternative approach to current algorithms, 

obtaining better results than previous algorithms. The new split-window method 

combined the information supplied by the TOVS (Tiros Operational Vertical 

Sounder) and AVHRR sensors onboard NOAA satellites. The coefficients A and B 

were determined as a function of the water vapour content (IN), which is calculated 

using the TOVS sensor. The T4 and T5 temperatures were supplied by the AVHRR 

system (Fig. 4.102). Combination of both sensors avoids the necessity of making 

radiosoundings and their associated problems. However, a drawback of this 

method is its complexity for use in multiple image processing due to the integration 

of information from two different sensors. 
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A=Ao+AtW 
B= Bo+ BtW+ B1Wl 

Fig. 4.102: Summary of the proposed method which combines TOVS and AVHRR data (redrawn from 
Arbelo et 81.,1996). The coefficients A and 8 of split-windows were calculated from results obtained by Coli 
and Caselles (1994). Ao=1.95, A1=0.33, 80=-0.21+0.4091 sece, 81=-0.0364+0.0888 seeS, 82=-
0.2219+0.0748 secO 

The latest state of the art SST algorithm for the Canary Islands region (used in this 

study) was developed by Arbelo et al. (2000). This algorithm, developed for 

AVHRR-NOAA14 images, takes into account not only the water vapour content as 

the linear algorithms, but a whole range of atmospheric gases (H20, CO2, 0 3, CO, 

CH4, N20, NO, N02, NH3, 02 and S02) and aerosols, as well as the satellite scan 

angle (0. This algorithm has been validated with field data, and its standard 

deviation is 0.4 oK (Arbelo pers. comm.). The split-window equation is: 

SST= 1.0186 T4 + 1.2348 (T4- T5) + 1.3178 (T4- Ts) (sec9 -1) - 4.4616 

where: 
SST = Sea Surface Temperature 
T .. = brightness temperature in channel 4 
T5 = brightness temperature in channel 5 
0= satellite scan angle 

Eq.4.25 

The satellite scan angle (0 was incorporated in the SST algorithm (Eq. 4.25) as a 

layer. This layer was created as follows (Arbelo pers. comm.). An AVHRR image is 

composed of 2046 pixels per line. The maximum scan angle for the AVHRR 

sensor is 55.37° to each side (Fig. 4.103), therefore, the scan angle per pixel can 
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be estimated by dividing the total scan 

angle (55.37°) by the number of pixels in 

half the scan line (1024), resulting in an 

angle increment of 0.054072265° per 

pixel. In other words, the first pixel 

starting from the left hand side of the 

image will have an angle of 55.37°, the 

following pixel will have a value of 55.37° 

- 0.054072265° = 55.31592773° and so 

on. At the nadir position, the angle will be 

zero degrees. From nadir position to the 

right hand side of the image, the angle 

NADIR 

..•...•. 
..•...•. 

.' 

.... . .... 
. ••.•... 

55.3~····· ... ... ··/~5.37 . ' 
.... ···Scan angle 

....•. 

.•..••.•. 
. ' .. ' .. ' .. ' 

1024 pixels 

SCAN PLANE (2048 pixels) 

Fig. 4.103: Scan angle. 
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will increase in the same way as explained before until it reaches the last pixel on 

the right, having a value of 55.37°. Fig. 4.104 shows the satellite scan angle layer 

created. This image is composed of 2048 columns and 1440 lines. However, the 

computation of sea surface temperature was restricted to a 45° scan angle on 

either side of the nadir so as to avoid pixels near the edges of the scan which are 

viewed highly obliquely. These pixels correspond to areas whereby the radiation 

travels through a very long atmospheric path to reach the satellite, and 

contamination by water vapour present in its field of view increases considerably 

with an increase in path length (Sasamal, 1999). Therefore, scan angles greater 

than 45° were masked (Fig. 4.105). 

Fig. 4.104: Satellite scan angle. Fig. 4.105: Modified satellite scan angle layer used 
in the SST algorithm CEq. 4.25). Scan angle greater 
than 45° were masked 
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A set of 135 SST images was created when the SST algorithm (Eq. 4.25) was 

applied to each of the cloud-free images. Fig. 4.106 and Fig. 4.107 show 

examples of two of these images. These images, besides providing information on 

sea surface temperature, also show some peculiar oceanographic features such 

as island-induced eddies, warm water tails and cold water filaments spread from 

the African coastal upwelling. 

> 
J .' 

. . '. f" . . ,. 
o or ~ .', .... . . , .;'" ;".. ., . .. 

Fig. 4.106: Example of SST image (06-08-1999) derived from AVHRR-NOAA 14. 
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Fig. 4.107: Example of SST image (23-08-1999) derived from AVHRR-NOAA14. 
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4.6.3.7 GEOMETRIC CORRECTIONS (REFERENCING AND RESAMPLlNG) 

The final processing step was the georeferencing of all images. Georeferencing 

involves precise transformation of the image from the sensor-based raw data to an 

earth surface-based projection. This is done by matching ground and image-based 

control points, then transforming and resampling the data to a map projection 

coordinate system (Campbell, 1996). Images were georeferenced to latitude

longitude. 

Due to the difficulty of obtaining good ground control points for AVHRR images, 

the georeferencing method used differ from that explained in Chapter 3 (Section 

3.5.2). The new method attempts to determine the exact position and attitude 

(orientation) of the satellite at the time when the radiation was received from the 

surface of the Earth, and hence produce a set of control points (CP). This involves 

knowing the parameters of the orbit of the satellite and also involves using the 

quite complicated spherical trigonometry of the system (refer to Cracknel, 1997 for 

a detailed explanation). A set of 280 CPs for each AVHRR image was provided by 

CREPAD (Fig. 4.108). Georeferencing was done in ERDAS IMAGINE software 

using the CP and following the methodology established by CREPAD. Polynomial 

geometric mode transformation (sixth order) using nearest neighbour interpolation 

methods to estimate the image intensity in each new pixel was applied to each 

image (CREPAD pers. comm.). Fig. 4.109 shows an example of a georeferenced 

AVHRR image (cloud free). 

Fig. 4.108: Example of a set of 280 CPs used for georeferencing AVHRR images. 
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Fig. 4.109: Example of a georeferenced SST image, 16-07-1999 (values are in DC). 

4.6.3.8 COMPOSITING AND SCORING 

All images were combined to generate a single composite map, which was then 

used to obtain average values of sea surface temperature (Fig. 4.110). This image 

was reclassified for aquaculture using the suitability scores shown in Table 4.34. 

Fig. 4.111 shows the average SST suitability map created. 

Table 4.34: Suitability scores of SST for aquaculture (values are in DC). 

~ Criterion 8 7 6 5 4 3 2 1 

SST 24-26 24-22 22-20 20-18 18-16 16-14 14-12 <12 
26-27 27-28 28-29 30-31 31-32 32-33 >33 
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Fig. 4.110: Average SST (values are in DC). 

Fig. 4.111: SST suitability map. 

4.7 VIEWSHED SUBMODEL 

Visual impacts have a high aesthetic component which can be culturally biased, 

but they also derive from poor design, inattention, and large-scale physical 

alterations to land (Institute of Environmental Assessment and The Landscape 

Institute, 1995). Scenic landscapes and other natural attractions provide the basis 
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for tourism in Tenerife and their value in the region to the tourism industry must be 

fully appreciated. Unlike less obvious impacts such as changes in water quality, 

visual impact have a direct, immediate, visible effect upon people's surroundings, 

and therefore may arouse strong feelings. They may also be used by the public as 

a focus for a variety of other concerns about the impact of marine fish cage 

farming development (Beveridge, 1996). The author referred to visual impacts as 

one of the most important causes of public concern about cage farm 

developments in Scotland, Ireland, Chile and North America. Therefore, it is 

essential that assessment of the visual impacts of a proposed fish cage site is 

carried out in as measured and controlled a way as possible. This will involve not 

only careful prediction of the nature and scale of potential changes, but also 

assessment of the significance of those changes. 

Visual impacts are related to changes in available views and the effects of those 

changes on people. Hence, according to Institute of Environmental Assessment 

and The Landscape Institute (1995), visual impact assessment is concerned with; 

• the direct impacts of the development upon views through intrusion or 

obstruction, 

• the reaction of viewers who may be affected, 

• and, the overall impact on visual amenity, which can range from degradation 

through to enhancement. 

The assessment of the visual impacts is commonly called viewshed analysis and 

is nowadays is a common GIS function. Viewshed analysis, based on intervisibility 

on a digital elevation model (OEM), is a GIS function that identifies all areas on a 

terrain surface that are visible from a pre-defined observation point (Lee and 

Stucky, 1998). The result of a classical viewshed operation within a raster GIS is a 

Boolean visibility map, a cell is either classified as visible or invisible (Nackaerts at 

al., 1999). 

A wide variety of applications using visibility information have been described in 

literature. These include civil engineering, orientation, navigation (Nagy, 1994), 

visual impacts analysis (Kent, 1986; Hadrian at al., 1988), siting optimisation (de 

Floriani at al., 1994) and other intervisibility studies (Wheathly, 1995). 
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The viewshed analysis in IDRISI32 was made by using the module VIEWSHED. 

This module calculates all cells directly in view of a set of target cells specified on 

a separate image. To do so, VIEWSHED extends visual rays in all directions and 

traces lines of sight to the height of cells to determine whether or not they are in 

view. The two criteria used for estimating visibility of potential fish farm sites, and 

hence their suitability, were; (1) visibility from important tourist resources, and (2) 

visibility from beaches. 

The visibility from tourist resources (buildings) was calculated as follows. First, the 

most important tourist resources were identified (Fig. 4.112). For these 15 sites, 

building distribution was obtained from Fig. 4.113. The module VIEWSHED was 

then used in combination with the DEM for Tenerife (Fig. 4.79) to calculate the 

visibility of potential farm sites in the vicinity of these tourist resources. This 

module takes into account the altitude at which every building is placed. The 

building distribution, obtained as a vector file from CD-Map (1999), was imported 

into IDRISI32 and later georeferenced using the module RESAMPLE (Fig. 4.113). 

The visibility distance was set to 2 kilometres because cages are flat, small and 

not very visible structures. 

Fig. 4.112: Main tourism resources in Tenerife. Fig. 4.113: Building distribution in Tenerife. 

Fig. 4.114 shows the visibility map from tourist resources created and Fig. 4.115 

the visibility from tourist resources suitability map. Suitability scores assigned were 
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a value of one (totally-unsuitable) for visible areas, and eight (very-suitable) for not 

visible areas. 

Fig. 4.114: Visibility from tourist resources model. Fig. 4.115: Visibil ity from tourist resources 
suitability map 

Visibil ity from beaches was calculated by setting distance threshold values at sea 

level to designate if a cage would be visible from a beach (scored to value 1; 

totally-unsuitable) or is not visible (scored to value 8; very-suitable). Values were 

different for beaches classified as important and for those classified as not 

important. The beach importance classification followed is as proposed in section 

4.1. 

The module DISTANCE was used to calculate the distance from each beach 

group, and later reclassified using the distance threshold values shown in Table 

4.35. Threshold values are bigger for beaches catalogued as important to 

minimise the visual impact. On the other hand, threshold values for less important 

beaches is smaller as visual impact is of lesser concern. Fig. 4.116 shows the 

resulting beach viewshed suitability map. 
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Table 4.35: Distance threshold values (m) used for each beach group. 

~e Criteria 
1 8 

Distance Beach-1 2500 > 2500 

Distance Beach-2 2000 >2000 

Distance Beach-3 1500 > 1500 

Distance Beach-4 1000 > 1000 

Fig. 4.116: Beach viewshed suitability map. 

4.8 CONSTRAINTS SUBMODEL 

Constraints are criteria which serve to limit the alternatives under consideration 

(Eastman, 1993), and are represented as Boolean map (images containing either 

one or zero). Five constrains were identified in this study: (1) seagrass meadows, 

(2) sewage pipes, (3) ports (inside and proximity), (4) windsurfing in EI Medano, 

and (5) proximity to industrial areas. 

4.8.1 Seagrass Meadows 

Seagrasses are key ecosystems because they are important contributors to 

biological productivity. They provide habitats for many marine organisms, while 

acting as traps for sediment, and as buffers against wave action (Reyes et al., 

1995). Seagrasses (Fig. 4.11 7) differ from seaweeds in being vascular flowering 
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plants and possessing a system of roots (Larkum et 

al .. 1989). They occur in shallow waters over soft 

sediments worldwide. from cool temperate climates 

to the tropics. The distance to which seagrasses 

extend out from the shoreline is normally determined 

by the slope of the seafloor. If suitable sediment is 

present. the seagrasses wi ll extend to the depth at 

which the annual light flux is just sufficient to support 

a positive balance of photosynthesis over respiration. 

However. various conditions may interact with depth 

in governing light penetration. If the water becomes 

turbid with suspended si lt or mud, possibly as a 

Fig. 4.117: Seagrass (Cymodocea 
nodosa). 

result of a construction project. light penetration will be reduced and the depth 

range of seagrasses will decrease. If high nutrient conditions. such as may be 

caused by sewage discharges, cause a heavy growth of epiphytic algae on the 

seagrasses or a dense bloom of phytoplankton in the water column, the amount of 

light reaching the leaves will be reduced. If silt or phytoplankton settles on 

seagrass leaves, the amount of light reaching the leaves will be further reduced 

(Mann. 2000). 

The most common and abundant seagrass species in Tenerife is Cymodocea 

nodosa (Alfonso-Carrillo and Gil-Rodriguez, 1980) which forms monospecific 

submarine meadows or populations mixed with the green alga Caulerpa prelifera. 

Cymodocea nodosa is generally established in shallow areas of reduced water 

activity to about 35 m depth. The northern coast of the island is influenced by the 

Trade Winds coming from the northeast, leading to high water activity, with strong 

currents and frequent swell period. These high hydrodynamics, as well as the 

rocky nature of the shallow bottom, prevent the establishment of Cymodocea 

nodosa meadows. On the other hand. the southern coast is partially protected 

from the action of the predominant winds and their shallow submarine bottom 

shows extensive areas with sandy-muddy substrate that permit the development 

of these meadows (Reyes et al .• 1995). 

CMpter 4: D.t.bas. Generation and Manipulation - _______ ------__ 197 



Seagrasses are very sensitive to anthropogenic disturbances and have a very low 

recovery capacity. Decline of seagrass due to anthropogenic activities have been 

repeatedly documented (Ardizzone and Pelusi, 1984; Sanchez-Lizaso et al., 1990) 

and thus is now a major concern in the conservation and management of marine 

coastal ecosystems (Mann, 2000). Although most of this loss has been attributed 

to human activities, such as industrial and domestic effluents and shore-line 

constructions (Shepherd et al., 1989; Short et al., 1995), effluents from cage fish 

farming might also have a negative effect on seagrasses meadows (Delgado et 

al., 1997). 

Fish farming induces high organic and nutrient loading into the surroundings 

(Beveridge, 1996). A significant fraction of the organic input (uneaten feed and 

faeces) accumulates in the sediment under and near by the cages, therefore 

degrading the benthic macrophyte communities, especially seagrass meadows 

(Casabianca et al., 1997; Mendez et al., 1997). Moreover, seagrass degradation 

have been reported long after fish farming activity was interrupted (Delgado et al., 

1999). Although organic enrichment seems to be the immediate cause of seagrass 

decline (Terrados et al., 1999), the mechanisms involved in this decline appear to 

be relatively complex (Delgado et al., 1999). Part of the organic matter derived 

from the cages becomes mineralised in the water, and thereby releases nutrients. 

These nutrients enhance phytoplankton, epiphyte and macroalgal growth which in 

turn reduces the light available to seagrass (Arzul et al., 1996). A decrease in 

shoot density and biomass has been reported as a common response of seagrass 

to natural or artificial light reduction (Dennison and Alberts, 1982; Bulthuis, 1983). 

A significant fraction of the organic matter input is also incorporated into the 

sediment, and mineralised there. Under these conditions, anoxia prevails and 

sulphide compounds are formed due to the anaerobic oxidation of the organic 

material. Accumulation of reduced compounds have toxic effects on seagrasses 

(Carlson et al., 1994). Another effect of sediment hypoxia is that all the oxygen 

requirements of the below-ground organisms have to be met by oxygen transport 

from the leaves (Smith et al., 1984). Oxygen deficit increases the periods of root 

hypoxia, which can interfere with N metabolism (Romero et al., 1998), and hence 

with seagrass growth and vitality. In light of these considerations, extreme caution 
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in management decisions are needed if seagrass ecosystems are to be 

conserved. 

The location of the seagrass areas in Tenerife was obtained from Marin and 

Luengo (1998). This map was scanned and imported to the GIS software as 

bitmap. Finally, the map was georeferenced using the module RESAMPLE within 

IDRISI32 and the data was on-screen digitised. The seagrass meadows layer was 

reclassified as a constraint (value of zero) where no fish farm can be sited. In 

addition, as wastes from fish cages 

are dispersed in adjacent areas 

(Perez et a/., 2002), a 300 metre 

buffer zone from seagrass 

meadows was establ ished, and 

also classified as constraint. Fig. 

4.118 shows the seagrass 

constraint layer created, illustrating 

the distribution of the meadows 

and the 300 metres buffer zone. 

4.8.2 Sewage Pipes 

Fig. 4.118: Sea grass constraint layer (meadows + 300m 
buffer zone). 

Sewage pipes are a constraint because they make use of the same seabed space 

that cages need for mooring. In addition, because the anchor chain of a mooring 

system is a moving component (and sometimes the anchor itself) a 200 metres 

security buffer zone was set up to avoid damage to the sewage pipes. The 

location (Fig. 4.57), length and orientation of all sewage pipelines are known. The 

module DISTANCE was used to calculate distances from each pipe, which were 

later reclassified (RECLASS module) to establish a 200 metre buffer zone. Fig. 

4.119 shows the sewage pipe constraint layer created. 
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Fig. 4.119: Sewage pipelines constraint layer (pipelines + 200 m buffer zone). 

4.8.3 Ports 

The port constraint layer takes into account the enclosed areas of ports as well as 

a buffer zone outside the port, which can not be used for siting cages to avoid 

interference with navigation. The location of each port is shown in Fig. 4.6. The 

module DISTANCE was used to measure distances from ports, which were later 

reclassified (RECLASS module) using distance threshold values for each port 

category (fishing refuges and piers; section 4.3). Buffer zones for fishing refuges 

(400 m) were greater than for piers (200 m) because the former have higher boat 

traffic, both in terms of numbers and sizes of boats. Fig. 4.120 shows the port 

constraint layer created. 

Fig. 4.120: Ports constraint layer. 
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4.8.4 Windsurfing in EI Medano 

The importance of EI Medano as a windsurfing location in Tenerife has already 

been highlighted. This area is part of the Windsurfing World Cup competition 

(waves, slalom and course racing Grand Slam categories), and also a very 

popular spot for tourists visiting the island. Hence, it was considered as a 

constraint (Fig. 4.121). 

Fig. 4.121: Windsurfing in EI Medano constraint layer. 

4.8.5 Proximity to Industrial Areas 

The most important industrial sectors in Tenerife are the food industry, electric 

power production, construction, tobacco and various sectors which cover internal 

demand. Fig. 4.122 shows the two industrial areas on the island. At present, none 

of the industries discharge any known substances that can present a threat for 

cage culture. Nevertheless, to prevent potential industrial developments that may 

discharge pollutants, a constraint buffer zone was set up from these industrial 

areas. The buffer zone for the Guimar industrial area was set to 500 m, whereas 

the buffer zone for the Granadilla industrial area was of 1000 m. These differences 

are due to the nature of the industries, and hence the potential hazardousness, 

allocated to each area. Industries in the Guimar area are small sized operations, 

mainly orientated to various sectors that cover internal demand. On the other 

hand, the industries located on Granadilla are bigger in size and dedicated to 
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construction and electrical power production. This area also has higher boat traffic 

which supplies some of the industries. Fig. 4.123 shows the constraint layer 

created. 

Fig. 4.122: Industrial areas. Fig. 4.123: Proximity to industrial areas constraint 
layer. 
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Chapter 5 

GIS Modelling 

5.1 GIS·BASED MODELS 

Following creation of the GIS database and the necessary pre-processing of data, 

this section integrates these layers and submodels to provide an overall 

assessment of the opportunities for developing marine fish cage farming in 

Tenerife. 

5.1.1 Beach Submodel 

Once the most important beaches were identified (section 4.1), a subsequent 

classification focused on grouping these 79 beaches into four groups of 

importance, by using Multi-Criteria Evaluation (MCE). This submodel was 

designed to determine how important each beach is, and therefore, how suitable it 

will be to develop cage aquaculture in its proximity. For each beach, five criteria 

were selected to assess its importance; beach length, beach width, beach 

composition, rate of occupation (how much the beach is used by people) and rate 

of urbanisation (degree of infrastructure around the beach site). Table 5.1 shows 

the threshold values used for assigning the standardized criterion scores for each 

criteria. Basically, beaches that were short in length and width, with a low rate of 

occupation and urbanisation, and composition other than sand, scored as least 

important, and therefore, more suitable for aquaculture development in their 

proximities. 
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Table 5.1: Threshold values used for classification of beaches. 

Beach-4 Beach-3 Beach-2 Beach-1 

Length < 300 m 300-600 m 601-900 m > 900 m 

Width < 15 m 15-30 m 31-45 m > 45 m 

Composition Others Sand+ gravel 
Sand+ gravel Sand + cobble 

Rate of Occupation Low Medium High 

Rate of urbanisation Virgin Rustic Semi-urban Urban 

The five criteria were scored and then their relative weights were calculated using 

the pairwise matrix shown in Table 5.2. The consistency ratio (CR) was less than 

0.1, and hence, acceptable. 

Table 5.2: Pairwise comparisons matrix used in classification of beaches. 

Length 

Width 

Composition 

Occupation 

Urbanisation 

Length 

1 

1/2 

5 

7 

7 
CR=O.06 

Width Composition Occupation Urbanisation 

1 

5 1 

9 5 1 

9 5 1 1 

Calculated weights were used in a MCE to combine the 5 criteria (Fig . 5.1). The 

output from this operation was a map with beaches classified from 1 (very 

important) to 4 (least important) depending on their degree of importance. 

I 
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Fig. 5.1: Beaches MCE model showing the criteria used and calculated weights. 

In a further manipulation, distances were measured from each of the four groups 

of beaches (DISTANCE module), and were reclassified (RECLASS) according to 

the distance threshold values shown in Table 5.3. Distances from beaches tagged 

as "very importane are greater than for those tagged as "least important". 

Table 5.3: Distance threshold values (m) used for each beach group. 

Suitability 1 2 3 4 5 6 7 8 Scores 
Distance 

<500 500- 1000- 1500- 1750- 2000- 2250- >2500 Beach-1 1000 1500 1750 2000 2250 2500 
Distance <500 500-750 

750- 1000- 1100- 1300- 1450-
>1600 Beach-2 1000 1150 1300 1450 1600 

Distance <300 300-450 450-600 600-750 750-900 900- 1150- >1300 Beach-3 1150 1300 
Distance <300 300-400 400-500 500-600 600-700 700-800 800-900 >900 Beach-4 

These four images were overlaid using the Minimum option, where the output 

pixels represent the minimum of those in corresponding positions on the other 

images. Fig. 5.2 shows the beach submodel suitabil ity map, where areas close to 

beaches were scored low (less suitable for developing cage culture) and areas 

away from beaches scored high (most suitable for developing cage culture). 
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Fig. 5.2: Beach submodel suitability map. 

5.1.2 Fishing Submodel 

Weights of importance for each of the three criteria forming this submodel, 

fingerl ing accumulation (Fig. 4.3), pelagic fish accumulation (Fig. 4.4) and rocky 

platforms (Fig. 4.5), were calculated using the pairwise matrix shown in Table 5.4. 

The consistency ratio (CR) was less than 0.1, therefore, acceptable. 

Table 5.4: Pairwise comparisons matrix for fishing submodel. 

Fingerling accumulation 

Pelagic accumulation 

Rocky platforms 

Fingerling 
accumulation 

1 

1/2 

1/9 
CR=O.01 

Pelagic 
accumulation 

1 

1/6 

Rocky 
platforms 

1 
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Calculated weights were used in a MCE 

to combine the criteria as shown in Fig. 

5.3. The output from this operation, 

shown in Fig. 5.4, was the fishing 

submodel suitabi lity map. 

0.6056 0.3333 0.0611 

Fig. 5.3: Fishing MCE model showing the criteria 
used and calculated weights. 

Fig. 5.4: Fishing submodel suitability map. 
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5.1.3 Infrastructure Submodel 

The two criteria forming this submodel, ports (Fig. 4.7) 

and freezing Industry (Fig. 4.8), were combined using 

MCE as shown in Fig. 5.5. Weights of importance for 

these criteria were not calculated using a pairwise 

comparison matrix as this method can only be used 

when there are more than three criteria. Hence, weight 

values were estimated as shown. Greater importance 

was given to ports than to the freezing industry. The 

infrastructure submodel suitability map is shown in Fig. 

5.6. 

Frrezing 7r:::7p rts 

lndu~ ~ 

0.1 0.9 

Fig. 5.5: Infrastructure MCE 
model showing the criteria 
used and estimated weights. 

Fig. 5.6: Infrastructure submodel suitability map. 
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5.1.4 Marine Environment Submodel 

Weights of importance for each of the five criteria forming this submodel , waves 

short term (Fig . 4.28, Fig. 4.30 and Fig . 4.32), waves long term (Fig . 4.29, Fig . 

4.31 and Fig . 4.33), bathymetry (Fig . 4.37 and Fig. 4.39), seabed slope (Fig. 4.41) 

and currents (Fig. 4.47), were calculated using a pairwise matrix for each of the 

three cage systems selected (Corelsa®, OceanSpar® and SeaStation®), and 

shown in Table 5.5, Table 5.6 and Table 5.7. The consistency ratios (CR) were 

smaller than 0.1, therefore, acceptable. 

Table 5.5: Pairwise comparisons matrix for the marine environment submodel and Corelsa® cage system. 

Bathymetry 

Seabed Slope 

Currents 

Waves short 
term 
Waves long 
term 

Bathymetry 

1 

1/2 

3 

2 

4 

CR= 0.02 

Seabed 
Slope 

1 

4 

2 

4 

Currents 

1 

1/2 

2 

Waves 
short term 

1 

2 

Waves long 
term 

1 

Table 5.6: Pairwise comparisons matrix for the marine environment submodel and OceanSpar® cage system. 

Bathymetry 

Seabed Slope 

Currents 

Waves short 
term 
Waves long 
term 

Bathymetry 

1 

1/2 

2 

2 

3 

CR=0.03 
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Seabed 
Slope 

1 

2 

2 

3 

Currents 

1 

1/2 

2 

Waves 
short term 

1 

2 

Waves long 
term 

1 
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Table 5.7: Pairwise comparisons matrix for the marine environment submodel and SeaStation® cage system. 

Bathymetry 

Seabed Slope 

Currents 

Waves short 
term 
Waves long 
term 

Bathymetry 

1 

1/2 

2 

2 

2 

CR- O.01 

Seabed 
Slope 

1 

2 

2 

2 

Currents 

1 

1 

1 

Waves 
short term 

1 

1 

Waves long 
term 

1 

Calculated weights for each cage system (Table 5.8) were used in a MCE to 

combine the criteria. The output from this operation was the marine environment 

suitability map for each cage system, and shown in Fig. 5.7, Fig. 5.8 and Fig. 5.9. 

Table 5.8: Calculated criteria weights for each cage system. 

Corelsa® Ocean Spar® SeaStation® 

Weights Weights Weights 

Bathymetry 0.1017 0.1257 0.1458 

Seabed Slope 0.0729 0.0949 0.1097 

Currents 0.2739 0.2376 0.2482 

Waves short term 0.1659 0.1795 0.2482 

Waves long term 0.3855 0.3623 0.2482 
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Fig. 5.7: Marine environment submodel for Corelsa® cage system. 
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Fig. 5.8: Marine environment submodel for OceanSpar® cage system. 
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Fig. 5.9: Marine environment submodeJ for SeaStation® cage system. 

5.1.5 Nautical Sports Submodel 

Weights of importance for each of the six criteria forming this submodel, scuba

diving (Fig. 4.49), scuba-diving in particular marine habitats (Fig. 4.50), 

shipwrecked boats (Fig. 4.51), spearfishing (Fig. 4.52), windsurfing (Fig. 4.53) and 

near-shore sailing (Fig. 4.54), were calculated using the pairwise matrix shown in 

Table 5.9. The consistency ratio (CR) was smaller than 0.1, therefore, acceptable. 
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Table 5.9: Pairwise comparisons matrix for nautical sports submodel. 

Scuba-diving 
Scuba-diving in particular 
marine habitats 

Shipwrecked boats 

Spearfishing 

Windsurfing 

Near-shore sailing 

OJ 
C .s: 
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ca .c 
:l 
u 
en 
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1/3 

1/2 

1/5 
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1/3 
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Calculated weights were used in a MCE, Fig. 5.10, to combine the 6 criteria. The 

output from this operation was the nautical-sport suitability map shown in Fig. 

5.11. 

Nautical 
Spons 

Fig. 5.10: Nautical sports MCE model showing the criteria used and calculated weights. 
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Fig. 5.11 : Nautical sport submodel suitability map. Note the black colour in the map (zero value), this area 
corresponds to the windsurfing spot in EI Medano and was set as a constraint because it important for this 
sport (section 4.5.2). 

5.1.6 Water Quality Submodel 

Weights of importance for each of the three criteria forming this submodel, sewage 

(Fig. 4.60), suspended solids (Fig. 4.91) and sea temperature (Fig. 4.112), were 

calculated using the pairwise matrix shown in Table 5.10. The consistency ratio 

(CR) was less than 0.1 , therefore, acceptable. 

Table 5.10: Pairwise comparisons matrix for water quality submodel. 

Sewage Temperature Suspended solids 

Sewage 

Temperature 

Suspended solids 
-CR- 0.00 

1 

1/2 

1/2 

1 

1 1 
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Calculated weights were used in a MCE to 

combine the criteria as shown in Fig. 5.12. 

The output from this operation was the water 

quality suitability map shown in Fig. 5.13. 

/ ~age }u~-};rni Solids 

0.5 0.25 0.25 

Fig. 5.12: Water quality MCE submodel showing 
the criteria used and calculated weights. 

Fig. 5.13: Water quality suitability map. 
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5.1.7 Viewshed Submodel 

The two criteria forming this submodel, building and beach viewshed suitability 

maps (Fig. 4.116 and Fig. 4.117 respectively), were overlaid using the Minimum 

option. The output pixels represent the minimum of those in each location. Fig. 

5.14 shows the overall viewshed suitability map, where marine areas visible from 

beaches and tourist resources were scored low (totally-unsuitable) and areas 

away scored high (very-suitable). 

Fig. 5.14: Viewshed model (tourist resources + beaches) suitability map. 

5.1.8 Constraint Layer 

The five constraint layers created, seagrass meadows (Fig. 4.119), sewage pipes 

(Fig. 4.120), ports (Fig. 4.121), windsurfing in EI Medano (Fig. 4.122) and 

proximity to industrial areas (Fig. 4.124), were overlaid to generate a single 
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Boolean constraint layer as shown in Fig. 5.15. The constraints have a value of 

zero and occupy an area of approximately 78.5 km2
. 

Fig. 5.15: Constraints layer. 

5.1.8 Final Output 

Finally, the eight submodels assembled to identify the most suitable areas for 

marine cage culture in Tenerife were combined using a further MCE. Weights of 

importance for each of the seven criteria submodels, beach (Fig. 5.2), fisheries 

(Fig. 5.1), infrastructure (Fig. 5.6), marine environment (Fig. 5.7, Fig. 5.8 and Fig. 

5.9), nautical sports (Fig. 5.11), water quality (Fig. 5.12) and viewshed (Fig. 5.14), 

were calculated using a pairwise matrix for each of the three cage systems 

selected (Corelsa®, OceanSpar® and SeaStation®) as shown in Table 5.11, Table 

5.12 and Table 5.13. The consistency ratios (CR) for all the pairwise comparisons 
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were less than 0.1. and therefore. acceptable. The constraint layer was 

incorporated in the final stage of the MCE. 

Beach 

Fisheries 

I nfrastructu re 

Marine Env. 

Nautical Sports 

Water Quality 

Viewshed 

Beach 

Fisheries 

I nfrastructu re 

Marine Env. 

Nautical Sports 

Water Quality 

Viewshed 
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Table 5.11 : Pairwise comparison matrix for Corelsa® cages. 
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Table 5.12: Pairwise comparison matrix for SeaSpar® cages. 
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Beach 

Fisheries 

Infrastructure 

Marine Env, 

Nautical Sports 

Water Quality 

Viewshed 

Table 5.13: Pairwise comparison matrix for SeaStation® cages. 
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Calculated weights for each cage system (Table 5.14) were used in a MCE to 

combine the criteria together with the constraint layer (Fig. 5.15). The output from 

this operation provided an overall suitability map for each cage system, shown in 

Fig . 5.16, Fig . 5.18 and Fig. 5.20. To focus on the areas of maximum interest for 

development of cage systems, these images were masked to exclude water 

depths in excess of 50 m (Fig. 5.17, Fig . 5.19 and Fig. 5.21). This is because 

mooring systems become very complex to install and manage in deep water 

(Meyer pers. comm.). 

Table 5.14: Ranks and calculated weights for each cage system. 

Corelsa® OceanSpar® SeaStation® 

Rank Weight Rank Weight Rank Weight 

Beach 4 0.1327 3 0.1541 3 0.1586 
Fisheries 6 0.0400 6 0.0476 6 0.0554 
I nfrastru ctu re 2 0.2249 2 0.2359 1 0.2423 
Marine Env, 1 0.3565 1 0.2815 2 0.2423 

Nautical Sports 7 0.0339 7 0.0415 7 0.0499 
Water Quality 5 0.0712 5 0.0853 5 0.0929 
Viewshed 3 0.1408 4 0.1541 4 0.1586 
Based on the pairwise comparisons matrix 
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Fig. 5.16: Overall suitability map for siting Corelsa® fish cages in Tenerife. 

Unhs(ml 

10000.00 

Fig. 5.17: Overall suitability map, masked to depths of 50 m, for siting Corelsa8 fish cages in Tenerife. 
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Fig. 5.18: Overall suitability map for siting SeaSpar® fish cages in Tenerife. 

Unl nll 

10000.00 

Fig. 5.19: Overall suitability map, masked to depths of 50 m, for siting SeaSpare fish cages in Tenerife. 

222 



Gil CD 

Fig. 5.20: Overall suitability map for siting SeaStationll'l fish cages in Tenerife. 

rid (J)HOlth 

Unl .. nl 

10000.00 

Fig. 5.21: Overall suitability map, masked to depths of 50 m, for siting SeaStati fish cages in Tenerife. 
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5.2 COMPARISON OF MODEL OUTPUTS 

Table 5.15 shows the area in km2 for each suitability score from the overall 

suitability maps of Fig. 5.16, Fig . 5.18 and Fig. 5.20, while Table 5.16 shows the 

area for each suitability score from the overall suitability maps masked to 50 m of 

Fig. 5.17, Fig. 5.19 and Fig. 5.21. 

Table 5.15: Area , in km2
, for each suitability score from the overall suitability map for each fish cage systems. 

Suitability 
1 2 3 4 5 6 7 8 Scores 

Corelsa® 0 0.08 24.44 113.42 2017.13 1429.51 22.48 0.51 

OceanSpar® 0 0.03 19.87 103.28 1855.87 1602.33 25.68 0.51 

SeaStation® 0 0.01 17.70 89.66 1717.30 1735.86 45.55 1.49 

Table 5.16: Area, in km2
, for each suitability score from the overall suitability map, masked to depths of 50 m, 

for each fish cage systems. 

Suitability 1 2 3 4 5 6 7 8 
Scores 

Corelsa® 0 0.08 20.27 62.91 107.58 31.33 5.37 0.51 

OceanSpar® 0 0.03 16.53 61.51 100.95 40.51 8.02 0.51 

SeaStation® 0 0.01 14.45 57.95 94.31 50.55 9.33 1.45 

As expected, these tables suggest that the SeaStation® cage systems is the one 

which can be used over a broader area, followed by the OceanSpar® and 

Corelsa® systems respectively. These differences mainly arise from the tolerance 

of these systems to the sea state (waves, both long and short-term). Most of the 

variation was located among the intermediate suitability scores, whereas very low 

(1,2) or very high (8) scores did not show big differences between cage systems. 

To quantitatively assess the area difference for siting cages in Tenerife between 

the different cage systems selected, the Kappa Index of Agreement was 

calculated. The Kappa index, also know as KHAT, measures the association 

between two images having exactly the same number of categories. The output 

from this index ranges from 0.0 indicating no correlation to 1.0 indicating perfect 
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positively correlation, and -1.0 indicating a perfect inverse correlation. This index 

was calculated for all the possible combinations of the three final output images 

(Fig . 5.17, Fig . 5.19 and Fig. 5.21) . The three possible different combinations and 

their Kappa values are shown in Table 5.17. The module ERRMAT, which 

calculates the Kappa index only with cells having non-zero value, was used for this 

task. 

Table 5.17: Kappa index of agreement between the overall suitability maps, masked to depths of 50 m, for 
each fish cage system. 

Corelsa® OceanSpar® Station® 

Corelsa® 1 

I 
OceanSpar® 0.82 1 

SeaStation® 0.66 0.84 1 

The calculated Kappa indices confirm the differences between the cage systems 

which had previously been highlighted. The biggest differences among the 

selected cage systems are between the Corelsa® and SeaStation® systems, 

followed by the Corelsa® and OceanSpar® cages, and the least between the 

OceanSpar® and SeaStation® cages. As pOinted out before, these differences are 

mainly due to the wave tolerance of each system, with the SeaStation® system 

being with most tolerant and Corelsa® the least. 

Table 5.17 gives a quantitative indication of the variation (change in area) between 

the model outputs for the three cage systems. However, it did not give any 

indication of the location where the changes occurred. In other words, it does not 

provide a qualitative indication of the changes. To examine this further, a cross

classification by combination of two images between all the possible combinations 

of the three final output images (Fig. 5.17, Fig. 5.19 and Fig . 5.21) was used to 

create a new image that shows the locations of change of all combinations of the 

categories in the original images as shown in Fig. 5.22, Fig. 5.23 and Fig . 5.24. 

The legend produced shows these combinations, with the left hand categories 

referring to the first image and those on the right referring to the second image. 

The module CROSSTAB was used for this task. 
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Fig. 5.22: Cross-classification between Corelsa® and OceanSpar® suitability maps, masked to depths of 50 m. 
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Fig. 5.23: Cross-classification between Corelsae and SeaStation® suitability maps, masked to depths of 50 m. 
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Fig. 5.24: Cross-classification between OceanSpa.-s and SeaStation® suitability maps, masked to depths of 
50m. 

In all the figures (Fig. 5.22, Fig. 5.23 and Fig. 5.24) the area with most changes 

was located on the N and NNW of the island. Again, this fact is associated with 

wave exposure, being higher in the north than in the south, and the capacity of 

each cage system to tolerate various sea stages. 

Table 5.18 shows the area (in km2
) of the cross-classification images (Fig. 5.22, 

Fig. 5.23 and Fig. 5.24) for each of the categories, and the sum of the variation for 

each cross-classification image (row sum) as well as the sum of the variation for 

each category for the three images (column sum). As previously indicated (Table 

5.17) Corelsa® versus SeaStation® systems showed the biggest differences in 

suitable area, followed by Corelsa® versus OceanSpar® and OceanSpar® versus 

SeaStation® with 47% and 53% less variability respectively. Again, low and high 

suitability scores had the smallest variability. On the other hand, intermediate 

scores had the highest variability, and the changes between scores five and six (5 

16) and four and five (415) respectively had the highest change of all. 
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Table 5.18: Area, in km2
, for the cross-classification between Corelsa®, OceanSpar® and SeaStation® 

outputs, masked to depths of 50 m. 

CROSS-
213 413 314 514 415 615 516 716 617 718 L I CLASSIFICATION 

Corelsa0 1 
0.06 0.11 3.91 1.62 6.82 0.76 12.59 0 2.64 0 28.51 OceanSpar0 

CorelsaQ!) I 
0.07 0.13 6.02 1.95 12.80 1.31 25.43 0.04 4.93 0.93 53.61 

SeaStation0 
Ocean SparQ9 I 

0.01 0.02 2.11 0.34 5.99 0.55 12.84 0.04 2.28 0.93 25.12 
SeaStation0 

L 0.14 0.26 12.03 3.91 25.61 2.62 50.85 0.07 9.86 1.87 

5.3 WEIGHT VERIFICATION 

Throughout the model development, the weights applied to criteria were based 

solely upon the author's interpretation and understanding of the task at hand (Fig. 

5.25). However, spatial decision tasks typically involve several interest groups or 

decision-makers (Malczewski, 1999). Weights assigned to each criteria by 

different interest groups reflect different points of view, perceptions and often 

conflicting interests in the decision-making process. Consequently, the role of the 

weight verification analysis is to establish a consensus as to the relative 

importance of various weights associated with the criteria and to consider different 

points of view to the same problem. The aim of this section was to account for 

these possible different points of view to the task of siting marine fish cages in 

Tenerife. 

Following established techniques (Aguilar-Manjarrez, 1996; Salam, 2000) several 

focus groups, all of whom had relevant but different experience in the field, were 

identified. Specifically developed questionnaires were used to obtain feed-back 

from these groups. Three focus groups, each comprising of four subjects, were 

selected; (1) aquaculture researchers form the Department of Aquaculture of the 

Spanish Oceanographic Centre in Tenerife (COC), (2) marine fish cage farmers in 

Tenerife, and (3) PhD and MSc students at the Institute of Aquaculture, University 

of Stirling , with experience in marine aquaculture. 
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Fig. 5.25: W eights assigned by the author to the different factors and submodels (for Corelsa® cage system). 
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5.3.1 Questionnaire Development 

The questionnaire was targeted with the Corelsa® cage system in mind, as it is the 

only cage system presently being used in Tenerife, and the most likely cage 

system of choice to be used in the future, because its low cost, good performance 

record, familiarity in the area and it is easy to install and maintain. The tuning, 

adjustment and amendment of the questionnaire, in terms of clarity and 

understanding, was done with help of several research students at the Institute of 

Aquaculture, University of Stirling, who were not included in the statistical analysis. 

The questionnaire (Appendix 2) was divided into three sections. First, the 

participants were asked to identify the most important factors and constraints 

involved in siting marine cages in Tenerife. Secondly, they were asked to rank a 

list of given factors which the author used for this study. Additionally, there was 

provision for inclusion and ranking of additional factors, if desired. Finally, when 

they had become familiar with the provided list of factors and had scored them, 

they were asked to complete the pairwise comparison matrices for each of the 

submodels and the overall model. No fixed time was given as a deadline to 

complete the questionnaire. 

For the first section of the questionnaire, it was found that all focus groups 

identified similar important factors. Importantly, some decision-makers identified 

new factors, such as seabed-slope, which initially was not included by the author. 

This was introduced later based on this feed-back. On the other hand, the concept 

of constraints was not clearly understood by all the decision-makers, who often 

included an unsuitable factor, such as sewage discharges, as a constraint. 

However, one decision-maker identified a constraint, the sewage pipes, which the 

author did not initially consider. 

Only the average scores and weights for the focus groups and those calculated by 

the author are presented in the following tables. Table 5.19 shows the average 

score and weights given to each of the submodels by the three focus groups as 

well as those given by the author. Table 5.20 to Table 5.25 show the average 

score and weights given to the variables from each of the submodels by the three 

focus groups and the author. There was general agreement among all the focus 
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groups that the factors chosen for the evaluation were relevant, and none of them 

were considered to be unsuitable or rejected by any decision-maker. 

Table 5.19: Average scores and weights given to each submodel by the three focus groups and the author. 

Scores Weights 

A B C D A B C D 
Beach 4 4.8 6.0 4.8 0.13 0.12 0.07 0.12 
Fisheries 6 4.5 3.3 5.5 0.04 0.13 0.17 0.09 
Infrastructure 2 2.5 1.8 3.8 0.23 0.20 0.22 0.15 
Marine Env. 1 1.3 1.8 2.8 0.36 0.24 0.22 0.19 
Nautical Sports 7 6.0 6.3 6.0 0.03 0.07 0.06 0.07 
Water Quality 5 4.3 4.0 1.5 0.07 0.13 0.14 0.23 
Viewshed 3 4.8 5.0 3.8 0.14 0.12 0.11 0.15 

Sum 1 1 1 1 
A= author, B-COC; C= farmers; 0= students 

Table 5.20: Average scores and weights given to the beach submodel by the three focus groups and the 
author. 

Scores Weights 

A B C 0 A B C 0 
Length 4 4.0 4.3 4.8 0.07 0.09 0.12 0.10 
Width 5 4.5 4.3 4.3 0.03 0.09 0.07 0.11 
Composition 3 3.5 3.0 2.5 0.12 0.13 0.19 0.21 
Occupation 1 1.8 1.8 2.0 0.39 0.34 0.33 0.28 
Urbanisation 2 1.3 1.8 1.5 0.39 0.36 0.30 0.30 

Sum 1 1 1 1 
A= author; B= COC; C .. farmers; 0= students 

Table 5.21: Average scores and weights given to the fisheries submodel by the three focus groups and the 
author. 

Scores Weights 

A B C D A B C D 
Fingerling 

1 1.8 2.3 1.8 0.61 0.47 0.33 0.39 accumulation 
Pelagic fish 2 1.8 1.8 1.8 0.33 0.38 0.39 0.39 

Rocky platforms 3 2.5 2.0 2.5 0.06 0.16 0.29 0.23 

Sum 1 1 1 1 
A= author; B= COC; C= farmers; 0= students 
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Table 5.22: Average scores and weights given to the infrastructure submodel by the three focus groups and 
the author. 

Scores Weights 

A B C 0 A B C D 
Harbours 1 1.0 1.0 1.0 0.9 0.80 0.78 0.86 
Freezing 

2 2.0 2.0 2.0 0.1 0.20 0.23 0.14 industry 
Sum 1 1 1 1 

A= author; B= COC; C= farmers; 0= students 

Table 5.23: Average scores and weights given to the marine environment submodel by the three focus groups 
and the author. 

Scores Weights 

A B C D A B C D 
Bathymetry 4 2.0 2.3 2.5 0.10 0.13 0.15 0.17 
Seabed-slope 5 3.0 2.8 3.5 0.07 0.20 0.18 0.23 
Currents 2 2.8 2.3 4.0 0.27 0.18 0.15 0.27 
Waves short 

3 3.8 4.0 1.5 0.17 0.25 0.27 0.10 term 
Waves long 

1 3.5 3.8 3.5 0.39 0.23 0.25 0.23 term 
Sum 1 1 1 1 

A= author; B= COC; C= farmers; 0= students 

Table 5.24: Average scores and weights given to the nautical sports submodel by the author and by the three 
focus groups. 

Scores Weights 

A B C D A B C 0 
Scuba-diving 2 3.5 4.3 3.0 0.25 0.17 0.14 0.16 
Scuba-diving in 
particular 4 3.5 3.5 3.0 0.07 0.13 0.16 0.16 
habitats 
Shipwrecked 

3 4.3 4.5 5.8 0.11 0.13 0.13 0.09 boats 
Underwater 

5 4.8 2.3 4.3 0.06 0.10 0.16 0.10 fishing 
Windsurfing 1 2.8 4.0 2.3 0.48 0.26 0.19 0.28 
Near-shore 

6 2.3 2.5 2.8 0.03 0.23 0.23 0.23 sailing 

Sum 1 1 1 1 
A= author; Ba COC; C= farmers; 0= students 
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Table 5.25: Average scores and weights given to the water quality sub model by the three focus groups and 
the author. 

Scores Weights 

A B C 0 A B C 0 
Sewage 1 1.3 1.0 1.3 0.5 0.46 0.48 0.51 

Temperature 3 2.8 3.0 2.5 0.25 0.26 0.18 0.21 
Suspended 

2 2.0 2.0 2.3 0.25 0.28 0.35 0.28 solids 
Sum 1 1 1 1 

A= author; B= COC; C= farmers; D= students 

Only a few decision-makers completed some of the comparison matrices in such a 

way that the consistency ratio was less that 0.1. Where difficulty was experienced, 

the decision-makers were asked to reconsider the pairwise matrix to achieve the 

desirable CR. Some decision-makers argued that it was easier for them to directly 

assign weights to the factors without going through the process of completing the 

pairwise matrix. Moreover, some authors were not satisfied with the weights they 

obtained when the pairwise matrix technique was used, even though it gave a 

good CR. 

5.3.2 Statistical Analysis of the Questionnaires 

Non-parametric correlation analysis was used to assess whether the weights 

assigned to the factors and submodels given by the author matched those given 

by the decision-makers. The use of a non-parametric test was justified because 

the data was not randomly collected, as the questionnaires were given to specific 

targeted personnel, and secondly, because the data sample size was sma". Non

parametric correlation tests operate with the ranks of the measurements for each 

variable, in other words, they do not use the actual observed data, but the ranks of 

the data to compute a correlation coefficient. There are several different rank 

correlation methods commonly used, such as Spearman or Kenda", however, 

these methods are only used to assess the correlation between two variables. If 

association between more than two variables is required, the Kenda"'s coefficient 

of concordance is used. 
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The Kendall's coefficient of concordance (VV) expresses the intensity of agreement 

among several sets of rankings according to the formula shown in Eq. 5.1. Several 

equivalent computational formulae for the coefficient of concordance are found in 

various texts, but Eq. 5.1 was chosen because it is easy to use (Zar, 1996). 

Kendall's Wranges between 0 (no agreement) and 1 (complete agreement) 

where: 
W= Kendall coefficient of concordance 
M = number of variables being correlated 
n = number of data per variable 
R, = sums of ranks 

Eq.5.1 

When two or more weights have exactly the same value, they are said to be tied. 

The rank assigned to each of the tied ranks is the mean of the ranks that would 

have been assigned had they not be tied (Zar, 1996). For example, if the third and 

fourth values had the same weight value, they are each assigned the rank of 

(3+4)/2=3.5. In this situation, Eq. 5.1 is modified to Eq. 5.2 to account for this tied 

ranking. 

w = M2{n3 -n}-M 2> 
12 

where: 
We = Kendall coefficient of concordance with tied ranks 
t, = number of ties in the ith group of ties 
m = number of groups of tied ranks 
M = number of variables being correlated 
n = number of data per variable 
R, = sums of ranks 

Eq.5.2 

The significance of the Kendall's coefficient of concordance was also calculated. 

The significance test is designed to calculate the probability that for a given size, 
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the correlation coefficient could have been derived by chance. The significance 

test is based upon the hypothesis: 

Ho: there is no association among the variables 

HA: there is association among the variables 

A simple way to do this involves the relationship between the Kendall coefficient of 

concordance (IN) and the Friedman chi-square (x,2) shown in Eq. 5.3. Therefore, it 

is possible to convert a calculated W to its equivalent x,2 and then employ the table 

of critical values of x,2. If the x,2 was larger than predicted Xr2, then HA was 

accepted, and therefore, was an agreement among the variables tested. 

x,2 = M(n-1)W Eq.5.3 

Initially, to assess the agreement of the proposed weightings from each of the 

focus groups, the Kendall's coefficient of concordance was calculated between all 

the decision-makers of each group for all of the submodels and for all of the 

criteria composing each submodel (Table 5.26). To estimate the degree of 

agreement between the author's weightings and those proposed from each focus 

group (mean values among all decision-makers comprising each group), the 

Kendall's coefficient of concordance was calculated for all possible combinations 

between the author's opinion, researchers from the Department of Aquaculture of 

the Spanish Oceanographic Centre in Tenerife (COC), marine fish cage farmers in 

Tenerife, and PhD and MSc students from the Institute of Aquaculture, University 

of Stirling, with experience in marine aquaculture (Table 5.27). 
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Table 5.26: Kendall coefficient of concordance (W) and significance of the test for the weights given to the 
submodels and the criterion within each submodel by decision-makers from each of the three focus groups. 

Submodels 

Beaches Submodel 
Fisheries Submodel 
Infrastructure Submodel 
Marine Environment Submodel 
Nautical Sports Submodel 
Water Quality Submodel 

B= COC; C= farmers; 0= students 
• Correlation is significant at the .05 level 
•• Correlation is significant at the .01 level 

Kendall Coefficient of Concordance (W) 
B C D 

0.55 * 0.74 ** 0.53* 
0.86** 0.65* 0.95** 

0.32 0.12 0.32 
1.00· 1.00· 1.00· 

0.19 0.27 0.40 
0.28 0.21 0.42 
0.72· 1.00· 0.44 

Table 5.27: Kendall coefficient of concordance (W) and significance of the test for the mean weights given to 
the submodels and the criterion within each submodel by the three focus groups and the author. 

Kendall Coefficient of Concordance (W) 

Submodel A-B A-C A-D B-C B-O C-D 

All Submodels (Table 5.19) 0.85 0.83 0.82 0.99 0.82 0.77 
Beaches (Table 5.20) 0.97 0.99 0.94 0.94 0.99 0.90 
Fisheries (Table 5.21) 1.00 0.75 0.93 0.75 0.93 0.93 
Infrastructure (Table 5.22) 1.00 1.00 1.00 1.00 1.00 1.00 
Marine Environment (Table 5.23) 0.65 0.60 0.65 0.99 0.32 0.24 
Nautical Sports (Table 5.24) 0.70 0.33 0.60 0.77 0.93 0.90 
Water Quality (Table 5.25) 0.93 0.93 0.93 1.00 1.00 1.00 

A= author; B= COC; C= farmers; 0= students 

High and significant values of the Kendall's coefficient of concordance were 

interpreted as an agreement among the different decision-makers applying the 

same pattern in weighting the factors under study. However, it should be 

emphasized that high and significant values of the Kendall's coefficient of 

concordance did not necessarily mean that the weightings observed were 

"correct", In fact, they may be incorrect if compared to some other focus groups. It 

can be the case that a group of decision-makers can agree in weighting objects, 

and therefore have significant W values, because they all employ the "wrong" 

criterion (Aguilar-Manjarrez, 1996). 
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The results from Table 5.26 suggested that there was variable agreement within 

each of the focus groups. They all showed moderate agreement in the weightings 

assigned to the submodels. However, trends were detected based on the degree 

of agreement to different criteria within some submodels. All the focus groups 

show good agreement on three of the submodels (beaches, infrastructure and 

water quality), but on the contrary, they showed very poor agreement to the other 

three submodels (fishing, marine environment and nautical sports). As expected, 

models with a higher number of criteria showed more disagreement among 

decision-makers than those with fewer criteria. Of special significance were the 

results from the water quality model, in which group 0 (postgraduate students from 

the Institute of Aquaculture) showed the highest degree of disagreement 

compared to any of the other groups. This may be due to the unfamiliarity of the 

decision-makers from this group to the study area. For example, decision-makers 

who are familiar with the study area will be aware that the sea temperature in 

Tenerife, although a very important criterion for the successful development of 

aquaculture, is always in the optimum range for growing temperate species, and 

hence, its weight in this particular case is of less importance. The opposite results 

were true for the marine environment submodels, and it is possible that group 0 

has a greater awareness of the influence of the criteria in composing this model for 

the development of marine cage culture, such as waves, currents or bathymetry, 

than the decision-makers from the other groups. 

The results from Table 5.27 indicate that, in general, there was moderate 

agreement between the weights given by the different focus groups and those 

proposed by the author. The infrastructure model showed complete agreement 

among all the different focus groups and the author. The models which presented 

the least agreement were the nautical sports and marine environment. In general, 

it was found that submodels with a smaller number of factors show better 

agreement than those with larger numbers. The focus group which differed the 

most from the author's weights were the farmers (group C) and the postgraduate 

students from the Institute of Aquaculture, University of Stirling (group 0), in that 

order. The weight given by the farmers to the fisheries and nautical sports 

submodels showed the least agreement of all with those proposed by the author. 

This fact may be correlated with the assumption that farmers are not very 
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interested or concerned with the use of coastal space by other users and the 

influence they have. The reason for the disagreement between the author's 

weights and by those proposed by the postgraduate students at the Institute of 

aquaculture could be due to the fact that the latter were not familiar with the 

peculiarities of the study area. On the other hand, the weights which most 

correlated with those of the author were given by the research staff from the 

Department of Aquaculture of the Spanish Oceanographic Centre in Tenerife 

(COC), focus group B. 

The marine environment showed the biggest differences between the focus 

groups. Groups Band C strongly correlated while group D showed very weak 

correlation with these two groups. This, again, could be due to the fact that the 

decision-makers from this group were not familiar with the peculiarities of the study 

area. 

5.3.3 Integrations of Weights From the Questionnaires 

With the GIS-Based Models 

In order to compare the differences between the weights given by the different 

focus groups and those proposed by the author, the model was re-run with the 

average weights given by each group. To facilitate the interpretation of the results, 

these images were masked to depths of 50 m (Fig. 5.26, Fig. 5.27 and Fig. 5.28). 
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Fig. 5.26: Overall suitability map, masked to depths of 50 m, for siting Corelsa® fish cages in Tenerife using 
the average weights given by the focus group B (researchers at the COC). 
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Fig. 5.27: Overall su itability map, masked to depths of 50 m, for sit ing Corelsa® fish cages in Tenerife using 
the average weights given by the focus group C (farmers). 
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Fig. 5.28: Overall suitability map, masked to depths of 50 m, for siting Corelsa® fish cages in Tenerife using 
the average weights given by the focus group 0 (students). 

Table 5.28 shows the area, in km2
, for the final model output predicted by the 

author (Fig. 5.17), group B, researchers at the COC (Fig. 5.26), group C, fish cage 

farmers in Tenerife (Fig. 5.27) and group D, postgraduate students at the Institute 

of Aquaculture from the University of Stirling (Fig. 5.28). This table shows that the 

overall suitability map for siting marine fish cages created using the weights 

assigned by the three focus groups generated more areas in the higher scores 

ranges than the overall suitability map created by the author. The opposite was the 

case for the unsuitable areas (lower scores). 
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Table 5.28: Area, in km2
, for each suitability score for the overall suitability map, masked to depths of 50 m, 

for Corelsa cage systems predicted by the author and the three focus groups. 

Suitability 
1 2 3 4 5 6 7 8 Scores 

Author 0 0.08 20.27 62.91 107.58 31 .33 5.37 0.51 

CDC 0 0 0.01 15.93 94.56 105.97 10.61 0.97 

Farmers 0 0 0.00 7.60 88.51 120.13 10.91 0.90 

Students 0 0 0.02 11.92 67.70 106.28 41.08 1.04 

To quantitatively assess the differences in area for siting cages in Tenerife 

between the different focus groups and the author, the Kappa Index of Agreement 

was calculated. This index was calculated for all the possible combinations 

between the three focus groups and the author (Table 5.29). The module 

ERRMAT was used, which calculates the Kappa index only with cells having non

zero value. 

Table 5.29: Kappa index of agreement between the overall suitability maps, masked to depths of 50 m, for 
Corelsa cage systems predicted by the author and the three focus groups. 

Author 

CDC 
Farmers 

Students 

Author 

1 

0.01 

-0.04 

-0.12 

CDC 

1 

0.73 

0.45 

Farmers Students 

1 

0.48 1 I 

The calculated Kappa indices indicated that the output predicted by the author 

differs from those predicted by the three focus groups. Moreover, two of the focus 

groups, farmers and students, showed a weak inverse relation when compared 

with the author's output. The three focus groups showed moderate positive 

correlations between them. 
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5.4 INTEGRATION OF PARTICULATE WASTE DISTRIBUTI· 

ON MODELLING WITH THE GIS·BASED MODELS 

Areas which have been selected as the most suitable for siting of cages will 

benefit from a further study to quantify the dispersive nature of a site, and 

therefore, assist in predicting possible environmental impacts, as well as 

establishing the maximum desirable production of a site. In this section an 

improved version of an existing predictive particulate waste distribution model for 

cage farmed fish, which uses Geographic Information Systems combined with a 

spreadsheet, is presented (Perez et al., 2002). The model presented uses existing 

distribution algorithms but also incorporates functions to calculate feed loading for 

all the cages within a pontoon independently, spreads the input load over the 

whole cage area and simulates post-depositional distribution of the carbon. The 

model uses approximate estimates of feed and faecal waste derived from dietary 

considerations (mass balance model) and separate, unique settling velocities for 

waste feed and faecal particles. The model incorporates values of current speed 

and direction recorded over spring and neap tides. Output from the model is in the 

form of a contour plot of organic carbon (g C m-2
), showing distribution of the 

particulate organic carbon material as deposited on the seabed. 

5.4.1 Introduction 

The rapid expansion and development of the aquaculture industry has increased 

environmental concerns and questions about possible ecological impacts. 

Environmental managers and regulators have pointed out the necessity of 

minimising environmental impacts if productivity in the aquaculture industry is to 

be sustainable (e.g. Scottish Executive, 1999). However, a complete reduction to 

zero of wastes discharged from marine fish cages is not possible for present 

culture systems, from either a technological or an economical point of view. 

There are many forms of wastes produced as a consequence of the 

transformation of any natural resource into a marketable product, and this is as 

true for marine fish aquaculture as other forms of resource utilisation. However, of 
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all the possible wastes released by marine fish farming to the environment, 

particulate organic waste in the form of uneaten feed and faeces are usually the 

most significant fraction (Beveridge, 1996). This material, which generally settles 

on the seabed near to the cages, provides a net input of organic carbon and 

nitrogen to the sediments, thus the accumulation of waste can cause major 

changes in the benthic community and may exceed the environment's capacity to 

bioprocess this material (Gowen and Bradbury, 1987; Gowen et al., 1988; Findlay 

and Watling, 1994; Hargrave, 1994; GESAMP, 1996a). Moreover, environmental 

deterioration due to high organic matter concentrations in the sediments may 

affect the health of farmed fishes and hence profitability (Beveridge, 1996; 

GESAMP, 1991b). 

Modelling of input and distribution of wastes and discharges is a cost-effective tool 

that can assist in the prediction of future impacts and aid decision-makers. 

Distribution models for organic waste from aquaculture can be used to predict 

possible impacts on the environment, helping environmental regulators to make 

informed decisions when licensing new marine fish farm developments and 

granting consents to discharge waste. Some models have been developed to 

forecast loading and distribution of particulate waste carbon from fish farms 

(Gowen et al., 1989; Fox, 1990; Silvert, 1992; Silvert, 1994; Telfer, 1995; Hevia et 

al., 1996), but only DEPOMOD has undergone some validation (Cromey et al., 

2000). 

This section describes the development of GIS spatial modelling techniques 

(Perez et al., 2002) based on a pre-existing particulate distribution model (Walls, 

1996; Telfer, 1995; Perez-Martinez, 1997), which is in turn based on distribution 

equations developed by Gowen et al. (1989). The success of GIS for modelling 

purposes stems from their capacity for fast image generation and manipulation, 

the flexibility to run alternative scenarios, statistical analysis of the image and 

generation of sophisticated output which helps visual interpretation of results. The 

GIS based model was validated using field data and fish production information. 

See Appendix 3 for more details of the model validation. 

Chapter 5: GIS Modelling ----__________________ 243 



5.4.2 Model Development 

There are three main stages within this model; quantification of the waste material 

(uneaten feed and faces) using mass balance techniques, calculation of the 

distribution of the waste components using Gowen's formula (Gowen et a/. , 1989), 

and calculation and generation of the final contour distribution diagrams. The first 

two submodels are run in a spreadsheet and the third is carried out using the GIS 

software IDRISI32. The final output from the model is a quantitative contour map 

showing the distribution of particulate organic carbon deposited on the seabed. 

5.4.2.1 MASS BALANCE 

The quantities of waste released 

to the environment, particulate 

organic carbon in form of 

uneaten feed and faecal 

material, are calculated using a 

mass balance model (Fig. 5.29). 

The expected fish production 

during a set period of time is 

multiplied by the expected food 

conversion ratio (FCR) for that 

period. In the present model, the 

percentage of water in the feed 

is assumed to be 8% (Findlay, 

1994) while that of carbon in the 

feed is assumed to be 46% 

I 
Fatui 

Fig. 5.29: Mass balance used to calculate carbon wasted 
from uneaten feed and faecal material in fish net-pen culture. 

(Penczak et al., 1982). From the feed given to the fish, 90% is consumed and the 

remaining 10% is lost as uneaten feed (Hargrave, 1994). It is assumed here that 

50% of the consumed carbon is respired (Gowen et al., 1988) and that 14% is 

incorporated into body tissues (Chen, 2000), although it is important to bear in 

mind that mass balance quantities for organieJ carbon flux for cage production vary 

from author to author (e.g. Gowen etal., 1989; Silvert, 1994; Telfer, 1995; Hevia et 

al., 1996). Carbon in faecal material is calculated as the difference between 

carbon consumed and carbon used for respiration and growth. 
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5.4.2.2 DISTRIBUTION EQUATION 

For modelling purposes, the farm is located in the middle of a 500 by 500 cell 

array where each cell representing 1 m2 and X and Yare their coordinates. The 

horizontal distribution of a particle (X and Y components for each cage of the farm) 

is calculated using the equations of Gowen et al., (1989) (see Eq. 5.4 and Eq. 5.5). 

The depth under the cage (d), the mean current speed M, current direction (8), 

settling velocity (u) and position of each cage (x, y) are site specific measured 

quantities. 

X 
d * Vsin8 = +x Eq.5.4 

u 

Y 
d *Vcos8 

= +y Eq.5.5 

u 

Because wastes fall more or less vertically through the cage (Inoue. 1972). the 

source of distribution was assumed to be from the depth corresponding to the 

bottom of cage. The same equation is used to calculate the distribution of both 

uneaten feed and faeces, but different settling velocities are assigned to each; 

0.128 m S·1 and 0.04 m S·1 respectively (Warrer-Hansen, 1982; Chen et al., 1999). 

5.4.2.3 GEOGRAPHICAL INFORMATION SYSTEMS (lDRISI32) 

The carbon deposition co-ordinates calculated with Gowen's formula (Gowen et 

al., 1989) and their associated carbon values are exported to IDRISI32 GIS 

software. Interpolation between values is then undertaken by the GIS program to 

generate a complete surface. This technique is a particular stre'ngth of using GIS 

for modelling purposes, in that small or sparse data sets can be used to produce a 

complete map. However, the nature of the interpolation process means that the 

carbon quantities are over-estimated and require correction later in the model. The 

reason for the sparse number of data points used for modelling, and the need to 

interpolate to smooth the data, is that the current readings, speed M and direction 

(8), are taken at regular intervals over a defined time period (e.g. 1 hour). During 

that period (to) all the carbon produced is assumed to settle in one location (Xo. Yo) 
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and during the subsequent hour (t1) in another location (X1, Y1). In reality, the 

process of moving from one location to another is done gradually and the carbon 

is dispersed over all locations, not only at the initial and end locations, as 

illustrated in Fig. 5.30. 

XI 

to (Vo,ao) 

Farm 

Fig. 5.30: The process of carbon allocation by spreadsheet. 

Most models assume a single point as the source of carbon output from a cage 

(feed and faeces), usually the cage centre. To eliminate this assumption, predicted 

carbon values allocated on the seabed are spread over an area equal to the cage 

area by applying a filter within IDRISI32 (Fig. 5.31). 

Fig. 5.31 : Consecutive filtering technique to spread carbon into an area similar to the cage area. 

Variations in initial distribution of waste and post-deposition changes in carbon are 

considered by using a second filtering technique within IDRISI32, which 

redistributes the amount of carbon from each cell into the eight surrounding cells 

by a predetermined percentage, which differs between the relatively dense feed 

and lighter faeces. Each cell represents 1 m2
, hence the final area affected from 

each of the initial cells is 9 m2 (Fig. 5.32a, b, c). 
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5% 5% 5% 6,2S8/c 6,2S8/c 6lS1Y1 

5% (D % 5% 6,2SO/c SODA. 6lS1Y1 

5% 5% 5% 6,2SO/c 6,25O/c 6.251Y1 

Fig. 5.32: Sequence of steps involved in ·carbon spreading". (a) the original cell as predicted from Gowen's 
equations, (b) spread of carbon from uneaten feed to surrounding cells, (c) spread of faecal carbon to the 
surrounding cells. 

The filter structure is based upon theoretical work (Chen, 2000). Pellets and faecal 

matter travel along the sediment by saltation (rolling, sliding or hopping) when 

current speeds attain a critical value, defined here as the velocity that causes 50% 

of the pellets to move. Distance travelled and number of re-suspended particles 

are site specific. Although this final GIS filter has minimal impact on modelled 

carbon distribution, as shown by sensitivity analysis with and without the filter, it is 

included to give a more realistic picture of the processes involved in the final 

carbon distribution. 

Finally, it is necessary to correct the carbon quantities in the resultant image, 

which are over-estimated due to the interpolation process. Interpolation generates 

additional data between a set of known values. However, it does not reduce the 

original carbon concentrations to compensate for this, which means that the model 

assumes that there is considerably more carbon entering the sediment than there 

really is. The correction is achieved by multiplying the resultant output by a 

correction factor (CF), which is calculated by dividing the total predicted waste 

carbon from the mass balance (feed and faeces) by the total carbon in the 

resultant image (Eq. 5. 6). 

Total predicted waste carbon (kg) 
CF =------------

Waste carbon in the image (kg) 
Eq.5.6 
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5.4.2.4 MODEL OUTPUT 

Output from the model is in the form of a contour plot of organic carbon (g C m-2), 

showing distribution of the particulate organic carbon material as deposited on the 

seabed. Fig. 5.33 and Fig. 5.34 show two examples of the model output run using 

data from a salmon cage farm in the west coast of Scotland (Perez et aI. , 2002) 

and for a seabass cage farm in the east of Spain (Kernick, 2000), respectively. 

Units (m! 
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Aveagel 
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313 
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Fig. 5.33: Contour model for a salmon cage farm site on the west coast of Scotland showing distribution of 
organic waste carbon input (g C/m2) to the sediment over a 4-month simulation period with a maximum 
standing biomass of 172.5 t fish and an average FCR over the production period of 1.2. 

Fig. 5.34: Contour model for a seabass farm site on the east cost of Spain showing distribution of organic 
waste carbon input (g C/m2) to the sediment over a 2 month simulation period with a maximum standing 
biomass of 0.33 t fish and an a feed input of 0.64 t. 
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The output from Fig. 5.33 shows the distribution of the cages in the farm, which 

comprised 18 cages located in two rows of 9. The mean depth under the cages 

was 15 m. From the mass balance calculations 35.4 t of carbon were wasted, 10.3 

and 25.0 t due to uneaten feed and faeces respectively. The carbon was 

distributed mainly in NE and SW directions. The highest concentrations were 

located under the cage, reaching values of 12 kg C m-2
• The concentration of 

carbon decreased as the distance from the cage increased. 

Fig. 5.34 shows a farm distribution of 6 cages located in two rows of 3. In this site 

the mean depth was 3 m. The mass balance calculations predicted 0.1 t of carbon 

wasted, 0.06 t and 0.05 t due to uneaten feed and faeces respectively. The 

dispersion was restricted within the close proximity of the cage system, 

approximately 5-10 m. carbon was distributed mainly underneath of the cages, 

reaching concentration as high as 2.5 kg C m-2• 

5.4.2.5 DISCUSSION 

Models are built upon assumptions based on both knowledge of the process 

involved and personal judgement of their importance, their relation to each other 

and with the environment. Because assumptions carry an inherent risk of 

inaccuracy, it is desirable both to reduce their use to a minimum and to identify 

their impact on overall predictions in order to understand and interpret model 

outputs. Possible sources of inaccuracy in the present model are the lack of 

consideration of environmental capacity and the assumption that all carbon wastes 

from the cages settle on the seabed, where none is degraded or consumed by 

invertebrates and wild fish. Although it is likely that this will vary with location, the 

present GIS model considers post-deposition movement of carbon, and has 

eliminated some assumptions from previously used modelling techniques. 

Furthermore, few data are needed to run the model, so reducing costs of field 

surveys. 

Although the model has only been developed for particulate carbon, the 

distribution of any other solid material from a fish farm, such as N, P or in-feed 
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chemotherapeutants, can also be modelled, providing that accurate data on inputs 

are available. 

5.4.3 Integration of Model 

The use of more exposed sites, such as those in Tenerife, although taking 

advantage of a deeper and more dispersive environment, does not reduce the 

total waste released into the marine environment. For the same waste output, local 

effects may be reduced at offshore sites and ecological change affecting farm 

production is less likely. However, the concept of holding capacity applies to both 

offshore and inshore sites. Hence it is necessary to match the size of the operation 

and waste production to the capacity of the ecosystem to assimilate waste, to 

ensure that there is minimal ecological change and that the long-term production 

potential of the site can be maintained. Licensing authorities, such as the Spanish 

Environment Department (Casado et a/., 2001), are demanding more stringent 

standards on the potential effects of these farms on the surrounding environment, 

Computerised mathematical modelling is proving to be an invaluable tool in 

providing the aquaculture industry with a forecast of the expected conditions at the 

offshore sites and the effect of the proposed farms on the neighbouring ecosystem 

(Bell and Barr, 1990). However, when using models to predict maritime conditions 

and the effect on the water environment, it is essential to understand the nature of 

the problem and the range, application and limitations of the model being used. 

Potential applications for the developed particulate waste distribution model are 

within Environmental Impact Assessment (EIA), design of monitoring programmes, 

farm management, rapid generation of "what if?" scenarios and site selection. An 

environmental management plan should include an EIA and this often requires the 

use of predictive models to quantify significant potential impacts and design a 

monitoring programme (GESAMP, 1996a). Numerical models, such as described 

here, have the potential to generate quantitative predictions, and are therefore, a 

useful tool in quantifying impacts of cage aquaculture wastes. Moreover, 

J0rgensen (1991) suggested that the use of validated models to predict 
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environmental impacts to be the most cost-effective approach. Models can also be 

used to allocate development areas (zonation) or for comparison of outputs at 

different sites by modelling the waste deposition pattern at any given production 

level. Similarly, the maximum desirable production at a site can be established. 

Although the developed particulate waste distribution model was not used 

because there were not available current data to run it, in the context of this study 

it could be of use for final selection of the most suitable sites. Currentmeters could 

be deployed in those areas identified as most suitable to quantify the dispersive 

nature of a site, and therefore, assist in predicting possible environmental impacts 

on the benthos. Moreover, this model could help regulators to establish the 

maximum desirable production at a site, and hence, estimate the maximum 

number of farmed tonnage and number of cages that a site could support for 

sustainable aquaculture industry development in Tenerife. 

5.5 DISCUSSION 

In this chapter all variables and submodels were combined to provide an overall 

model for assessment of the suitability of costal areas in Tenerife for developing 

marina fish culture in three different cage systems, Corelsa®, OceanSpar® and 

SeaStation®. A total of 27 factors and 4 constrains, divided into 8 submodels, were 

included in this study (Fig. 5.25). 

The models were built based on hierarchical structures, which break down all 

criteria into smaller groups (or submodels). Once the models were structured, the 

decision maker's preferences with respect to the evaluation criteria were 

incorporated into the decision model. The preferences were expressed in terms of 

the weights of relative importance assigned to the evaluation under consideration. 

The larger the weight, the more important was the criteria in the overall utility. 

The ultimate aim of the analysis was to combine the main elements of spatial 

multicriteria decision analysis, evaluation criteria (factors and constrains) and 

decision-makers preferences (weights), using multicriteria decision rules, also 

Chapter 5: GIS Modelling -----___________ - _____ 251 



referred to as multi-criteria evaluation (MCE). These are mathematical expressions 

that combine the weights and scores of each of the thematic maps used. The 

decision rules provide the basis for ordering the decision alternatives and for 

choosing the most preferred alternative. 

Cage systems that can withstand harsh environments are suitable for use over a 

broader area of Tenerife's coastline. Thus, the more robust self-tensioned cage 

(SeaStation®) could be used over a greater area than the weaker gravity cages 

(Corelsa®). From the 228 km2 of available area for siting cages in the coastal 

regions with depth of 50 m, the suitable area (sum of scores 6, 7 and 8) for siting 

SeaStation® cages was 61 km2, while the suitable area for SeaStation® and 

Corelsa® cages was 49 and 37 km2 respectively. Most of the variation between 

these three cage systems was found among the intermediate suitability scores 

(Table 5.16). It was concluded that the biggest differences among cage systems 

are between Corelsa® and SeaStation® systems, followed by differences between 

Corelsa® and OceanSpar® cages, and OceanSpar® and SeaStation® respectively. 

This variability was mostly located on the N and NNW of the island, where the 

wave regime, both long and short-term, is higher. 

The final suitability output from this study was solely based on the weights given 

by the author, as it was though that the author had a wider knowledge of the study 

area and the decision-making spatial technique being used. Although the 

conclusions and recommendations arising from this study are solely based upon 

the criteria weights assigned by the author's, "real-world" spatial decisions task 

normally involve several interest groups or decision-makers. These groups could 

have different points of view, perceptions and often conflicting interest in the 

decision-making process. Consequently, this study accounted for these different 

points of view to the task of siting marine fish cages in Tenerife by selecting three 

focus groups, all of whom had relevant but different experience in the field, and 

using questionnaires. 

The results from the questionnaires proved very useful. General agreement was 

found among all focus groups that the criteria chosen by the author for the 
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evaluation of marine fish cage site selection in Tenerife were relevant, and none of 

them were rejected from the evaluation by any of the decision-makers. Moreover, 

some decision-makers suggested new criteria which initially were not included by 

the author, such as the seabed slope or the sewage pipes constraint. 

It was found that the most difficult part of the questionnaires was the completion of 

the pairwise matrix to calculate the criteria weights. This finding suggested that it 

might be necessary to develop a different strategy for future studies if 

questionnaires are to be used. One possible amendment may be to use of a scale 

from 1 to 10 which may be more intuitive and easier to use than the proposed 1 to 

9, as people are more familiar and confident with that system. Another alternative 

is to directly assign weights to the factors, thus discarding the need to complete 

the pairwise matrix, as some decision-makers believe that it would make it easier 

for them. 

The statistical analysis of the questionnaires (weights) was done by using the 

Kendall coefficient of concordance. This is a non-parametric test that expresses 

the agreement among independent judges who are rating (ranking) the same 

stimuli. Variable agreement was found between the weights (ranks) given by the 

decision-makers within each of the focus groups, making it difficult to conclude 

that a particular focus groups showed a defined view or set of weights. It was 

found that, in general, there was moderate agreement between the average 

weights (ranks) given by the different focus groups and those proposed by the 

author. The focus group which differed the most from the author weights were the 

farmers (group C), while the research staff from the Department of Aquaculture of 

the Spanish Oceanographic Centre in Tenerife (group 8) showed the best 

correlation. In general, it was found that submodels with smaller number of factors 

showed better agreement that those with larger numbers. 

The integration of the criteria and submodel weights given by the different focus 

groups with the GIS-based models showed that, the overall suitability area for 

siting marine cages (Corelsa®) is greater than that predicted when the model is run 

with the weights assigned by the author. In fact, the Kappa indices indicated that 
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the output predicted by the author differed from those predicted by the focus 

groups. 

Finally, a particulate waste distribution model was developed and integrated with 

the GIS-based models. This waste model, although not directly used in this study 

due to unavailability of current data, was intended to narrow down the selection of 

sites already identified as most suitable, by predicting possible environmental 

impacts on the benthos if aquaculture was to be developed on a specific site. 

Moreover, this model could help regulators to establish the maximum desirable 

production at a site, and hence, estimate the maximum number of farmed tons and 

number of cages that a site could support for a sustainable development of the 

industry in Tenerife. 
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Chapter 6 

Sensitivity Analysis 

6.1 INTRODUCTION 

In previous chapters, the strategies and techniques for tackling the spatial 

multicriteria decision task of siting marine fish cages in Tenerife has been 

explained and described. The approach assumed implicitly that complete 

information will be available. However, in "real-world" situations, the information 

available to the decision-maker is often uncertain and imprecise due to 

measurement and conceptual errors. In recent years, the issue of error and 

uncertainty associated with GIS and geographical information in general, has 

received growing attention from all sectors of the industry, with the realization that 

there is considerable potential for litigation, loss of personal and agency integrity 

arising from errors in geographical databases (Epstein et al., 1998). 

The model presented in this study is defined by a series of equations, input 

factors, parameters, and variables aimed at characterising the suitability of siting 

marine fish cages in Tenerife. Input is subject to many sources of uncertainty 

including errors of measurements, absence of information and poor or partial 

understanding of the driving forces and mechanisms (Arbia et al., 1998). This 

imposes a limit on the confidence in the response or output of the model. Hence, it 

is necessary to provide an evaluation of the confidence in the model, possibly 

assessing the uncertainties associated with the modelling process and with the 

outcome itself. The basic approach to handling uncertainties (error) in multicriteria 

decision analysis is by sensitivity analysis (SA) (Saltelli et al., 2000). SA in used 

within this context to increase confidence in the model and its predictions, by 

studying how the variation in the output of a model can be apportioned to different 

sources of variation, and how the given model depends upon the information fed 

into it. Lodwick et al. (1990) suggested that a sensitivity analysis of an overlay

based suitability analysis, such as this study, can indicate what maps (criteria) are 
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the most or least critical in determining the values of the output map. These critical 

maps indicate where most or least care may be taken in the input data in order to 

draw reliable conclusions from the output map. 

Finally, it is necessary to choose a sensitivity analysis technique from the large 

number of methodologies available. The choice of which SA method to adopt is 

difficult, as each methodology has its advantages and disadvantages. Such a 

choice depends on a number of factors: objective of the analysis, the properties of 

the model under study, the number of input factors involved in the analysis and the 

computational time needed to evaluate the model. With these factors in mind, local 

SA was the method chosen in this study as it gives an idea of the inputs (factors) 

that contribute most to the output variability. Local SA computes partial derivatives 

of the output functions with respect to the input variables (differential analysis). In 

order to compute the derivative numerically, the input parameters are varied within 

a small interval around a nominal value. The interval is not related to degree of 

knowledge of the variables and is usually the same for all of the variables. 

6.2 METHODOLOGY 

A study of geographical sensitivity analysis can begin at any step of the suitability 

analysis. In fact, the steps involved in geographical suitability analysis determine 

the types of sensitivity analyses. Lodwick et al. (1990) identified fourteen types of 

sensitivity analysis that can be performed at different levels of the suitability 

analysis process (Table 6.1). Many of these errors can be considered in an 

integrated manner by focusing on the geographical sensitivity measures for the 

suitability maps as a whole. 
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Table 6.1: Types of sensitivity analysis that can be performed at different levels of the suitability analysis 
process (Lodwick et a/., 1990). 

SENSITIVITY ANALYSIS 

MAP MAKING SENSITIVITIES 

DELINEA TlONAL SENSITIVITIES 

DATA INPUT AND TRANSFER 

SENSITIVITIES 

REFORMA TTlNG SENSITIVITIES 

EXTRAPOLA TlON SENSITIVITIES 

ORDERiAGGREGATIONAL 

SENSITIVITIES 

TAXONOMIC SENSITIVITIES 

IN TERPRETA TlONAL 

SENSITIVITIES 

VALUE SENSITIVITIES 

RESOLUTIONAL SENSITIVITIES 

METRIC SENSITIVITIES 

WEIGHT SENSITIVITIES 

LA YER SENSITIVITIES 

SCALE SENSITIVITIES 

DESCRIPTION 

Are sensitivities that occur in the process of making a primary map to 
be used as inputs in geographical analysis. 

Are the variations in the output maps that are due to where lines are 
placed on a map. 

Are the variations due to transforming primary maps into computer 
files to be used in a GIS. 

Are the variations in accuracies that are due to changes in projection 
or scale of the maps and algorithm associated with a given GIS. 

Are the variations in the output maps that depend on a variety of 
contouring or extrapolation techniques used. 

Can occur when a sequence of paired overlays is performed each 
followed by an aggregation. The order in which the 
overlay/aggregation occur will make a difference in the resultant map. 

Are the variations associated with classifying geographical entities 
which are used to delineate areas or features on a map. 

Are variations in assigning linguistic meaning to geographical data 
such as the word "'ow· to a temperature gradient. 

Are the variations in assigning a quantitative meaning to a 
geographical entity. 

Are the variations in the output maps that are due to the level of detail 
at which the units are mapped and the projection used. 

Are the variations that arise when different equations are, or could be, 
employed in the determination of the same analysis. 

Are the variations that occur with respect to perturbations of weights 
associated with overlay operations to asses suitability. 

Are the variations in the output map that are due to removing anyone 
or a group of maps in a suitability analysis. 

Are the variations that arise from different scales ranges used in 
rating schemes for rank maps. 

The two most important elements to consider in a global sensitivity analysis are 

criterion weights and attribute values. Weight sensitivity analysis is needed 

because of the uncertainty involved in the specification of a decision-maker's 

preferences. This is associated with the fact that judgment plays a key role in 

spatial multicriteria decision-making. In other words, criteria weighting is a 

subjective appreciation of the problem at hand, and indeed varies between 

different decision-makers (as seen in Chapter 5). In some situations, decision

makers are not able to provide precise judgements with respect to the relative 

importance of evaluation criteria due to limited or imprecise information and 
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knowledge. It is also common for inconsistencies to be found while elucidating the 

decision-maker's preference (Saaty 1980). A sensitivity analysis involving weights 

consists of investigating the sensitivity of alternatives to small changes in the value 

of attribute weights. However, this was not performed as sensitivity analysis per se 

in this chapter because it was already addressed in Chapter 5, where the model 

was run with weights from three different groups and compared with those 

proposed by the author. 

Sensitivity due to errors in estimating the attribute values, or thematic map errors, 

are referred to as uncertainty associated with GIS data sets on the basis of which 

the map have been created (Fisher ef al., 1997). The thematic map errors can be 

classified into measurement or conceptual. The former is associated with 

imprecision in the measurement of criterion values, and the latter attributed to the 

process of translating real-world entities into map objects (Li ef al., 2000). The 

simplest and most widely used representation of sensitivity analysis is to show the 

percentage change in the variable and the output. This is achieved by 

systematically changing one variable, and observing the output. This analysis 

measures the overall magnitude of change in the attribute values from their 

"unperturbed" values. In this study interval values of ± 5, 10 and 15% of the 

reference situation were chosen. 

6.3 SENSITIVITY ANALYSIS 

A full sensitivity analysis for all thematic maps is a difficult task. With large 

numbers of attributes, this involves numerous iterations, and the results may not 

be easy to interpret. In practice, values associated with thematic maps having high 

importance weights are the most likely candidates for sensitivity analysis. This is 

because if the weights of the attributes are high, even slight changes in estimated 

values may result in a change in the ranking of the alternatives. Also, thematic 

maps involving a high degree of uncertainty and subjectivity in estimation should 

be considered in sensitivity analysis to investigate the effect of their variation on 

the ranking of alternatives. 
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Based on these considerations, five criteria were selected as candidates for 

sensitivity analysis in this study; short-term waves, long-term waves, sewage 

discharges (increase in number of people connected to the sewage), sea 

temperature and suspended solids. To facilitate the interpretation of the results, 

the sensitivity analysis was only conducted for one of the three cage systems 

selected in this study, the Corelsa® cages, and was limited to depths less than 50 

m. This cage system was chosen because it is the only one presently being used 

in Tenerife and the most likely future cage system of choice to be used. 

During the sensitivity analysis the created maps were not combined with the 

constraint layer, as was done in Chapter 5 for creating the overall suitability maps, 

because it was more important to asses the variability of the model rather than the 

actual suitability area created by each map. Therefore, it was considered that by 

omitting the constraint layer more coastal area will be available, and consequently, 

the possible variability of the model to changes could be better understood. As a 

result, the available area for siting cages increased from 228 km2 when the 

constraints are overlaid to 271 km2 when they are not. 

The following sections are each structured in a similar way and show the results of 

sensitivity analysis for each of the five selected criteria by means of tables and 

figures. The tables show the area in square kilometres for the suitability scores for 

the baseline model (referred as "originar in the tables) versus the area of each of 

the suitability score when the variables are changed a certain percentage (± 5, 10 

and 15%). There are three tables for each variable: one showing the changes of 

the variable itself, a second showing the changes in the submodel where the 

variable is included, and a third presenting the overall changes in the model. Three 

corresponding figures for each table are presented showing the change in area 

from the baseline model and the changed variable for each suitability score. 

Finally, the absolute sensitivity was calculated for each of the five selected criteria 

as a measure of their importance on the model overall variability to possible 

variations. 
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6.3.1 Short-term waves 

Sensitivity analysis indicated that changes in the short-term waves layer had direct 

impacts on the predicted suitability area as shown in Table 6.2 and Fig. 6.1. The 

greatest changes were found on the lower suitability scores. Aggregated negative 

interval values showed the greatest variation in area, up to 370 km2
, while the 

aggregated positive values showed variations up to 301 km2
. 

Table 6.2: Sensit ivity analysis for short-term waves. All values in km2
. 

Suitability 
1 2 3 4 5 6 7 8 Scores 

original 186.1 30.9 2.9 5.7 4.5 30.5 10.3 0 

+15% 217.5 2.9 5.7 4.5 30.6 0 10.3 0 

+10% 217.5 2.9 5.7 4.5 30.6 0 10.3 0 

+ 5% 186.3 31 .2 2.9 10.3 30.6 0 10.3 0 

-5% 183.5 2.8 34.1 5.7 4.5 30.6 0 10.3 

-10% 159.9 26.4 31 .2 2.9 5.7 35.1 0 10.3 

-15% 112.7 70.8 2.8 34.1 5.7 4.5 30.6 10.3 

015% 10% . 5% 0 -5% -10% . -15% 
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Fig. 6.1 : Difference in area for each suitability score between the base line short-term waves layer and the 
modified percentages. 
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The sensitivity analysis of the marine environment submodel with the modified 

short-term wave layers included, found that most of the variation was among the 

intermediate suitability scores of 3 and 4 and the higher scores of 6 and 7 (Table 

6.3 and Fig. 6.2). Generally, changes in area almost doubled for the aggregated 

negative values (96 km2
) when compared to the aggregated positive values (57 

km2
) . 

Table 6.3: Sensitivity analysis for marine environment submodel when short-term waves values were 
changed. All values in km2

. 

Suitability 
1 2 3 4 5 6 7 Scores 

original 

+15% 

+10% 

+5% 

-5% 

-10% 

-15% 

0 3.0 123.7 97.1 7.6 24.5 19.8 

0 3.0 129.4 92.9 7.2 29.9 13.3 

0 3.0 129.4 92.9 7.2 29.9 13.3 

0 3.0 123.7 97.1 8.6 30.0 13.3 

0 3.0 120.4 100.1 7.6 21.7 22.9 

0 3.0 115.5 104.2 7.9 22.1 22.9 

0 3.0 98.2 121.0 8.5 18.7 26.4 

015% . 10% . 5% 0 -5% -10% . -15% 
25.0 -.------- - -----::-------------, 
20.0 
15.0 
10.0 
5.0 
0.0 -t---r---+""-'-r 

-5.0 
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-25.0 

------ -. - f-

-30.0 -'----.:.....------:.-----'----'-----'----------' 

1 2 3 4 5 6 7 8 

Suitability Scores 
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Fig. 6.2: Difference in area for each suitability score between the base line marine environment submodel, 
when short-term wave values were changed, and the modified percentages. 
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The sensitivity analysis of the overall model output with the modified short-term 

wave layers included, found that most of the variation was within the suitability 

scores 3 to 7 (Table 6.4 and Fig. 6.3). Overall, aggregated negative interval values 

showed slightly greater variation in area than aggregated positive values, with 

most of the variation was found on the -15% interval. On the other hand, the 

positive values did not show much variation. Variation values of +10% and +15% 

were found to have the same change in area for each of the suitability scores. 

Table 6.4: Sensitivity analysis for the overall model output when short-term waves values were changed. All 
values in km2

. 

Suitability 1 2 3 4 5 6 7 8 Scores 
original 0 0.1 26.2 78.5 121.7 41.5 7.2 0.5 

+15% 0 0.1 27.3 78.8 122.6 40.2 6.2 0.5 

+10% 0 0.1 27.3 78.8 122.6 40.2 6.2 0.5 

+5% 0 0.1 26.2 79.0 122.9 40.8 6.2 0.5 

-5% 0 0.1 25.8 78.6 121.5 41 .1 7.4 1.1 

-10% 0 0.1 25.6 77.9 121.9 41.6 7.5 1.1 

-15% 0 0.1 22.4 80.1 119.9 44.2 7.9 1.1 

015% 10% . 5% 0-5% -10% . -15% 

5.0 
4.0 
3.0 
2.0 
1.0 
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Fig. 6.3: Difference in area for each suitability score between the base line overall model, when short-term 
wave values were changed, and the modified percentages. 
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6.3.2 Long-term waves 

Sensitivity analysis for the long-term waves layer found that the greatest variation 

is within in the higher suitabil ity scores (Table 6.5 and Fig. 6.4). Overall, changes 

in area almost doubled for the aggregated negative values (267 km2
) as compared 

to the positive values (151 km2
) . 

Table 6.5: Sensit ivity analysis for long-term waves. All values in km2
. 

Suitability 1 2 3 4 5 6 7 8 Scores 
original 211.9 4.5 2.9 7.2 0.0 4.4 40.0 0 

+15% 217.0 2.9 7.2 4.4 0 40.1 0 0 

+10% 217.0 2.9 7.2 0 4.4 8.5 31 .6 0 

+5% 217.0 0 2.9 7.2 4.4 8.5 31 .6 0 

-5% 212.3 4.7 0 2.9 7.2 4.4 8.5 31.6 

-10% 204.2 8.1 4.7 2.9 7.2 4.4 8.5 31 .6 

-15% 200.9 3.3 8.1 4.7 2.9 7.2 4.4 40.1 

016% 10% . 6% 0 -6% • -10% • -16% 
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26.0 
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Fig. 6.4: Difference in area for each suitability score between the base line long-term waves layer, when long
term wave values were changed, and the modified percentages. 
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The sensitivity analysis of the marine environment submodel with the modified 

long-term wave layers included, found most of the variation is to be among the 

intermediate suitability scores of 6 and 7 (Table 6.6 and Fig. 6.5). The overall 

changes in area almost doubled for the aggregated negative values (98 km2
) when 

compared to the aggregated positive values (48 km2
). 

Table 6.6: Sensitivity analysis for marine environment submodel when long-term waves values were changed. 
All values in km2

. 

Suitability 1 2 3 4 5 6 7 8 Scores 
original 0 3.0 123.7 97.1 7.6 24.5 19.8 0 

+15% 0 3.0 125.7 98.9 8.1 35.8 4.2 0 

+10% 0 3.0 125.7 98.9 5.8 24.9 17.4 0 

+5% 0 3.0 125.6 95.2 9.4 25.2 17.4 0 

-5% 0 3.0 123.7 95.7 7.2 12.9 33.0 0.3 

-10% 0 3.0 120.3 98.1 8.2 12.9 33.0 0.3 

-15% 0 3.0 117.1 97.1 8.5 10.6 39.1 0.3 
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Fig. 6.5: Difference in area for each suitability score between the base line marine environment submodel, 
when long-term waves values were changed, and the modified percentages. 
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The sensitivity analysis of the overall model output with the modified long-term 

wave layers included, indicated that the variation was fairly distributed among the 

suitability scores of 3 to 8 (Table 6.7 and Fig. 6.6). Generally, aggregated negative 

interval values showed slightly greater variation in area as compared to the 

aggregated positive values. 

Table 6.7: Sensitivity analysis for the overall model output when long-term waves values were changed. All 
values in km2

. 

Suitability 1 2 3 4 5 6 7 8 Scores 
original 0 0.1 26.2 78.5 121.7 41.5 7.2 0.5 

+15% 0 0.1 27.1 80.4 122.3 40.1 5.6 0.2 

+10% 0 0.1 27.1 79.5 120.6 40.9 6.9 0.5 

+5% 0 0.1 26.7 79.0 121.2 41 .1 7.0 0.5 

-5% 0 0.1 26.1 78.0 120.8 40.9 8.3 1.4 

-10% 0 0.1 25.8 77.8 120.5 41.7 8.3 1.4 

-15% 0 0.1 25.1 75.7 121 .3 42.8 9.2 1.4 
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Fig. 6.6: Difference in area for each suitability score between the base line overall model, when long-term 
waves values were changed, and the modified percentages. 
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6.3.3 Sewage Discharges (change in population) 

The sensitivity analysis for the sewage discharges layer due to an increase in the 

number of people connected to the sewage, found that the greatest variation in the 

highest suitability score 8 (Table 6.8 and Fig. 6.7). Overall, changes in area more 

than doubled for the aggregated positive values (8 km2
) as compared to the 

aggregated negative values (3 km2
). Positive variation values of +10% and +15% 

were found to have the same changes in area for each of the suitability scores, 

while all negative variation values showed the same changes in area for the -5% -

10 and -15%. 

Table 6.8: Sensitivity analysis for sewage discharges (change in population). All values in km2
. 

Suitability 1 2 3 4 5 6 7 8 
Scores 
original 11.7 7.6 8.2 8.1 7.8 7.8 7.5 217.0 
+15% 12.2 7.9 8.4 8.3 8.0 7.9 7.6 215.3 
+10% 12.2 7.9 8.4 8.3 8.0 7.9 7.6 215.3 
+5% 12.0 7.7 8.3 8.2 7.9 7.8 7.6 216.1 
-5% 11.9 7.6 8.2 8.1 7.7 7.6 7.3 217.3 
- 10% 11 .9 7.6 8.2 8.1 7.7 7.6 7.3 217.3 
-15% 11.9 7.6 8.2 8.1 7.7 7.6 7.3 217.3 
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Fig. 6.7: Difference in area for each suitabil ity score between the base line sewage discharges (change in 
population) layer and the modified percentages. 
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The sensitivity analysis of the water quality submodel with the modified sewage 

discharges layers included, found most of the variation to be among the higher 

suitability scores (Table 6.9 and Fig. 6.8). The overall changes in area more than 

tripled for the aggregated positive values (7 km2
) as compared to the aggregated 

negative values (2 km2
). 

Table 6.9: Sensit ivity analysis for water quality submodel when sewage discharges (change in population) 
values were changed. All values in km2

. 

Suitability 1 2 3 4 5 6 7 8 Scores 

original 0 2.3 4.5 15.9 12.0 51.8 32.8 156.5 

+15% 0 2.5 4.7 16.4 12.3 51 .2 32.9 155.8 

+10% 0 2.5 4.7 16.4 12.3 51.2 32.9 155.8 

+5% 0 2.3 4.5 16.2 12.2 51.8 32.9 155.8 

-5% 0 2.3 4.5 15.9 12.0 51 .7 33.1 156.3 

-10% 0 2.3 4.5 15.9 12.0 51 .7 33.1 156.3 

-15% 0 2.3 4.5 15.9 12.0 51 .7 33.1 156.3 
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Fig. 6.B: Difference in area for each suitability score between the base line water quality submodel, when 
sewage discharges (change in population) values were changed, and the modified percentages. 
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The sensitivity analysis of the overall model output with the modified sewage 

discharges layers included, found that the variation was distributed between the 

intermediate suitability scores of 3 to 6 (Table 6.10 and Fig. 6.9). Overall, 

aggregated negative interval values showed slightly greater variation in area as 

compared to the aggregated positive values. 

Table 6.10: Sensitivity analysis for the overall model output when sewage discharges (change in population) 
values were changed. All values in km2

. 

Suitability 1 2 3 4 5 6 7 8 
Scores 
original 0 0.1 26.2 78.5 121.7 41 .5 7.2 0.5 

+15% 0 0.1 25 78.7 121.5 42.6 7.2 0.5 

+10% 0 0.1 25 78.7 121 .5 42.6 7.2 0.5 

+5% 0 0.1 26.2 78.6 121 .6 41.5 7.2 0.5 

-5% 0 0.1 25 78.1 122.2 42.6 7.2 0.5 

-10% 0 0.1 25 78.1 122.2 42.6 7.2 0.5 

-15% 0 0.1 25 78.1 122.2 42.6 7.2 0.5 
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Fig. 6.9: Difference in area for each suitability score between the base line overall model, when sewage 
discharges (change in population) values were changed, and the modified percentages. 
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6.3.4 Sea Temperature 

Sensitivity analysis indicated that changes in the sea temperature layer had the 

greatest impact on the predicted suitability area of all the five selected criteria 

(Table 6.11 and Fig. 6.10). All the changes were found on the higher suitability 

scores. Aggregated negative interval values showed greater variation in area as 

compared to the aggregated positive values. Increments of +5% and +10% in sea 

temperature increased the areas suitable for growing temperate fish, while an 

increment of +15% was no within the optimum range for growing fish and hence 

reduced the suitability area. On the other hand, decreases in sea temperature 

greatly reduced the areas suitable. 

Table 6.11: Sensitivity analysis for sea temperature. All values in km2
. 

Suitability 
1 2 3 4 5 6 7 8 

Scores 
original 0 0 0 0 0 0 263.6 12.0 

+15% 0 0 0 0 2.3 76.8 196.6 0 

+10% 0 0 0 0 0 0 55.9 219.8 

+5% 0 0 0 0 0 0 10.6 265.1 

-5% 0 0 0 0 0 155.3 120.4 0 

-10% 0 0 0 0 273.9 1.8 0 0 

-15% 0 0 0 0 199.8 75.9 0 0 
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Fig. 6.10: Difference in area for each suitability score between the base line sea temperature layer and the 
modified percentages 
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The sensitivity analysis of the water quality submodel with the modified sea 

temperature layers included, found most of the variation to be among the higher 

suitability scores of 6, 7 and 8 (Table 6.12 and Fig. 6.11). The sensitivity analysis 

for the water quality model followed the same trends as the sea temperature 

analysis. Positive increments in sea temperature up to +10% increased the 

suitability of the water quality submodel, but were reduced drastically at +15%. 

Negative increments in sea temperature decreased the suitability area of the water 

quality sub model. Overall, aggregated negative interval values showed greater 

variation in area, up to 83 km2
, while the aggregated positive values showed 

variation up to 51 km2
. 

Table 6.12: Sensitivity analysis for the water quality submodel when sea temperature values were changed. 
All values in km2

. 

Suitability 1 2 3 4 5 6 7 8 Scores 
original 0 2.3 4.5 15.9 12 51.8 32.8 156.5 

+15% 0 3.05 5.75 16.35 11 .12 55.23 31.06 153.1 

+10% 0 1.3 4.76 15.25 10.08 48.42 31.71 164.2 

+5% 0 0.33 5.48 14.73 9.22 48.22 30.64 167.1 
-5% 0 2.79 4.49 16.85 11.03 56.66 31.13 152.8 
-10% 0 3.4 6.24 17.79 9.45 62.79 27.18 148.8 

-15% 0 3.92 6.37 18.03 11.51 65.31 19.11 151.4 
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Fig. 6.11: Difference in area for each suitability score between the base line water quality submodel, when 
sea temperature values were changed, and the modified percentages. 
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The sensitivity analysis of the overall model output with the modified sea 

temperature layers included, found that the variation was distributed among the 

intermediate suitability scores, especially in scores of 3 and 6 (Table 6.13 and Fig. 

6.12). In general, aggregated positive interval values showed slightly greater 

variation in area as compared to the aggregated negative values. 

Table 6.13: Sensitivity analysis for the overall model output when sea temperature values were changed. All 
values in km2

. 

Suitabilit 
1 2 3 4 5 6 7 8 

y Scores 
original 0 0.1 26.2 78.5 121.7 41.5 7.2 0.5 

+15% 0 0.1 25.2 78.8 121.4 42.5 7.1 0.5 

+10% 0 0.1 24.5 78.6 121.5 43.2 7.2 0.5 

+5% 0 0.1 24.5 78.6 121 .5 43.2 7.3 0.5 

-5% 0 0.1 25.2 78.6 121.7 42.4 7.2 0.5 

-10% 0 0.1 25.7 78.7 121.4 42.2 7.1 0.5 

-15% 0 0.1 26.8 79.1 121 .6 40.6 6.9 0.5 
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Fig. 6.12: Difference in area for each suitability score between the base line overall model, when sea 
temperature values were changed, and the modified percentages 

Chapter ' : Sensitivity Analysis -------_______________ 271 



6.3.5 Suspended Solids 

Sensitivity analysis found that positive increments in suspended solids decreased 

suitable area for marine fish farming, while the opposite was true for negative 

increments (Table 6.14 and Fig. 6.13). The greatest variation was found in the 

score 8, followed by score 1. Aggregated negative interval values showed slightly 

greater variation in area, up to 61 km2
, while the aggregated positive values 

showed variation up to 52 km2
. 

Table 6.14: Sensitivity analysis for suspended solids. All values in km2
. 

Suitability 
1 2 3 4 5 6 7 8 

Scores 

original 32.0 10.6 11.7 11.9 11.1 9.9 9.4 179.0 

+15% 40.7 13.6 13.5 12.4 11.2 10.6 9.8 163.9 

+10% 34.8 11 .6 12.5 12.5 11.8 10.5 9.5 172.3 

+5% 33.8 11.2 12.2 12.3 11 .8 10.4 9.3 174.8 

-5% 29.3 9.4 10.6 11.2 10.6 9.9 8.9 185.9 

-10% 27.7 9.4 10.8 11.5 11.1 10.2 8.8 186.4 

-15% 24.8 8.1 9.3 10.0 9.8 9.7 9.0 194.9 
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Fig. 6.13: Difference in area for each suitability score between the base line suspended solids layer and the 
modified percentages 
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The sensitivity analysis of the water quality submodel with the modified suspended 

solids layers included, found most of the variation to be among the higher 

suitability scores of 6 and 8 (Table 6.15 and Fig. 6.14). In general, aggregated 

negative and positive interval values showed similar variation in area, up to 48 

km2
. 

Table 6.15: Sensitivity analysis for the water quality submodel when suspended solids values were changed. 
All values in km2

. 

Suitability 
1 2 3 4 5 6 7 8 Scores 

original 0 2.3 4.5 15.9 12.0 51.8 32.8 156.5 

+15% 0 2.5 4.8 16.0 12.2 62.3 35.0 142.9 

+10% 0 2.3 4.7 15.7 12.0 56.3 34.4 150.3 

+5% 0 2.3 4.7 15.6 12.0 54.9 33.7 152.5 

-5% 0 2.1 4.4 15.2 12.2 49.0 31 .3 161.6 

-10% 0 1.8 4.3 14.9 12.6 48.6 32.3 161 .2 

-15% 0 1.5 3.8 14.8 13.4 44.2 30.1 167.9 
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Fig. 6.14: Difference in area for each suitabil ity score between the base line water quality submodel, when 
suspended sol ids values were changed, and the modified percentages. 
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The sensitivity analysis of the overall model output with the modified suspended 

solids layers included, found the variation to be distributed among the intermediate 

suitability scores of 3 and 6 (Table 6.16 and Fig. 6.15). Generally, aggregated 

negative interval values showed slightly greater variation in area as compared to 

the aggregated positive values. 

Table 6.16: Sensitivity analysis for the overall model output when suspended solids values were changed. All 
values in km2

. 

Suitability 1 2 3 4 5 6 7 8 
Scores 
original 0 0.1 26.2 78.5 121.7 41.5 7.2 0.5 

+15% 0 0.1 25.5 78.5 121.7 42.2 7.2 0.5 

+10% 0 0.1 25.0 78.6 121.8 42.4 7.2 0.5 

+5% 0 0.1 25.0 78.6 121 .7 42.5 7.2 0.5 

-5% 0 0.1 24.7 78.4 121.9 42.8 7.2 0.5 

-10% 0 0.1 24.7 78.6 121.8 42.8 7.2 0.5 

-15% 0 0.1 24.6 78.6 121.9 42.6 7.4 0.5 
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Fig. 6.15: Difference in area for each suitability score between the base line overall model, when suspended 
solids values were changed, and the modified percentages 
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6.3.6 Absolute Sensitivity 

Absolute sensitivity is a mathematical expression of sensitivity which provides a 

consistent measure for comparing the five selected model parameters (Shukla, 

1998; Malczewski, 1999; Saltelli et a/., 2000). The absolute sensitivity (S) is 

calculated as follows: 

S = (Ra - Rn)/(Pa - Pn) 

were Ra and Rn were the model responses for altered and initial parameters 

respectively, and Pa and Pn were the altered and initial values. The S values for 

the different parameters were compared to identify the most sensitive parameters 

(Table 6.17). 

Table 6.17: Absolute sensitivity values for different percentages of variations for each of the selected 
variable. 

15% 10% 5% L -5% -10% -15% L 
L 

Total 

Short-term waves 0.31 0.46 0.68 1.45 0.38 0.24 0.75 1.37 2.81 

Long-term waves 0.45 0.39 0.42 1.26 0.82 0.45 0.57 1.84 3.09 

Sewage 0.18 0.27 0.04 0.49 0.64 0.32 0.21 1.17 1.66 

Temperature 0.18 0.37 0.76 1.31 0.39 0.18 0.17 0.74 2.05 

Suspended Solids 0.10 0.23 0.48 0.81 0.62 0.29 0.22 1.14 1.95 

Based on the absolute sensitivity values, variables can be arranged in order of 

their importance in affecting suitability area as predicted by the model: long-term 

waves> short-term waves> temperature> suspended solids> sewage. Overall, 

the model was shown to be highly sensitive to long-term waves and short-term 

waves, followed by variations in temperature, suspended solids and sewage 

respectively. The model was more sensitive to higher values of long-term waves, 

suspended solids and sewage than lower values of these variables. The opposite 

was true for short-term waves and temperature. 
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6.4 CONCLUSIONS AND DISCUSSION 

The sensitivity analysis carried out in this chapter was aimed at accounting for 

variability by identifying the sensitivity of the model to the spatial data inputs and to 

determine their relative criticality. A considerable level of variation was found in the 

results when the model parameters were varied. The sensitivity analysis shows 

that the model was especially sensitive to long-term waves and short-term waves, 

followed by sea temperature, suspended solids and sewage discharges 

respectively. This was the expected rank, as changes in variables with bigger 

weights had higher impacts on the overall model output. 

Variations in the model output due to changes in sewage discharges (change in 

population connected) and suspended solids (coming form extreme runoffs) were 

small, and hence it was concluded that they are not critical variables on the model. 

Moreover, by the year 2005 no sewage discharges in Tenerife will be allowed 

without previously being treated (Morales, 1997). This fact will further reduce the 

possibility of variation in the model's predictions due to changes in this variable. 

Although changes in sea temperature impacted the final model output to some 

extent, its was also considered as non critical. This is because, although the model 

did change slightly, temperature was still within the very suitable range. 

On the other hand, the proposed model for siting marine cages in Tenerife was 

most affected by wave variations, both long and short-term. This will have a direct 

effect on the suitable area predicted and also on the cage system of choice, if the 

wave conditions are not as predicted in this study. If a more conservative estimate 

was required, to account for the worse case scenario variability, then instead of 

using the predicted 15-year return period wave to create the extreme wave map as 

done in this study, alternatively, the value of the upper confidence interval limit 

could be used to generate this map. 

It is concluded that the model presented in this study is robust to changes from 

uncertainty of the data, processes under study and/or parameterisation of the 

equations used to describe them. Having said that, it could also be valuable to 
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carry out the wave analysis with longer data sets than the used in this study. 

Unfortunately, this was not possible at the time of this study because the lack of 

such information. Nevertheless, the sensitive analysis method used has been 

criticised for being limited, since it only demonstrates the sensitivity of variations to 

one variable at a time (Saltelli et al., 2000). However, in the context of this study, 

where only those single layers which were most likely to influence the final output 

were of interest, this methodology is appropriate (Lodwick et al., 1990). 
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Chapter 7 

General Discussion 

This study focused on the optimisation of offshore marine fish-cage farming in 

Tenerife, Canary Islands. The main objective was to select the most suitable sites 

for offshore cage culture. This was accomplished by identifying all possible criteria 

that influenced the development of marine fish-cage culture within the context of a 

integrated coastal zone management. Once identified the required data was 

gathered together, and entered into the GIS system to build up the database. 

Finally, the database was verified to control the quality of data used, and thus help 

ensure reliable outcomes. Based on these criteria, three different cage systems 

were selected and GIS-based models, for each, were developed to select the most 

suitable sites for developing marine fish cage culture. 

To account for possible different points of view relating to the same task of siting 

marine fish cages, specifically developed questionnaires were used to obtain feed

back from three focus groups, all of whom had relevant but different experience in 

the field. Sensitivity analysis was used to indicate what criteria are the most or 

least critical in determining the values of the output map. These critical maps 

indicate where most or least care may be taken in the input data in order to draw 

reliable conclusions from the output map, and also to assess the overall 

robustness of the model. 

Areas which were selected as the most suitable for siting cages will benefit from a 

further study to quantify the dispersive nature of a site, and therefore, assist in 

predicting possible environmental impacts. For this purpose, a particulate waste 

distribution model was developed. Although not directly used in this study because 

lack of current data, it was intended to be used in the last stage of this study. This 

model could also help regulators to establish the maximum desirable production at 

a site, and hence, estimate the maximum number of farmed tons and number of 
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cages that a site could support for a sustainable development of the industry in 

Tenerife. 

The aquaculture site selection conducted in this study, also known as zonation, is 

vitally important as it can greatly influence the economic viability of a venture by 

determining its capital outlay, running costs, rates of production and mortality 

factors. It can also resolve conflicts between different coastal activities and users, 

such as fishing or tourism, making rational and sustainable use of Tenerife's 

coastal space. Consequently, site selection is considered a key factor if success is 

to be achieved and a sustainable aquaculture industry is to be established on the 

island. 

The management of aquaculture can be approached in a number of different 

ways, however, current thinking favours the application of Integrated Coastal Zone 

Management (ICZM), as presented in this study. Although the development and 

implementation of ICZM policies is now an established concept and internationally 

recognised goal, the tools and methodologies for achieving such goals are still 

under development (Clark 1996; GESAMP, 1996b). It is clear, that for any 

effective management of the shoreline, it is necessary for the policies to be based 

on informed decision-making. This in turn requires ready access to appropriate, 

reliable and timely data and information, in a suitable form for the task at hand 

(Urbanski, 1999). Since much of this information and data have a spatial 

component, GIS and related technologies have obvious relevance to the task, as 

shown in this study. The integration of GIS and environmental modelling has now 

been accepted as desirable, if not essential for coastal management (U et al., 

2000). Budic (1994) labelled GIS as "revolutionary" in its potential to enhance the 

planning process itself. 

GIS is an information system specifically designed to work with data referenced by 

spatial or geographic coordinates. In other words, GIS is both a database system 

with specific capabilities for spatially referenced data, as well as a platform for 

analytical operations for working with the data (DeMers, 1997). GIS can allow for 

the analysis of both qualitative and quantitative data, identify associations between 
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components, and therefore, build a "Jiving database" with exploratory data 

analysis, modelling, interpretative and mapping capabilities (Booth, 1998). 

There is little doubt that GIS has the potential to greatly contribute to the adoption 

of an integrated approach towards coastal management problems. However, 

whilst the use of this technology as a tool for land-based resource management 

and planning is well established, GIS applications in coastal and aquatic 

environments are still in their infancy. Moreover, GIS has most often been applied 

as a tool for mapping rather than modelling 

It is clear that aquaculture site selection requires geographically related data and 

information, with multiple feasible alternatives, which are often conflicting and 

involving incompatible evaluation criteria. The alternatives are usually evaluated 

by a number of individuals such as managers, decision makers, or interest groups. 

These individuals are typically characterized by unique preferences with respect to 

the relative importance of evaluation criteria. GIS technology offers unique 

capabilities of automating, managing, and analysing a variety of spatial data for 

decision-making. At the same time, multicriteria decision-making and a variety of 

related methodologies offer a rich collection of techniques and procedures to 

reveal preferences objectively and to incorporate them into GIS-based decision

making. 

In this study, GIS was used to perform straightforward database functions as well 

as to explore functional relationships by querying data in different ways. GIS was 

applied to combined relevant thematic data layers and explore the possible 

relationships between them. Statistical testing of observed relationships or 

correlation between thematic layers were also performed. 

Although the implementation and use of GIS-based models for planning and 

management of aquatic resources is still in its early stages, this study has shown it 

to be a powerful tool. Nevertheless, GIS is only a tool that provides outputs to a 

range of input data, it does not provide answers. What it does is to provide an aid 

to support answers which managers build up with the outputs from the GIS, and 
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perhaps other related material. Also, it is very important to bear in mind that GIS is 

only as good as the data and conceptual models on which they are based. 

Despite its obvious potential benefits and general favourable opinion, it is 

important to consider whether GIS will make the environmental management 

process more efficient. cost-effective and productive than more traditional 

methods. In environmental management, the cost of laborious surveys can be 

prohibitive particularly when addressing relatively large or inaccessible areas. In 

such circumstances, a GIS-based approach can be cheaper and more efficient 

than a traditional field survey based approach. It can also open up opportunities 

for using alternative source data such as aerial photography or satellite imagery. 

On the other hand, the lack of readily available, affordable and accurate digital 

data can mean that a certain amount of hand digitising and ground truthing, to 

check the quality of the data, is very likely to be necessary, which itself is a time 

consuming task. In addition, mastering the technology requires time and intensive 

training to familiarise with the functions of GIS and learn about the logistics of 

exploiting its capabilities. Hence, the benefits of GIS technology are not attained 

immediately, the longer a GIS is used, more potential it has to yield benefits. 

Some aspects of the present study would not have been possible without GIS. The 

quantity of factors used would have made the use of more traditional techniques, 

such as manual map overlay, very difficult. Moreover, some factors, such as the 

sea temperature layer created in this study, would have been virtually impossible 

to obtain without the use of satellite information. In addition, relatively simple GIS 

operations such as the measurement of buffer zones or the generation of a digital 

elevation model (OEM), become very complicated when done manually with paper 

maps. It is therefore apparent that appropriate selection of offshore cage site in 

Tenerife was achieved more quickly and accurately using GIS than it could have 

been with traditional manual map-making technology. 

Decision-making is a process that involves a sequence of activities that begins 

with problem recognition and ends with recommendations. Although there are 

numerous alternative ways to organize the sequence of activities in the decision

making process, this study emulated an approach developed by the GISAP group 
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at the Institute of Aquaculture, Stirling, who have been researching the role of GIS 

for aquaculture support for some years (Aguilar-Manjarrez, 1996; Ross, 1998; 

Scott and Ross, 1999; Salam, 2000). Decision-making played a key role in this 

study at all stages of model development. Even before any GIS manipulation took 

place, decisions had to be made in choosing the factors to be included in the 

evaluation, the structures of the models and standardisation thresholds. 

The framework for spatial multicriteria decision analysis used in this study (Fig. 

3.4) began with a recognition and definition of the decision problem. Subsequently, 

all production functions (factors and constraints) were identified and defined. 

These were then integrated into a GIS database in the form of thematic layers and 

later scored for standardization. At this stage, the database was verified by field 

sampling to establish the quality of data used. The decision maker's preferences 

were incorporated into the decision model by assigning weights of relative 

importance to the evaluation under consideration. These, together with the 

thematic layers, were integrated by using MCE and simple overlays to provide an 

overall assessment of possible alternatives. Finally, sensitivity analysis was 

performed to determine the model robustness. The end results of this decision

making process were recommendations, based on the ranking of alternatives and 

sensitivity analysis, for future action. The integration, manipulations and 

presentation of the results by means of GIS-based models in this logical flow of 

steps proved very effective for helping the decision-making process of site 

selection of this study. 

From this study, it is clear that GIS has several advantages for resource 

management and aquaculture development programme. It not only provided a 

visual inventory of the characteristic of the environment as thematic layers, but it 

allowed generation of suitability maps for different culture systems without 

complex and time-consuming data manipulation. An added advantage of using 

GIS for this study was the efficiency of integrating a wide range of data and 

information sources into a compatible format. This study made use of data 

available in the form of paper maps, tables, charts, satellite images and surveys. 

The methods used in this study for data capture were very varied, including 

keyboard entry, manual locating devices (table digitiser and on-screen digitising), 
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automated devices (scanning), or by the importation of existing data files (direct 

conversion from other digital sources). In this study 31 criteria, 27 factors and 4 

constraints, were used. Some of these factors were entered as primary data 

whereas other were the result of some preliminary data manipulation or modelling. 

Almost half of the time allocated for this project was used for implementing the GIS 

database. 

It is not always possible to examine all the criteria defined for a project in great 

detail, and this was the case for the coastal current layer in this study. Information 

on currents is very important for cage site selection because they control the water 

exchange rate (replenishment of oxygen and removal of waste metabolites), 

influence fish behaviour (affecting social hierarchies, growth and growth disparities 

among stock), contribute towards food losses, and impose additional dynamic 

loadings on the cage, supporting structures and moorings. Unfortunately, there 

were no data on coastal currents for Tenerife. The only data available on currents 

for the Canary Islands region came from global oceanic circulation or from 

mesoscale studies of the Canary Current. Initially, attempts were made to interpret 

and interpolate the available Canary Current data to generate a coastal current 

map. However, as this flow is greatly influenced by local topography and other 

factors such as tidal currents, local wind driven currents, longshore currents and 

rip currents (Molina pers. comm.), the current thematic layer was created based on 

the author's personal knowledge of the study area and the main current flow, the 

Canary Current. When better information on currents is available, it could be 

incorporated easily into the model and re-run. In addition, the waste dispersion 

model developed could be then used for the final site selection and to estimate 

potential production levels as well as number of farms. 

Performing manipulations on maps or raw data that poses error as a result of the 

data collection leads to error propagation. Most of the data came from reliable 

sources, such as national and regional institutions with reliable quality standards 

and were integrated relatively directly into the GIS database. Other data, for 

example that required in the creation of the sea temperature or suspended solid 

layers, had to be manipulated prior to its incorporation, hence, increasing the 

possibility of error propagation. 
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Some of the sources of error are a product of the measurement instrument, which 

can be reduced by upgrading the data pre-processing required to generate the 

thematic layers, as was the case in this study. Whenever possible, the latest state

of-the art methodologies and techniques were used. For example, for the 

generation of the sea temperature layer, the latest NOAA satellite algorithm and 

prepossessing techniques was applied. A second possible source of error 

propagation could be due to the managing of spatial databases. In this case, 

standard techniques for data manipulation and handling were used to minimize the 

introduction of errors to the database. Whenever possible, digital data with a 

quality guarantee was used. In addition, when data capture was necessary, state

of-the-art hardware such as GIS, scanner and digitising table was used to ensure 

data quality. Moreover, when possible, field trips were carried out for database 

verification. 

The model structure for this study was built based on hierarchical structures (Fig. 

3.9), which divided all the criteria into large groupings (or submodels), and further 

divided them into smaller clusters to obtain the priorities of all elements by means 

of clustering. Hierarchical structures have been acknowledged as a powerful 

version of reality when viewing a complex system of interacting components 

(Saaty, 1977). It was found that this method is by far a more efficient process than 

treating all the elements together. The same conclusion has also been reached by 

the GISAP group (Aguilar-Manjarrez, 1996; Salam, 2000) and some other authors 

(Malczewski, 1999). The criteria used in this study were divided into 8 submodels. 

By using the GIS-based models structured as hierarchies, the outcome becomes 

more objective than by using conventional techniques alone. 

Although there are similar studies that have used suitability scores of 1 to 4 and 1 

to 16 (Aguilar-Manjarrez, 1996; Salam, 2001), in this study a scoring system of 1 

to 8 was chosen, 8 being the most suitable and 1 the least, as it was found that the 

former scoring system gave poor results while the latter was too complicated to 

use. Nevertheless, based on the experience gained during this study, a scoring 

scale from 1 to 10 may have been easier and more intuitive to use, as presented 

by Lowry et al. (1995) and Abdel-Kader et al. (1998), or from 1 to 100 as 

presented by Krieger and Mulsow (1990). 
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It was found that whenever possible, it is best to use threshold values for each of 

the suitability scores based on those proposed by experts with knowledge of the 

task at hand as well as the particular study area or literature sources, rather than 

using a mathematical approach which may not provide a set of threshold limits 

representative of the problem. Having said that, it will be useful to further 

investigate the linearity of the selected threshold for some criteria. It may be the 

case that some criteria thresholds will be more representative if an exponential 

distribution was used. 

The purpose of criterion weighting in this study was to express the importance of 

each criterion relative to others. From a number criterion-weighting procedures 

reported in the literature, this study made use of the pairwise comparison method, 

which has been acknowledged as the most effective technique for spatial decision

making (Eastman et al., 1993; Malczewski et al., 1997a). In this study, the 1-9 

scale proposed by Saaty (1997) was used, 1 being least important and 9 the most 

important. A further advantage of using the IDRISI32 GIS software was that the 

calculations of the weights using the pairwise comparison method is already 

incorporated as a built-in decision support module, so avoiding the use of external 

software and the need to incorporate this information into the GIS-based models. 

Although the conclusions and recommendations arising from this study are solely 

based upon the criteria weights assigned by the author, account was taken of 

different perceptions by selecting three focus groups and using questionnaires to 

gather information. The most difficult part of the questionnaires was the completion 

of the pairwise matrix to calculate the criteria weights. Although a 1 to 9 scale is 

widely accepted and used by many authors and in commercial software, it was 

suggested by many of the members of the focus groups that a scale from 1 to 10 

would be more intuitive and easier to use for them, as they were more familiar and 

confident with that approach. Moreover, some decision-makers argued that it was 

easier for them to directly assign weights to the factors without going through the 

tedious process of completing the pairwise matrix. Overall, it was found that the 

choice of weights is crucial to the outcomes and that the wrong weights could be 

chosen even if the consistency ratio (CR) was within the acceptable limits. This 
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same conclusion has been reached by other authors (Aguilar-Manjarrez and Ross, 

1995; Barredo, 1996; Malczewski, 1999). 

Aguilar-Manjarrez (1996), Aguilar-Manjarrez and Nath (1998) and Salam (2000) 

made use of questionnaires together with the pairwise comparison method for 

assigning weights when dealing with a great number of criteria per model or 

submodel. However, experience gained from this study suggests that when the 

number of criteria per group are smaller, questionnaires with direct assignment of 

weights could better match the decision-maker's preferences rather than using the 

pairwise method, which is an unfamiliar and confusing technique for many. This, in 

part, could be the reason for the differences in output predicted by the author and 

those predicted by the three different focus groups. 

Sensitivity analysis was carried out to indicate which layers (criteria) were the most 

or least critical in determining the values of the final output. This step, although 

often overlooked, is important because the available information is often uncertain 

and imprecise due to measurement and conceptual errors, and only limited 

information may be available on actual errors associated with a particular 

geographical analysis (Fisher et al., 1997; Arbia et al., 1998; Malczewski, 1999; Li 

et al., 2000; Woodcock and Gopal, 2000). The model sensitivity was tested by 

imposing variations on the inputs and the resultant variations computed. A 

considerable level of variation was found in the results when the model 

parameters were varied, however, it was concluded that the model presented in 

this study is robust to changes due to uncertainty in the data, the processes under 

study and/or parameterisation of the equations used to described them. 

The sensitivity analysis conducted in this study was very tedious and time

consuming. Although the GIS software used (IDRISI32) provided some macro 

modelling facilities, its use is crude and not very effective for this particular task, 

especially when the models are as numerous and complicated as those presented 

here. It is hoped, that with the next generation of IDRISI32, this problem will be 

solved and sensitivity analysis like that presented in this study can be carried out 

more automatically, faster and efficiently. 
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This research, and the final outcomes, could benefit for further work and 

improvements. These include the introduction of data on seabed type, which 

would be important in deciding the type and cost of moorings, possible indication 

of the assimilative capacity of the environment, and also could be used as a proxy 

data for current velocity. With additional time and resources, a more thorough 

ground truthing design could have been planned. This could include more 

sampling points as well as more variables sampled. Seasonal variability could also 

be tested. The developed questionnaires could be used with a greater number of 

people per focus group. Additionally, the number of focus groups could be 

expanded to include other views of the same task of siting cages. For example, a 

tourism industry and a fisherman focus groups could have been added. As 

previously mentioned, this study could have benefited from the use of current data. 

This data could have been used in the GIS-based models for the initial siting of 

cages, as well as their use in the waste dispersion model for the final. 

Although the main objective of this study focused on the selection of the most 

suitable sites for cage farming, if current data were available and hence the waste 

dispersion model used, the GIS models could have been used to quantify the 

number of farms and farmed tonnes of fish that the island can potentially support 

sustainably. To illustrate this point, a simple example is presented using 

assumptions based on present aquaculture trends in the Canary Islands and 

standard aquaculture procedures. It was assumed that farms comprised of 12 

polyethylene floating cages (gravity cages) of 20 m in diameter and standard 

mooring systems. Despite the fact that existing farms are composed of rather 

lower number of cages (2-8), the trend in the Canaries is toward the use of more 

cages per farm (12). This is because bigger farms are more economical 

(economics of scale) and area efficient (INSEMAR pers. comm.). A typical system 

with these characteristics will require a total seabed area of 500 x 300 m, most of 

which is being used by the moorings (Fig. 7.1). 

Chapter 7: General Discussion --_________________ _ 287 



500 m .--------------------- ---------------------------------------------------------------.+ 

I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 

T 

Fig. 7.1: Fish farm composing of 12 polyethylene floating cages of 20 meters in diameter (not to scale). 
Redrawn with permission from INSEMAR (unpublished data) . 

Based on data provided by INSEMAR (pers. comm.), the typical growing cycle for 

seabream to a commercial size of 400 g in Tenerife is about 11-12 months, with 

total mortality of about 10%. The stocking densities fluctuates around 17 kg/m3
, 

but never exceed 20 kg/m3. Temperate species, like seabream, grow faster in the 

Canaries, as compared to the Mediterranean, due to the warmer average 

temperatures. At maximum production, a 12 cage farm would be stocked with 

1,200 ,000 fingerlings of 5 g each. Feeding is based on dry pellets and standard 

aquaculture techniques. 

The models identified 37 km2 of suitable coastal space (sums of scores of 6, 7 and 

8) for siting gravity type cages. Nevertheless, it is obvious that farms need to be 

some distance apart to avoid the risk of diseases contamination and to minimise 

impacts on the benthos, water column and visually. Also, some space is required 

for other activities such as navigation. Guidelines on distance restrictions between 

farms vary greatly between countries, environments, farmed species and systems 

used . Distance restrictions for marine cage farms are as short as 300 m in New 

Brunswick (Canada) but up to 8 km in Scotland. As there are currently no 
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regulations or guidelines to follow in Tenerife, a minimum distance between farms 

(buffer zone) of 5 km was assumed for this example. 

Based on these assumptions, the availability and location of the selected areas 

and the lack of knowledge of the dispersion from each site it would be possible to 

establish up to 22 farms of 12 cages each in Tenerife. If fish were stocked and 

harvested once a year, maximum production could be expected to be 492 Uyear 

per farm (INSEMAR pers. comm.). The total production of these farms would then 

be up to 10,824 Uyear. At present, the market price for seabream is of £4 kg and 

the farm gate price is about £2.8 kg. Hence, the gross value of the proposed 

aquaculture production arising from this study is estimated to be £30 million/year, 

0.5 % of the GOP. 

Although the estimated potential value of the aquaculture industry in Tenerife can 

not compare with the main economical activities, such as the tourism or agriculture 

which account for a 60% and 10% of the GDP respectively, it could become a 

complementary sector. In turn, this economical diversification could provide new 

investments opportunities for other economic sectors that are necessary for the 

development of aquaculture, such as feed factories, hatcheries, consultancies 

agencies, insurances, etc. In addition, the development of this industry could be 

used to reconvert some fishermen into a new, but related, activity which could help 

this declining sector. 

The use of GIS as a management tool has been acknowledged as a very cost

effective way of tackling spatially-related problems. Although this study greatly 

depended upon the use of GIS, it is nevertheless important to bear in mind that 

GIS is not only a software in which the operator introduces data for outputs to be 

obtained. GIS can itself be considered as a virtual environment in which the "real

world" is translated to allow for manipulations and modelling, with the aim of 

assisting decision-makers in their management strategies. 

This study presents a methodology for siting offshore marine fish cages in an 

integrated, objective and sustainable fashion. Despite the fact that Tenerife was 

chosen as the study area, the developed methodology could be applied to any 
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other coastal areas worldwide. For some areas, it is most likely that the model 

assembled in this study could not be applied exactly as presented. Some of the 

criteria may be of no importance, while perhaps new ones will need to be added. 

Nevertheless, despite these small differences, the framework and methodology 

should remain the same independent of the study location. Overall, this study 

revealed the usefulness of GIS as a coastal aquaculture planning and 

management tool. 
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Appendix 1 

Runoff Curve Numbers 

Table A 1.1: Runoff curve numbers tor urban areas 1. 

COVER DESCRIPTION 

Cover type and hydrologic condition 

Fully developed urban areas (vegetation established) 

Open space (lawns, parks, golt courses, cemeteries, etci: 
Poor condition (grass cover <50%) ............................ . 
Fair condition (grass cover 50%to 75%) .................... . 
Good condition (grass cover >75%) .......................... . 

Impervious areas: 
Paved parking lots, roots, driveways, etc. 

(excluding right-ot-way) ............................................. . 
Streets and roads: 

Paved; curbs and storm sewers (excluding right-ot-way) ...... . 
Paved; open ditches (including right-ot-way) ....................... . 

Gravel (including right-ot way) .................................... . 
Dirt (including right-ot-way) .................................... . 

Western desert urban areas: 
Natural desert landscaping (pervious areas only)4 ............ . 
Artificial desert landscaping (impervious weed barrier, 

desert shrub with 1-to 2-inch sand or gravel mulch 
and basin borders) ..................................................... . 

Urban districts: 
Commercial and business ..............................................•. 
Industrial .......................................................................... . 

Residential districts by average lot size: 
1/8 acre or less (town houses) ......................................... . 
1/4 acre ............................................................................ . 
1/3 acre ............................................................................ . 
1/2 acre ............................................................................ . 
1 acre ...............................................................................• 
2 acres .............................................................................. . 

Developing urban areas 

Newly graded areas 
(pervious areas only, no vegetation)5 ................................... . 

Idle lands (CN 's are determined using cover types 
similar to those in table 2-2c). 
1 Average runoff condition, and la ::0.25. 

Average 
percent 

impervious 
area2 

85 
72 

65 
38 
30 
25 
20 
12 

77 

CURVE NUMBERS FOR 

HYDROLOGIC SOIL GROUP 

A B C o 

68 79 86 89 
49 69 79 84 
39 61 74 80 

98 98 98 98 

98 98 98 98 
83 89 92 93 
76 85 89 91 
72 82 87 89 

63 77 85 88 

96 96 96 96 

89 92 94 95 
81 88 91 93 

77 85 90 92 
61 75 83 87 
57 72 81 86 
54 70 80 85 
51 68 79 84 
46 65 77 82 

86 91 94 

2 The average percent impervious area shown was used to develop the composite CN 's. Other assumptions are as follows: 
impervious areas are directly connected to the drainage system, impervious areas have a CN of 98, and pervious areas are 
considered equivalent to open space in good hydrologic condition. CN 's for other combinations of conditions may be 
computed using figure 2-3 or 2-4. 
3 CN 's shown are equivalent to those of pasture. Composite CN 's may be computed for other combinations of open space 
cover type. 
4 Composite CN '5 for natural desert landscaping should be computed using figures 2-3 or 2-4 based on the impervious 
area percentage (CN 1:98) and the pervious area CN. The pervious area CN 's are assumed equivalent to desert shrub in 
poor hydrologic condition. 
S Composite CN '5 to use for the design of temporary measures during grading and construction should be computed using 
figure 2-3 or 2-4 based on the degree of development (impervious area percentage) and the CN '5 for the newly graded 
pervious areas. 
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Table A1.2: Runoff curve numbers for cultivated agricultural lands 1. 

CURVE NUMBERS FOR 
COVER DESCRIPTION HYDROLOGIC SOIL GROUP 

TreatmentZ 
Hydrologic 

Cover~Ee condition3 A 8 C 0 

Fallow Bare soil 77 86 91 94 
Crop residue cover (CR) Poor 76 85 90 93 

Good 74 83 88 90 

Row crops Straight row (SR) Poor 72 81 88 91 
Good 67 78 85 89 

SR+CR Poor 71 80 87 90 
Good 64 75 82 85 

Contoured (C) Poor 70 79 84 88 
Good 35 75 82 86 

C+CR Poor 69 78 83 87 
Good 64 74 81 85 

Contoured &terraced (C&n Poor 66 74 80 82 
Good 62 71 78 81 

C&T+CR Poor 65 73 79 81 
Good 61 70 77 80 

Small grain SR Poor 65 76 84 88 
Good 63 75 83 87 

SR+CR Poor 64 75 83 86 
Good 60 72 80 84 

C Poor 63 74 82 85 
Good 61 73 81 84 

C+CR Poor 62 73 81 84 
Good 60 72 80 83 

C&T Poor 61 72 79 82 
Good 59 70 78 81 

C&T+CR Poor 60 71 78 81 
Good 58 69 77 80 

Close-seeded SR Poor 66 77 85 89 
or broadcast Good 58 72 81 85 
legumes or C Poor 64 75 83 85 
rotation Good 55 69 78 83 
meadow C&T Poor 63 73 80 83 

Good 51 67 76 80 
1 Average runoff condition, and la -=0.2s 
2 Crop residue cover applies only If residue is on at least 5% of the surface throughout the year. 
3 Hydraulic condition Is based on combination factors that affect infiltration and runoff, including (a) density and canopy of 
vegetative areas. (b) amount of year-round cover, (c) amount of grass or close-seeded legumes, (d) percent of residue 
cover on the land surface (good "20%), and (e) degree of surface roughness. 

Poor: Factors Impair Infiltration and tend to increase runoff. 
Good: Factors encourage average and better than average infiltration and tend to decrease runoff. 
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Table A1.3: Runoff curve numbers for other agriculturallands1
• 

CURVE NUMBERS FOR 
COVER DESCRIPTION HYDROLOGIC SOIL GROUP 

Hydrologic 
Cover type condition A B C 0 

Pasture, grassland, or range -continuous Poor 68 79 86 89 
forage for grazing.2 Fair 49 69 79 84 

Good 39 61 74 80 

Meadow -continuous grass, protected from 30 58 71 78 
grazing and generally mowed for hay. 

Brush -brush-weed-qrass mixture with brush Poor 48 67 77 83 
the major element. Fair 35 56 70 77 

Good 30 4 48 65 73 

Woods -grass combination (orchard or tree farm). 5 Poor 57 73 82 86 
Fair 43 65 76 82 

Good 32 58 72 79 

Woods. II Poor 45 66 77 83 
Fair 36 60 73 79 

Good 30 4 55 70 77 

Farmsteads -buildings, lanes, driveways,- 59 74 82 86 
and surrounding lots. 

1 Average runoff condItIon, and la ,cO.2S. 
2 Poor. <50% ground cover or heavily grazed with no mUlch. 

Fair: 50 to 75% ground cover and not heavily grazed. 
Good: >75% ground cover and lightly or only occasionally grazed. 

3 Poor <50% ground cover. 
Fair: 50 to 75% ground cover. 
Good: >75% ground cover . 

.. Actual curve number Is less than 30; use eN "30 for runoff computations. 
5 eN's shown were computed for areas with 50% woods and 50% grass (pasture) cover. Other combinations of conditions 
may be computed from the eN's for woods and pasture. 
6 Poor: Forest litter, small trees, and brush are destroyed by heavy grazing or regular burning. 

Fair: Woods are grazed but not burned, and some forest litter covers the soil. 
Good: Woods are protected from grazing, and litter and brush adequately cover the soil. 
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Table A1.4: Runoff curve numbers for arid and semiarid rangelands1
• 

COVER DESCRIPTION 

CURVE NUMBERS FOR 

HYDROLOGIC SOIL GROUP 

Cover type 

Herbaceous -mixture of grass, weeds, and 
low-growing brush, with brush the 
minor element. 

Oak-aspen -mountain brush mixture of oak brush, 
aspen, mountain mahogany, bitter brush, maple, 
and other brush. 

Pinyon-juniper -pinyon, juniper, or both; 
grass understory. 

Sagebrush with grass understory. 

Hydrologic 
Condition2 

Poor 
Fair 

Good 

Poor 
Fair 

Good 

Poor 
Fair 

Good 

Poor 
Fair 

Good 

Desert shrub -major plants include saltbush, Poor 63 
greasewood, creosotebush, blackbrush, bursage, Fair 55 
palo verde, mesquite, and cactus. Good 49 
1 Average runoff condillon, and la ,cO.2S. For range in humid regions, use Table A1.3. 
2 Poor:<30% ground cover (litter, grass, and brush overstory). 

Fair: 30 to 70o~ ground cover. 
Good: >70% ground cover. 

3 Curve numbers for group A have been developed only for desert shrub. 

8 C 

80 87 
71 81 
62 74 

66 74 
48 57 
30 41 

75 85 
58 73 
41 61 

67 80 
51 63 
35 47 

77 85 
72 81 
68 79 

0 

93 
89 
85 

79 
63 
48 

89 
80 
71 

85 
70 
55 

88 
86 
84 
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Appendix 2 

Weights Questionnaire 

QUESTIONNAIRE OF WEIGHTING PROCEDURE FOR MARINE CAGE SITE 

SELECTION IN TENERIFE 

The main objective of this project is to select the best sites for marine fish-cage 

farming of actual commercialised species (Sparus aurata and Dicentrarchus 

/abrax) and potential local species (Sarpa sa/pa, Pagrus pagrus and Dip/odus 

sargus cadenatl) in Tenerife. 

Site selection is a key factor in any aquaculture operation if success is to be 

achieved and also, if sustainability is desirable. The correct choice of site in any 

aquatic farming operation is vitally important since it can greatly influence 

economic viability by determining capital outlay, and by affecting running coasts, 

rates of productions and mortality factors. Moreover, it can solve conflicts between 

different coastal activities, such as fishing, tourism, aquaculture, etc., making a 

rational and sustainable use of the coastal space. 

The first prerequisite for sustainable aquaculture is an adequate aquaculture 

resource allocation system (zonation). Such a system should be implemented 

within the context of an integrated planning approach (Integrated Coastal Zone 

Management) rather than simply creating a series of regulations to avoid 

environmental deterioration. 

Name and Field of expertise 
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1. IDENTIFIED THOSE VARIABLES AND CONSTRAINTS YOU CONSIDER 

MOST IMPORTANT FOR MARINE CAGE CULTURE IN TENERIFE. 

Variables or factors: a factor enhances or detracts from the suitability of a 

specific alternative under consideration. It is therefore measured as a continue 

scale. (temperature, salinity, oxygen, etc) 

Constraints: a constraint serves to limit the alternatives under consideration. In 

other words, cage culture CAN NOT be sited regardless of their potential 

suitability. (e.g. military areas) 

1.1 List the factors or variables you consider most important for siting 

marine cage culture in Tenerife? 

1 
2 
3 
4 
5 
6 
7 
8 
9 

1.2 List the constraints you consider most important for siting marine cage 

culture in Tenerife? 

1 
2 
3 
4 
5 
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2. PROVIDE A RANK SCORE TO T H E FOLLOWING FACTORS ACCORDING 

TO THE MOST IMPORTANT OR LEAST IMPORTANT. 

1 DISTANCE FROM BEACHES I 
1 LENGTH 

2 WIDTH 

3 COMPOSITION (SAND, GRAVEL, ETC) 

4 RATE OF OCCUPATION 

5 RATE OF URBANISATION 

OTHERS: 

OTHERS: 

2 FISHERIES I 
1 FINGERLING ACCUMULATION 

2 PELAGIC FISH 

3 RASAS (BAJAS) 

OTHERS: 

OTHERS: 

3 INFRASTRUCTURE I 
1 HARBOURS (FISHING REFUGES AND PIERS) 

OTHERS: 

OTHERS: 

4 MARINE ENVIRONMENT I 
1 BATHYMETRY 

2 CURRENTS 

3 WAVES SHORT TERM 

4 WAVES LONG TERM 

OTHERS: 

OTHERS: 

5 NAUTICAL SPORTS I 
1 SCUBA-DIVING SITES 

2 SCUBA-DIVING IN SINGULARITY MARINE HABITATS SITES 

3 SHIPWRECKED BOATS SITES 

4 UNDERWATER FISHING SITES 

5 WINDSURF SITES 

6 LITTORAL SAILING SITES 

OTHERS: 

OTHERS: 

6 WATER QUALITY I 
1 SEWAGE DISCHARGES 

2 TEMPERATURE 

3 SUSPENDED SOLIDS 

OTHERS: 

OTHERS: 
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3. COMPLETE THE FOLLOWING PAIR-WISE MATRIX ACCORDINGLY TO 

THE RELATIVE IMPORTANCE OF EACH FACTOR WITH RESPECT OF THE 

OTHERS. 

1/9 1/8 1/7 1/6 1/5 1/4 1/3 1/2 1 2 3 4 5 6 7 8 9 
Extremely very strong strongly moderately 

<J Less Important I More Important t> 

Pairwise comparisons matrix. 

Length Width Composition Occupation Urbanisation 
Length 

Width 
Composition 
Occupation 

Urbanisation 

1 
1 

1 

1 

Pairwise comparisons matrix for fishing submodel. 

Fingerling accumulation 

Pelagic accumulation 
Rocky platforms 

Fingerling 
accumulation 

1 

Pelagic 
accumulation 

1 

Pairwise comparisons matrix for infrastructure submodel. 

Ports 

Ports 1 
Freezing Industry 

1 

Rocky 
platforms 

1 

Freezing 
Industry 

1 

j 
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Pairwise comparisons matrix for the marine environment sub model and Corelsa® cage system. 

Bathymetry 
Bathymetry 
Slope 
Currents 
Waves short 
term 
Waves long 
term 

Bathymetry 

1 

Seabed 
Slope 

1 

Currents 

1 

Waves 
short term 

1 

Pairwise comparisons matrix for nautical sports submodel. 

Scuba-diving 
Scuba-diving in particular 
marine habitats 
Shipwrecked boats 

Spearfishing 

Windsurfing 

Near-shore sailing 

C) 
c 
.~ 
"C 

I 
C'G 
Jl 
:::J 
o 

tJ) 

1 

c 
C) 
c 

1 

1 

C) 
c 
.c 
I/) 

'E 
ftI 
CD 
Co en 

1 

Pairwise comparisons matrix fro water quality submodel. 

Waves long 
term 

C) 
c 
'E 
::s 
I/) 

"'C 
C 

§ 

1 

1 

E 
o 
.c 
'9 C) 
... C 
ftI .-
CD:: 
Z ftI 

I/) 

1 

Sewage Temperature Suspended solids 

Sewage 

Temperature 

Suspended solids 

1 

1 

1 

I 

I 
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Beach 

Fisheries 

Infrastructure 

Marine Env. 

Nautical Sports 

Water Quality 

Viewshed 

Pairwise comparisons matrix for Corelsa® cages, 

Q) 
'-
::l > ... 

til 0 c::: 
Q) ::l W 

'- ns 
.c::: '&: ... Q) 

~~ Q) til c::: 0 
ns .c::: ~ .&: ::l 0 
Q) ,~ ns ns Co co 11. c::: ~ zoo 
1 

1 

1 

1 

1 

~ 
cu 
::l "C 
a Q) 

.c::: 
'-

~ (1) ... ;: Q) 

:> 

1 

1 
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Appendix 3 

Waste Dispersion Model 

Perez 0 M, Telfer T C, Beveridge M C M and Ross L G. (in press). Geographical 
Information Systems (GIS) as a simple tool for modelling waste distribution under 
marine fish cages. Estuarine, Coastal and Shelf Science. 

ABSTRACT 

Deposition of particulate organic waste from marine fish farm cages on to seabed sediments can 

cause major changes to the benthic ecosystem. Validated spatial models are considered as the 

most cost-effective tools for predicting environmental impacts. An improved version of an existing 

predictive particulate waste distribution model for farmed Atlantic salmon (Sa/mo safar L.) is 

presented, which uses Geographic Information Systems (GIS) combined with a spreadsheet. The 

model presented uses existing distribution algorithms but also incorporates functions to calculate 

feed loading for all the cages within a pontoon independently, spreads the input load over the 

whole cage area and simulates post-depositional distribution of the carbon. The model uses 

approximate estimates of feed and faecal waste derived from dietary considerations (mass balance 

model) and separate, unique settling velocities for waste feed and faecal particles. The model 

incorporates values of current speed and direction recorded over spring and neap tides. Output 

from the model is in the form of a contour plot of organic carbon (g C m-2), showing distribution of 

the particulate organic carbon material as deposited on the seabed. During this study using 

hydrographic data collected from near a fish farm, the model predicted a smooth gradient of 

sediment carbon concentrations which decreased with distance from the cages. Model 

performance was validated using measured levels of sediment carbon, and showed a significant 

correlation between predicted and actual sediment loading (R = 0.7; P< 0.01). The differences 

between predicted and measured quantities of carbon found at some sampling stations are likely to 

be due to processes not included in the model, such as small differences in bathymetry, differences 

in bottom type which may have increased or decreased the carbon distribution through saltation, or 

natural variation in the sediment composition. 

INTRODUCTION 

The rapid expansion and development of the aquaculture industry has increased environmental 

concerns and questions about possible ecological impacts. Environmental managers, and 

especially regulators, have pointed out the necessity of minimising environmental impacts if 

productivity in the new industry is to be sustainable (e.g. Scottish Executive, 1999). However, a 
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complete reduction to zero of wastes discharged from marine fish cages is not possible for present 

culture systems, from either a technological or an economical point of view. There are many forms 

of wastes produced as a consequence of the transformation of any natural resource into a 

marketable product, and this is as true for marine fish aquaculture as other forms of resource 

utilisation. However, of all the possible wastes released by marine fish farming to the environment, 

particulate organic waste in the form of uneaten feed and faeces are usually the most significant 

fraction {Beveridge, 1996}. This material, which generally settles on the seabed near to the cages, 

provides a net input of organic carbon and nitrogen to the sediments, thus the accumUlation of 

waste can cause major changes in the benthic community and may exceed the environment's 

capacity to bioprocess this material {Findlay and Watling, 1994; GESAMP, 1996; Gowen and 

Bradbury, 1987; Gowen et aI., 1988; Hargrave, 1994}. Moreover, environmental deterioration due 

to high organic matter concentrations in the sediments may affect the health of farmed fishes and 

hence profitability {Beveridge, 1996; GESAMP, 1991b}. Modelling of input and distribution of 

wastes and discharges is a cost-effective tool that can assist in the prediction of future impacts and 

aid decision-makers. 

It is not possible to describe, explain or predict ecosystem behaviour without knowing how 

ecosystem components are distributed in time, space or with respect to each other ("what is 

where?") and understanding the relationships and processes that explain their distribution and 

behaviour ("why is it there?"). As well as requiring knowledge of spatial distribution and 

relationships, the ability to make reliable predictions {"what happens if?"} often demands 

knowledge about temporal trends. GIS are powerful tools that can be used to organise and present 

spatial data in a way that allows effective environmental management planning. Spatial modelling 

using GIS is now under development with encouraging results (Corwin and Wagenet, 1996; 

Sunday-Tim, 1996). However, further investigation is required before this can be fully integrated 

into environmental planning, particularly for coastal zone management. The success of GIS for 

modelling purposes stems from their capacity for fast image generation and manipulation, the 

flexibility to run alternative scenarios, statistical analysis of the image and generation of 

sophisticated output which helps visual interpretation of results. Distribution models for organic 

waste from aquaculture can be used to predict possible impacts on the environment, helping 

environmental regulators to make informed decisions when licensing new marine fish farm 

developments and granting consents to discharge waste. Some models have been developed to 

forecast loading and distribution of particulate waste carbon from fish farms (Fox, 1990; Gowen et 

aI., 1989; Hevia et aI., 1996; Silvert, 1992; Silvert, 1994; Telfer, 1995), but only DEPOMOD has 

undergone substantial validation (C. Cromey, pers. comm). 

This paper describes the development of GIS spatial modelling techniques with a pre-existing 

particulate distribution model for farmed Atlantic salmon (Salmo salar L.) (Telfer, 1995; V. Walls, 

pers. comm.), which is based on distribution equations developed by Gowen et al. (1989). The GIS 

based model was validated using field data and fish production information from a salmon farm in 

Scotland. 
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MODEL DEVELOPMENT 

There are three main stages within this model; quantification of the waste material (uneaten feed 

and faces) using mass balance techniques, calculation of the distribution of the waste components 

using Gowen's fonnula (Gowen et aI. , 1989), and calculation and generation of the final contour 

distribution diagrams. The first two submodels are run in a spreadsheet and the third is carried out 

using GIS software. 

Mass Balance 

The quantities of waste released to the 

environment, particulate organic carbon in 

fonn of uneaten feed and faecal material, are 

calculated using a mass balance model 

(Fig.1). The expected fish production during a 

set period of time is multiplied by the 

expected food conversion ratio (FCR) for that 

period. In the present model, the percentage 

of water in the feed is assumed to be 8% 

(Findlay, 1994) while that of carbon in the 

feed is assumed to be 46% (Penczak et aI., 

1982). From the feed given to the fish, 90% 

is consumed and the remaining 10% is lost 

as uneaten feed (Hargrave, 1994). It is 

assumed here that 50% of the consumed 

carbon is respired (Gowen et aI. , 1988) and 

Fig. 1: Mass balance used to calculate carbon wasted from 
uneaten feed and faecal material in salmon net-pen culture. 

that 14% is incorporated into body tissues (Chen, 2000), although it is important to bear in mind 

that mass balance quantities for organic carbon flux for cage salmonid production vary from author 

to author (e.g. Gowen et aI., 1989; Hevia et aI., 1996; Silvert, 1994; Telfer, 1995). Carbon in faecal 

material is calculated as the difference between carbon consumed and carbon used for respiration 

and growth. 

Distribution Equation 

The horizontal distribution of a particle (X and Y components for each cage of the fann) is 

calculated using the equations of Gowen et aI., (1989) (see Equations 1 and 2). The depth under 

the cage (d), the mean current speed M, current direction (8), settling velocity (u) and position of 

each cage (x, y) are site specific measured quantities. For modelling purposes, the farm is located 

in the middle of a 500 by 500 cell array, each cell representing 1 m2. 

X 
d*Vsin9 = +x (1) 

u 

Y d *Vcos9 
= +y (2) 

u 

A~a3: W8~e~~~nM~ ---------------------------------------------- In 



Because wastes fall more or less vertically through the cage (Inoue, 1972), the source of 

distribution was assumed to be from the depth corresponding to the bottom of cage. The same 

equation is used to calculate the distribution of both uneaten feed and faeces, but different settling 

velocities are assigned to each; 0.128 ms-1 and 0.04 ms-1 respectively (Warrer-Hansen, 1982; 

Chen et aI. , 1999). 

Geographical Information Systems (/drisi32) 

The carbon deposition co-ordinates calculated with Gowen's formula (Gowen et al., 1989) and their 

associated carbon values are exported to Idrisi32 GIS software. Interpolation between values is 

then undertaken by the GIS program to generate a complete surface. This technique is a particular 

strength of using GIS for modelling purposes, in that small or sparse data sets can be used to 

produce a complete map. However, the nature of the interpolation process means that the carbon 

quantities are over-estimated which requires correction later in the model. The reason for sparse 

number of data points used for modelling, and the need to interpolate to smooth the data, is that 

the current readings, speed (V) and direction (8), a) 

are taken at regular intervals over a defined time 

period (e.g. 1 hour). During that period (to) all 

the carbon produced is assumed to settle in one 

location (XO,YO) and during the subsequent hour 

(t1) in another location (X1 ,Y1). In reality, the 

process of moving from one location to another 

is done gradually and the carbon is dispersed 

over all locations, not only at the initial and end 

locations, as illustrated in Fig. 2a. Cage 

Most models assume a single point as the b) 

source of carbon output from a cage (feed and 

faeces) , usually the cage centre. To eliminate 

this assumption , predicted carbon values 

allocated on the seabed are spread over an 

area equal to the cage area by applying a filter 

within Idrisi (Fig. 2b). 

Fig. 2: The process of carbon allocation by spreadsheet (a) 
and the consecutive filtering technique to spread carbon into 
an area similar to the cage area (b). 

Variations in initial distribution of waste and post-deposition changes in carbon are considered by 

using a second filtering technique within IDRISI , which redistributes the amount of carbon from 

each cell into the eight surrounding cells by a predetermined percentage, which differs between the 

relatively dense feed and lighter faeces. Each cell represents 1 m2, hence the final area affected 

from each of the initial cells is 9 m2 (Fig. 3a, b, c). 
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5% 5 % 5 % 6.25% 6.25°1« 6.25°1« 

5% 60 % 5 % 6.25°1« 50% 6.25°1« 

5 % 5% 5% 6.25% 6.25% 6.25% 

a bc 
Fig. 3: Sequence of steps involved in ·carbon spreading". (a) the original cell as predicted from Gowen's equations , (b) 

spread of carbon from uneaten feed to surrounding cells, (c) spread of faecal carbon to the surrounding cells. 

The filter structure is based upon theoretical work (Chen , 2000). Pellets and faecal matter travel 

along the sediment by saltation (rolling, sliding or hopping) when current speeds attain a critical 

value, defined here as the velocity that causes 50% of the pellets to move. Distance travelled and 

number of re-suspended particles are site specific. Although this final GIS filter has minimal impact 

on modelled carbon distribution, as shown by sensitivity analysis with and without the filter, it is 

included to give a more realistic picture of the processes involved in the final carbon distribution. 

Finally, it is necessary to correct the carbon quantities in the resultant image, which are over

estimated due to the interpolation process. Interpolation generates additional data between a set of 

known values. However, it does not reduce the original carbon concentrations to compensate for 

this, which means that the model assumes that there is considerably more carbon entering the 

sediment than there rea lly is. The correction is achieved by multiplying the resultant output by a 

correction factor (CF), which is calculated by dividing the total predicted waste carbon from the 

mass balance (feed and faeces) by the total carbon in the resultant image (Equation 3). 

Total predicted waste carbon (kg) 
F = (3) 

Waste carbon in the image (kg) 

MODEL VALIDATION 

Introduction 

A mathematical model is an approximation of the real world and thus its predictions are inherently 

uncertain. The uncertainty results from lack of knowledge of natural processes, lack of quantity and 

quality of data, and also from the assumptions with in the model. All are potential sources of error, 

which decrease the accuracy of prediction. Models, therefore, require validation in order to 

establish agreement between predictions and observations. Model validation is accepted as being 

achieved when the model output compares favourably with "real" environmental data (e.g. 

measured carbon, biological data) from an independent location (GESAMP, 1991a). 
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Sample site 

A set of sed iment samples and tidal current data were obtained from an Atlantic salmon (Salmo 

salar L.) sea cage site within a sheltered sea loch on the west coast of Scotland. There were no 

fish farming activities at the site prior to the validation study. Fish were reared according to current 

Scottish salmon farming practices and using standard commercial pelleted feeds. The val idation 

was based on a four months operational period with a maximum standing biomass of 172.5 t fish 

and an average FCR over the production period of 1.2. Actual monthly biomass values were used 

in the model validation. 

Field measurements 

Sediment samples were taken twice approximately 4 

months after production began by the farm operator 

at the stations shown in Fig. 4. Samples included 

those from two reference stations at a distance >500 

m from the farm but in the same depth and a similar 

sediment type. Carbon content of sediment grab 

samples were determined by an ignition technique 

(Holme and Mcintyre, 1971). Current velocity and 

direction were measured adjacent to the cage in mid-

water, as surface currents are attenuated by the 

cage structure and the bottom currents are of Fig. 4: Position of the sediment sampling stations in 
relation to the fish cages (redrawn SEPA, unpublished 
data). Transects are labelled by letter and distance (m) 
from the cage block edge. 

greater importance in re-suspension and the final 

allocation of the wastes than in the initial horizontal 

distribution. Current velocity and direction were 

measured using Valeport BFM308 current meters over a 12-hour neap and 12-hour spring tide. 

Recordings were made every 10 minutes over a 1-min averaging period. 

Statistical comparison method 

To assess how predicted carbon compared with actual values measured in the field, a Pearson 

correlation test (2-tailed) was performed between output from the model and measured levels of 

carbon for all sampling stations along the four transects. 

RESULTS 

Water current data, speed and direction at neap and spring tides recorded at the farm location are 

shown in Fig. 5a and 5b. Both , neap and spring tide currents flowed predominantly in north-east 

and south-west directions, with the neap tide currents being the faster. Table 1 shows the 

minimum, maximum and mean current speeds for neap and spring current readings. 
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Fig. 5: Polar diagrams of current speed (m/s) and direction (degrees true north) during the spring (a) and neap (b) tide 
periods. 

Table 1: Minimum, maximum and mean current speeds (m 501) for neap and spring current readings. 

The final output from the model 

is a contour map showing the 

distribution of particulate organic 

carbon deposited on the seabed. 

Figure 6 shows the carbon 

distribution predicted by the 

model to which the measured 

background carbon value has 

been added (1 .353 kg C m-2). 

The farm comprised 18 cages 

located in two rows of 9. The 

depth under the cages was 15 

m. From the mass balance 

calculations 35.4 t of carbon 

were wasted, 10.3 and 25.0 t due 

Min. 

Max. 

Mean 

Spring Neap 

<0.001 

0.160 

0.076 

<0.001 

0.020 

0.003 

Grid o North 

Unhs(m) 

100.00 

1250 
1563 
1875 

Fig. 8: Contour model for fISh farm site shoWing distribution of organic waste 
carbon input (9 C/m2) to the sediment (Nef a 4-month simulation. 

to uneaten feed and faeces respectively. The carbon was distributed mainly in NE and SW 

directions. The highest concentrations were located under the cage, reaching values of 12 kg C m-

2. The concentration of carbon decreased as the distance from the cage increased. 
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The Pearson correlation test (R = 0.7; P<0.01) indicates a strong relationship between modelled 

and real carbon values. On average, model predictions were accurate to ±18%, 0% to 40% 

differences being observed at some stations. Modelled and actual carbon values from the field 

survey along the two transects (A-C and B-C in Figure 4) are plotted in Fig.7. 
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Fig. 7: Comparison between predicted carbon quantities corrected for background value and actual field measurements 
along the longest transect A to C (a) and transect B to D (b). 

DISCUSSION 

The results indicate that the modelled outputs of distribution concur with sediment measurements 

(Fig. 7). The model predicted a smooth gradient of sediment carbon concentrations which decrease 

with distance from the cages, as did the benthic enrichment model of Hevia et al. (1996) for salmon 

cages in Norway. The differences between predicted and measured quantities of carbon at some 

sampling stations may have been due to processes which were not included in the model, such as 

small differences in bathymetry, differences in bottom type which may have increased or 

decreased the carbon distribution through saltation, or unpredictable natural variations in sediment 

composition. Predictions from the model reflect a smoother, idealised gradient that allows only for 

input from fish wastes and a general background carbon level. Although, model predictions 

generally agree with field data the model would benefit from further development and validation 

under different hydrodynamic and fish farm production scenarios. 

Models are based upon assumptions based on both a knowledge of the process involved and 

personal judgement of their importance, their relation to each other and with the environment. 

Because assumptions carry an inherent risk of inaccuracy, it is desirable both to reduce their use to 

a minimum and to identify their impact on overall predictions in order to understand and interpret 

model outputs. Possible sources of inaccuracy in the present model are the lack of consideration of 

environmental capacity and the assumption that all carbon wastes from the cages settle on the 

seabed, where none is degraded or consumed by invertebrates and wild fish. Although it is likely 

that this will vary with location, the present GIS model considers post-deposition movement of 

carbon, and has eliminated some assumptions from previously used modelling techniques. 

Furthermore, few data are needed to run the model, so reducing costs of field surveys. 
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Although the model has only been developed for particulate carbon, the distribution of any other 

solid material from a fish farm, such as N, P or in-feed chemotherapeutants, can also be modelled, 

providing accurate data on inputs that are available. 

Potential applications for the model are within Environmental Impact Assessment (EIA), design of 

monitoring programmes, site selection, farm management and rapid generation of "what if?" 

scenarios. An environmental management plan should include an EIA and this often requires the 

use of predictive models to quantify significant potential impacts and design a monitoring 

programme (GESAMP, 1996). Numerical models, such as described here, have the potential to 

generate quantitative predictions and are therefore a useful tool in quantifying impacts of cage 

aquaculture wastes. Moreover, Jl2Jrgensen, (1991) suggested that the use of validated models to 

predict environmental impacts was the most cost-effective approach. Models can also be used to 

allocate development areas (zonation) or for comparison of outputs at different sites by modelling 

the waste deposition pattern for any given production level. Similarly, the maximum desirable 

production at a site can be established. However, any modelling-based predictions must be tested 

by monitoring (GESAMP, 1991a; Silvert, 1992; Sowles et aI., 1994). 

Environmental models remain insufficiently developed to be used as the sole tool to predict impacts 

in the environment. They are complementary to field surveys and risk assessment. It is important to 

be aware of the influence of site characteristics on the interpretation of model outputs. Natural 

processes are site specific and carbon inputs that may cause problems at one site may not pose a 

problem at another (Findlay and Watling, 1994). 
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