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INTRODUCTION.

‘In recent years the funds spent on research and development
(R & D) have grown considerably. An.indication of the extent of
the growth in the U.K. was given by Hart (1) who noted that in
1900 approximately 0.05% of the gross national product was spent
on research. This percentage increased to 0.25% in 1938, 1.6% in
1954 and 2.7% in 1962. Villiers (2) quotes a similar growth in
the U;S., where research expenditure grew from <1% of gross national
‘product in 1947, to about 3% in 1962. (In the U.K. it appears,
from some statistics produced by the Ministry of Technology (3),
that research expenditure has remained at m2.7% of GNP over the

period 1962-1967).

The allocation of these resources poses a number of
challenging questions in governmental, industrial and academic
spheres. At a national level the kind of questions that might be
‘asked are (a) what proportion of the gross national product should
be devoted to government sponsored research, or (b) how should
funds be divided between the claims of the aerospace, computer,
or machine tool industries, or (c) how should funds be divided
between the competing claims of the nuclear physicists and marine
biologists. The large industrial concern is faced with similar
Problems though the resources involved are smaller. ICI for
example spent about £30M on R & D in 1968, and during the later
1960's, the growth rate was about 8% per year. The Company must
decide on the total amount to be spent on ﬁ & D and how it is to

be allocated between different Divisions of the Company and



different research categories. At lower levels of management
two of the questions arising are (a) which projects shall be
selected, and (b) how should the flow of resources to projects be

controlled.

It is now generally accepted that there is a need for techniques
for assisting in the manageﬁent of R & D. Jones (4) summed up the
situation well when he wrote "It is not surprising that there is an
increasing amount of discussion on the management of R & D for
Profit. Business becomes increasingly competitive and R & D
activities, just as those of production and marketing must be

examined to see how they can best play their part.”

Already a large number of relevant papers have been published,
but as yet no significant breakthrough has been achieved. An
important feature of the literature has been the concentration on
theoretical models as a means of assisting research managers:
reports of new methodology considerably out-number reports of
Practical testing of the methods in research laboratories.
Throughout the author's research the opposite bias, that is to
say towards a practical rather than a theoretical approach has been
maintained, This was facilitated by the author completing most of
his research in the R & D Department of the Mond Division of ICI

(of which he is a member).

The research presented in this thesis began with the very general
objective of examining and developing methods for the allocation

of resources (capital and manpower) to R & D and so Chapter 1



discusses some relevant methods that have been proposed in the
literature. It was later_decided to concentrate on the develop-
ment of an improved system of project evaluation and control.
Chapter 2 analyses an established system in this field, and

looks at past projects to demonstrate some of the problems such
a gystem shoﬁld accept. Iater chapters present the system that
was developed during the research and record experience of
testing the various procedures on a nuﬁber of Mond Division R & D
Projects. As these are either still in progress or are only
recently completed it hasg been necessary, for reasons of security,
to limit descriptivé detail and to normalize numerical data.

Such normalization has been made in a manner that preserves the

essential financial characteristics of the project.

It is well perhaps, in the Introduction, to distinguish
between the terms research and development. Following Baines,
Bradbury and Suckling ( (5), page (2) ) process definition
will be the term used to cover the steps required to take
exploratory production activities from laboratory scale to full-
scale., Development will refer to the problems of opening up a
business area with a new product and will include economic
agsessment and marketing activities, For the most part these
activities are closely linked to research activities and are
usually performed by members of the same project team, The
convention followed in the thesis will be to use the term 'reéearch'
to refer to all the activities of the project team and to assume
 that these also include some development activities asg defined

above, Only when discussing the work of others who have used the



term R & D, or when there is a reason to emphasise the
commercial exploitation content of a project will the word

development be used.

The work to be described is submitted to meet the requirements
of the Ph.D degree in Technological Economics at the University
of Stirling. (One academic year of the author's research programme
was spent in the Department of Industrial Science of the above
University). For permission to publish the results of his research
and for generous support throughout the author is indebted to the -
Directors of Mond Division and of ICI Limited. He also wishes
to record his thanks to his colleagues at Stirling University
and Mond Division for numerous helpful comments and discussions.
Most of all he wishes to thank his academic and industrial
supervisors Professors F.R. Bradbury and C.W. Suckling for their
patience, guidance and encouragement during a most stimulating

Piece of research.



Chapter 1,

RESOURCE ALLOCATION IN RESEARCH: A REVIEW OF THE LITERATURE,

The problem of allocating resources to research may be sub-
divided by considering the allocations (1) to the research function
ag a whole (2) to different categories of research, and (3) to
individual projects. The author's research was principally
concerned with the third of these classes. Nevertheless, for
reagons of completeness, and of extensive interaction and overlap,
it is felt that it would be useful to begin this review with a
discussion of some of the methods for dealing with the problems
of allocation of funds in the first two classes. The majority
of the chapter, however, is devoted to the problems associated with
allocating resources to individual research projects. These are
discussed under the main headings of checklists, scoring models,
financial criteria, analysis of uncertainty, decision theory,

Project portfolios and project control.

1.1 Methods of allocating funds to the research function as a whole

and to different research categories.

Carter and Williams (6) made a survey of research activity
in 144 firms and divided decisions on the total amount to be

spent into three classes: topsy, elliptical and fully considered.

11) Topsy Decisions.

The allocation of funds on the basis of 'topsy decisions', as



might be expected, just grew. Several firms, with procedures falling
into this class, indicated that the present allocation seemed about
right, since either the prefit margin had been maihtained or the
R&D Director had not pressed for more funds. An attempt to add
formality to this rather arbitrary procedure has been made by Hart
(7), who proposed a method of determining the maximum amount that

+ may be spent on research. Two. forecasts of 'gross profit! (net
profit and research expenditure) are required corresponding to (a)
continuing research at an acceptable level (e.g. the present level)
and (b) stopping research.

Figure 1.1
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These forecasts ere shown in Figure 1.1. The maximum amount
which may be spent on research over the period T1T2, was suggested
to be the discounted value of the shaded area between the curves.
Clearly the forecasts (a) and (b) are difficult to make, and
Duckworth (8); commenting on the method, noted that the amounts

Predicted are usually well above the existing norms for particular



industries., However, Duckworth also produced evidence to show a
decline in the productivity of research with time, and suggested
that eventually the figures given by Hart's method may not be so

‘unrealistic,

(2)  ®lliptical Decisions.

'Elliptical decisions! provided a more precise, though not
necegsarily more rational, basis for allocation. In these cases
a certain percentage of a key parameter was used to indicate
the level of research expénditure. Examples could be x% of
* turnover, or y% of net profit. It is sometimes recommended that
the amount spent on research should match that of similarly
placed competitors, or indeed the market leader, in the firm's
field of interest.Thws in the chemical industry, the research
budgets of du Pont or ICI might serve as the basis for deciding
the R & D budgets of smaller firms in the industry. There is
evidence to suggest that budgeting in this manner is common, and
that within an industry fairly uniform proportions of available
resources are allocated to research. Duckworth (8) quoted the
fqllowing table taken from 'Industrial R & D Expenditure 1958!

published by H.M.S0. 1960.



Industry - % of Net Output Allocated to R & D
Aircraft - 35.7
Electronics 11.9
Instruments 11.0
Electrical : 9.8
Chemical 6.0
Non~ferrous C 2.1
Ceramics, glass, cement 1.1
Steel 0.9
Food, drink, tobacco 0.6
Wood, paper, printing ' 0.25

The table refers to the average firm in an industry and shows
how the percentage of net output spent on research decreases as the

rate of technological change within the industry decreases.

iﬁ) Fully Considered Decisions.

'Pully considered decisions! relate the amount to be allocated
to R & D to the long term objectives of the firm., This is the basis

of the approach suggested in a paper by Quinn (9).

The steps are:

(i) Define the long-term objectives of the organisation.

(ii) Prepare technological,'sociological and economic forecasts.
(iii) Determine the 'gap! between the desired objectives, and the
achievements expected of the existing business.

(iV) Define the constraints on operations: the public image of the

firm, the labour policy, legislation with respect to hazards and




effluents etc.

(V) Consider the alternative means of filling the gap. Research
may contribute in a numbei of ways, examples are defensive research
to ensure existing products remain competitive, the deveiopment of
new ‘uses for existing products, and the discovery of new prodycts.
(Vi) Fill the 'gap' in the manner that ﬁtilises resources most

effectively.

A similar approach is developed at length ih the books by
Argenti (10) and Ansoff (11), though neither pay much attention to
Tresearch as a means of filling the gap. ,(A summary of Ansoffls
book, which was the basis of some of the thinking in Chaptér 5,

is provided in Appendix 5.)

Clearly if the 'fully considered approach'! were as feasible
in practice, as it is suggested in theory, the problems of résouice
éllocation at all levels of the firm would be resolved. However,
this is an area in which theory has advanced more rapidly than
Practice, and in which reports of operational systems are few and
far between. Methods tend to fall inmto two classes: (a) those which
are very simple, and (b) those which are highly sophisticated'and

complex.

The paper by Dean and Sengupta (12), concerned with research
in the chemical industry, pro&ides an example of both extremes.
Methods were proposed for allocating funds to (a) . the résearch
function as a whole, (b) different categories of research, and
(c) individual projects. The treatment of (a) and (c) was

comparatively simple, Figure 1.2 is the conceptual model used in



the exercise.

Fi e 1.2
PRoDWET  [Results in TaraL SALES  |Requvres Canran
ReSEARCH [Tnereased (0L FRoDUCTIAES| bncreased | ExpeNDITURE
4
RLkDL:Ttod SRLES,ADMIMNISTERATIVE Results in increagad
N Pl AND GENERAL ERFENSES
FUNDBS CSAGE)
Y
- PRoceESS Reseles in Atcreased PRoducTioN
RESERARCH CosST

Dean and Sengupta assumed that the total of the funds to be
allocated between SAGE (see Figure 1.2) and process and product
research was known. The allocation to SAGE (and thus to research és'
a whole) was then determined by comparison with other members of the
US chemical industry. A survey of 16 companies revealed that for
each firm the ratio:

Cumulative R & D expenditure/Cumulative SAGE
was related to the firm's average fraction of chemical industry sales.
(Cumulation was over the period from a 'base year' to the time of the

analysis). The Table below presents the results of the survey.

- 10 -~



Average Fraction of Cumulative R & D Expenditure
Chemical Industry Sales (AF) Cumulative SAGE
0.002-0,005 . o2
0.005-0.02 .22
0.02-0.04 .27
Greater than 0.04 , .36

As the total expenditure on R & D and SAGE was assumed known,
then AF determines the allocation of funds between these categories.
When the proportion of funds allocated to process and product research
had been determined (see below), another simple procedure was suggested
for allocating funds to individual projects. Projects were ordered
in terms of the expected value (in the statistical sense) of NPV
(see Appendix 1) and selection continued until the appropriate funds

became exhausted.

On the other hand the method of allocating funds between process
and product research was rather complex and difficult to follow.
Nevertheless it does represent one of the few methods, which have
been reported in the 1iterature; for allocating funds between different

categories of research.

The problem was formulated as one of dividing funds between
Process and product research so as to maximise the criterion:

Sales revenue - Production costs - SAGE - R & D costs

Gross value of plant

for the next year of operation.

-11 -



The first step was to express each of the variables in the
Criterion in terms of cumulative process and cumulative product
Tesearch. The conceptual model was used as a guide. For example,
starting from the base year, cumulative product research and the
ratio total sales/old sales (see below) were plotted against time.

A relétionship between cumulative product research and total sales/
0ld sales was then established. Thus for a given level of old sales,
sales revenue (one of the variables in the criterion) was expressed
in terms of cumulative product research. (Products introduced
before the base year were termed Old,vthose introduced after were

termed New.)

A computer programme was then used to maximise the above
Criterion and so to divide the research budget between process and
Product research. The interested reader is referred to Dean and

Sengupta's paper for a description of the programme.

It is relevant, before leaving this section, ?o discuss the
work of Mansfield, which is described in his book 'Industrial Research
and Technological Innovation! (13). Mansfield adopted an econometric
approach, and a particular strength of his study is the attention
that was given to testing the proposed models under real-life

conditions.
Two of the questions that were considered are:

(1)  How much will be spent on research ? (As distinct from the

problem of how much should be spent on research).

- 12 -



(2) What is the marginal return on extra research expenditure?

The first of these questions is discussed in Chapter 2 of the

above book. The research budget T, (t) in year t, for the i i

in the industry (e.g. chemicals, steel, paper), was assumed to be

given by:
~
r,(t) =R (t - 1) + Gi(t)[Ri(t) - Ri(t - 1)-_1
N
where Ri(t) is the desired research expenditure for firm
i in year t.
Ri(t - 1) is the actual expenditure for firm i in year
(t - 1).
0, (+) is the fraction of the way in vhich the i™! firm

moves towards the desired expenditure.

Appropriate values of?ﬁi (t) and Qi(t) were determined by
postulating further relationships and using regression analysis to
fit these to the observed data. (The data were collected from a
number of industrial laboratories.) The model was tested by fore-
casting next year's research eipenditure for a group of ten
chemical and nine petroleum companies. It was found that on the
average, the model made consistently better estimates of research
expenditure ﬁhan three other 'naive'models, which might also have
been used:

(1) = That research expenditure remains constant from year to year.
(2) That research éxpenditure will increase next year by the same
amouné as between this year and last year.

(3) That research expenditure will increase next year by the same

proportion as between this year and last year.

-13—



The problem of the marginal return of additional research
expenditure is considered in Chapter 4 of Mansfield's book (op.cit.)
An equatidn wasg proposed iinking the output of the firm to the
labour input, the stock of capital, and the research expenditure.
The equation was based on the well-known Cobb-Douglas (14) relation:

Q(t) = bL(t)* c(t)

where Q(t) is the output of the firm at time t.

1~a

L(t) is the labour input at time t.

C(t) is the stock of capital at time t.

b and a are constants.
Further terms, to include the effect of research, were introduced
and the marginal return on additional research expenditure e, was
then obtained by examination of the derivative of Q(t) with respect
to e. '

Once again some promising results emerged after practical
testing. However Mansfield stressed that any conclusions drawn from
this model must be treated with caution, as the model is in the

experimental stage of development.

1.2  Checklists and Scoring Models.

The checklist is concerned with expoéing the attributes of the
Project: the strengths, the weaknesses, the areas éf opportunity,
the areas of fhreat. .For example two of the points of view from
which the viability of a project could be examined are (a) the existence
of adequate supplies of raw materials, (b) the ability of R & D
Department to solve problems of effluent disposal. 3By exhibiting
the attributes in a simple manner, and by ensuring that as far aé

Possible all the relevant points are considered, the checklist

- 14 -



helps the project management form a more objective opinion of the
Project's potential to the firm and allocate resources to different
aspects of the project. At the same time, managers must also

recognise that checklists are based on past experience and thus must

maintain an alertness towards the occurrence of novel situations.

Most checklists take a similar form; a set of factors are
arranged on one side of a pro forma with space adjacent for ‘rating!
or 'scoring' each of the factors. Authors often draw attention.to the
lack of generality of checklists and advocate that lists be compiled
to meet the specific requirements of the firm concerned. Two points

that should be considered are:

11) The Structure of the IList of Factors.

It is usual for the list of factors to be presented in a hierarchial
form, with perhaps, four or five main factors each with a similar
number of subfactors. The main headings define the breath of
Questioning to be adopted, of to use a term coined by Boulding (15)
the 'width of the agenda'. The subfactors define the resolution of
the checklist, the greater the number of subfactors, the greater the
Tesolution., It is usual to descend the hierarchy as the project
develops, and for the width of the agenda and the resolution of the
checklist to increase. Initially it might be sufficient to consider
& few factors concerned with process and market. At later times
these factors will be considered in more detail. Furthermore
Other factors related perhaps to the financial and strategic
aspects of the project might also be included in the checklist. There

is a compromise to be struck of course, between the advantages of

-15-



a more detailed list and the difficulty of forming an opinion,
which tends to increase with the number of factors considered,
for example (a 'can't see the wood for the trees' situation may

develop).

12) The procedure for rating factors.

There are usually two parts to the procedure for rating factors,
the first is the range of the scale of assessment. Typical examples
could be integers in the ranges 1 to 5 or -5 to 5. In each case
the lower value refers to a below average achievement and the upper
value to an above average achievement. Clearly there can be no hard
and fast rules; the aim must be to allow just sufficient freedom to
discriminate between levels.of performance, The scales adopted by
most of the lists appearing in the literature allow less then ten |
different classifications. A related point is the provision of a
'key! to ensure that factors are rated (by different persons) relative

to a well defined frame of reference.

A wide variety of approaches fo these points is evident. For
example, the list devised by Harris (16) had a wide agenda, (four main
headings were employed: Financial aspects, R & D aspects, Production
and Engineering aspects, Marketing and Product aspects; Qith |
respectively 4,4,4,14, subfactors). Each subfactor was rated on the
scale -2, -1, 1, 2 and a 'tight' key was suggested. For example the
key corresponding to the factor 'research investment payoff time' (T),
was given by:

(1) If,T > 3 years, assess factor : -2,

(ii) If, 2¢T¢3, assess factor : -1,

- 16 -



(iii) If, 14T¢2, assess factor : 1.

(iv) 1If, T41, assess factor : 2.
In contrast the checklistldescribed by Pessemier (17) had a narrow
ﬁgenda and high resolution., Subfactors were presented under two
main headings, 'market potential', and 'potential for the company',
with respectively 17 and 22 sub-factors. ' A rather looser method
rating“factors was suggested, the 'key' merely defining the end points
of a range of seven possible values. For example, if it is required that
the factor 'Demand for product' be rated on a scale beginning with
'weak desire'! and ending with 'necessgity!'. Féctors could also have

been rated 'not known' if this was relevant.

1.2.1 Scoring Models.

Thebmain objective of scoring models ;s project évaluation. This
is required in situations where a choice is necessary. For example,
the selection of the best of two alternatives, or the examination of
vhether the project return exceeds a certain minimum, or threshold
level, The use of scoring models is largely confined to projects at
their initiation, or immediately post-initiation phases, when evaluat-
ion in terms of one of fhe well known financial criteria (Section 1.3)

is not possible.

There are two distinct classes of scoring model. The first is a
simple extension of the checklist. The factor ratings, or scores, are
Combined together in a manner prescribed by the model, to form a score
that is held to be a measure of the project value or return. The
Sécond is the 'profitability! model in which the project return is

defineq by means of a simple algebraic expression that is related to

-17-



the financial return of the project.

One of the first scoring models to receive mention in the
literature was thét of Mottley and Newton (18). The large number
of factérs contributing to the eventual success or failure of a
Project were reduced to five: |

(15 Promise of success.
(2) Time to completion.
(3) Cost of research.
(4) strategic need.

(5) Market gain.

Each factor was scored 0, 1, 2, 3 according to whether it was
manifest to the degree? poor, unforseeable, fair, or good. The project
8Core was then determined by multiplication of the factoi scores, and
thus may have taken a series of integer values in the range 0 to

3% (i.e. 243).

A more refined method was that proposed by Dean and Nishry (19),
who granted the projéct assessor an additional degree of freedom by
Tequiring weights Wis to be attached to each factor under consideration.
The weights were such that:

0w, €1 and :E‘ w.=1,

i .
i=1

where n was the number of factors in the model. Though the authors

took the model further, the principle was to give an integer score 84

in the range 1 to 5, to each factor, and to determine the project score

P from the expression:

P= i WS

i=1
(In the application of the model quoted by Dean and Nishry the

- 18 -



number of factors (n) was 36.)

A similar method, though not strictly relevant to the research
situation, was suggested by O'Meara (20), who advocated a separate
treatment of short term prospects, long term prospects and !'intang-
ibles', (This paper provides a good example of how a comprehensive
frame of reference may be attached to each factor under consideration);

An example of a scoring model, based on profitability, has been
devised by Hart (21). The index (reflecting the financial return

of the project) was given by:

I = SPpt/100C, where

S = peak sales value (£ per annum),

P = net profit on sales before tax (%),
p = probability of R & D success,

t = a discounting timing factor (years),
C = future cost of R & D (£).

The iﬁdex was thus related to the expected value of future
Profit per unit of R & D expenditure and was evaluated by awarding
BCores to each of the factors. A chart was used for this purpose; the
Table below presents the scores to be assigned to the factor 'peak sales

value!,

b ————

Peak sales

value (£/annum) 2000 5000 1OOQO 20000] 50000f 100000] 200000

Score 30 70 100 130 170 200 230

P —————

Hart arranged for factor scores to be related to the logarithm of

factor values. Thus logarithmic interpolation is required to score

-19—



factor values lying between those given by the chart, and a project
8core related to the logarithm of the project index may be found

by addition and subtraction of factor scores.

Projects are finally grouped into four classes according to

Project score (see below).

Project score 500 or less 500-550 550~600 | 600 or more

Project rating Poor Fair Good Excellent

Though both types of scoring model appear to have been accepted
by a number of R & D Departments (22), there are several disadvantages
that must also be recognised.

(1) The calculation of a project score will tend to detract from
the value of the checklist, as an indicator of the attributes

of tﬁe emerging system. It might be expected that once a

score has been given to the project, it will become the

focus of the management's attention.

(2) The methods of combining factor scores together, to form a
project score, are often subject to suspicion because none

have strong a priori grounds for support. Furthermore it

is usual for different scoring schemes to arrange projects

into different orders of merit.

(3) & criticism which may be levelled at some of the profit-
ability models (e.g. Harts method) is that it is often

more straightforward to make a routine financial assess-

ment than to use the model. (i.e. Simpler to evaluate a

criterion, in terms of the basic variables, rather than

convert the basic variables into scores and manipulate

the scores).
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One advantage that scoring models may show over financial
€valuation however, is in making allowance for 3intangible' factors.
Persons may be prepared to.ascribe a score or rating to an important
factor, which they might be unwilling to quantify precisely in cash
terms, For example Hart, in determining the score to be given to
'net profit on sales! gives weight to:

Prbduction know-how, customer's attitude to product, external

competition, as well as to marginal cost and capital investment.

The author has made a comparison of some of the implications
of emplojing addition and multiplication as a means of combining
the factor scores of scoring models into project scores. This work
was based on the Mottley-Newton model (see above) and is presented

in Appendix 1.1.

1.3 Pinancial Criteria and Uncertainty.

When projects have advanced beyond the exploratory stage, and
when sufficient financial data has become available, it is usual to
€valuate in terms of the costs and benefits that are expected to accrue.
For example, if a project is concerned with developing a new product,
the relevant data will be the capital investment, the operating cost,
the market growth, the selling price, the marketing and promotional
Costs, and the cost of research. There is_clearly some virtue in
€xpressing the project return in terms normally used to assess capital
inVestments, or indeed the performance of the’firm as a whole, It is
haraly surprising therefore that criteria such as return on capital,
Payback period, net present value (NPV) and discounted cash flow rate

of return (DCF) have been advocated for the evaluation of research
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Prpjects. These criteria are defined in detail in Appendix 1.

Some related, but less familiar, criteria were presented in a

research study sponsored by the American Management Association ((22),

bPages 62 and 63). Two examples are:

(1) Villiers criterion
Value of project = p (E - R)/C, where
P = Probability of commercial and technical success,

E = Present value of future earnings of the product,

R = Capital required for commercialisation,

C

Cost of the R and D effort on the project.

(2) Pacifico's criterion
Value of project = p SPAL/C, where

S = Average annual sales volume,

P = Average profit/unit,

L = Life of project in years,

P and C are as for (1) above,

Just as criticisms may be levelled at the methods of combining

the factor scores of scoring models, so too criticismgs may be levelled

at each of the financial criteria. For example, with reference to

the criteria introduced above some rather obvious shortcomings are:

(1)

(2)

(3)

Payback period takes no account of the returns that accrue after
the breakeven point.

ICF rate of return measures the efficiency of resource conversion,
without ihdicating the magnitude of the profit.

Pacifico's method takes no account of the time value of money.

A strong body of economic opinion have expressed a preference for

Criteria employing discounted cash flow, and particularly for NPV and
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DCF. (For example see Merrett and Sykes (23) or Bierman and Smidt
(24) ). Cash flow methods provide a realistic means of taking account
Of the time value of money and of including the effects of the existing

System of investment grants and company taxation.

One of the few papers presenting a view not wholly in agreeﬁent
With that of economists as expressed above is that of Allen and
Edgeworth Johnstone (25). On the evidence of a limited experiment
(seven research projects were monitored) it was found that DCF rate
of retﬁrn did not prove as ugseful a predictor of successful projécts
88 did some other criteria. All of these other criteria were related
to the geometry of the cumulative cash flow curve; one was payback
Period and the others were 'equivalent maximum investment period' and
'interest recovery period', which were invented by the authors of the

Paper, Details of these criteria are given in Appendix 1.

Before leaving criteria it is well to consider more carefully the
Cost of research., This often appears in evaluation criteria, three
€Xamples are provided above by those of Hart, Villiers and Pacifico.
The cost that shoula appear, but which is rarely mentioned,‘is the
OPportunity cost. Lipsey ( (26), page 248) defines the opportunity
Cost of using a factor to be the benefit foregone (or opportunity lost)
by not uéing the factor in its best alternative use. Thus if it is
Company policy to hire research personnel on a long term basis, and
there are-not enough potentially profitable projécts to occupy the
whole of the staff then, until the whole staff are so occupied, the
°PPortunity cost of employing staff on new projects is zero. This
is because nothing is foregone by transferring staff from unprofitable

Projects. 1In other circumstances, if funds for a very promising project
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have to be withheld, then the opportunity cost of research on the
continuing portfolio of projects may be much larger than the costs

of the staff involved.

1.3.1  The Examination of Uncertainty.

In the evaluation of research projects the need for a consider-
ation of.uncertainty is clear. Evaluation, whether on the basis of a
scoring model or a financial criterion, depends upon the assumptions
with respect to the future values of variables concerned. Some of
these will be under the firms control (e.g. the process to be employed),
8ome will be fartly under the firm's control (e.g. operating cost),
and some will be largely outside the firm's control (e.g.‘the price-
Volume relationship). The writers on decision theory (for example
Schlaifer (27)), often express the different future situations in
Yerns of 'decisions' to be taken by the firm, and the 'states of the

World!' which define the future conditions which may arise.

At this stage it will be helpful to distinguish between sfates of
'rigk!, tuncertainty' and 'ignorance'.r (The work of Farrar (28)
and Schon (29) is taken as a guide to the following). The 'risk'
Situation is characterized by knowledge of (a) all the possible futures
~Or outcomes of the project and (b) the probability of occurrence of
®ach outcome. These conditions are the essence of insurance under-

Writing and often occur in games of chanée: cards, dice, roulette, etc.

On the other hand a situation subject to uncertainty is character-
ized by a lack of complete knowledge of (a) the possible futures or
Outcomes of the project and (b) the probabilities of their occurrence.

With respect to the latter however, it is sometimes assumed that, by
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Comparing the situation with similar situations which have

occurred in the past, some subjective estimates of probability

can be made. A subjectivé estimate of probability reflects a person's
degree of belief that a specific outcome will occur. The validity of
the concept is still a point of contention amongst statisticians.

No attempt will be made to present here the arguments for and against.
The book by Savage (30) records a collection of views on the problem,
A formal procedure for assigning subjective probabilities, based on a
'standard lottery! may be found in Schlaifert's book ((27) page 11).

If the situation is such that it is impossible to estimate even
subjective probabilities of the various outcomes or futures which
night occur, then a state of 'ignorance! (or 'maximum uncertainty!':

Thiel (31)) is said to exist,

Some writers would argue that the act of assigning probabilities
- changes the situation from one of uncertainty to one of risk.

The convention followed in this thesis will be to assume that all
Tesearch decisions are taken under conditions of uncertainty, even
though, from time to time, subjective probabilities will be assigned

to the occurrence of future events.

The simplest way of taking decisions under uncertainty is, of
Course, to go ahead under the assumption that the most probable out-
come will occur. This philosophy is only sound when the expected
‘Outcome has a high probability of occurrence. Several methods for
assisting management make allowance for uncertainty, or alternatively,

for asséssing the implications of uncertainty are now discussed:
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ill, The risk premium.

The risk premium makes an allowance for uncertainty by demanding
that the threshold or minimum level for accepting projects be increased,
to balance increased uncertainty. The concept is well established' in
economic theory, for example Lipsey ((26), page 249) wrote "Business
enterprise is often a risky affair..... They (the owners) will not
take risks unless they receive a remuneration in return. They must
€xpect to receive a return in excess of what they could have obtained

by investing their money in a virtually riskless manner.....".

The risk premium is commonly used in industry today and it is
often recommended in the literature., For example Ansoff ((11), page
48), suggests tint firms establish three levels of acceptance threshold,

Corresponding to three different degrees of uncertainty.

Thus a 'risky' project may be expected to show a DCF rate of
return of » 30¢%, whereas only a 10% ICF rate of return might be required
ﬁhen success is assured. (Of course the values chosen will depend on
the price of money - 10% might seem a little low at the time of
Writing.) The great weakness of the approach is that no measurement
of the uncertainty is made and thus little guidance on the appropriate

Premium can be given.

Xgl__The evaluation of the project return in 'optimistic!, 'expected!

—_and 'pessimistic! cases.

-

This method requires three estimates of each of those variables
Subject to uncertainty, in the criterion measuring project return.

In & ney product project in which NPV is the criterion, the variables
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subject to uncertainty could be: capital coét of plant, variable
Operating cost, and market volume. The three estimates of capital
cost could be £1.3M, £2M ah§ £3M, with the optimistic and pessimistic
values corresponding to a 90% confidence interval, and the £2M to

the most 1ikely value.

Theirange of project return is then determined by combining (a)
all the optimistic values (b) all the expeéted values, and (c) all the
Pessimistic values of the variables. However, as little information
on the distribution of the project return across the range is given, °
the value of the method is somewhat limited. Also the pessimistic—~
optimistic range can be a rather extreme measure of the uncertainty
of the project. If the 90% confidence interval is used to define the
Optimistic and pessimistic estimates, and several variables are
Subject to uncertainty, then the chance of the project return lying

Outside the pessimistic-optimistic range is extremely remote.

iﬁl_* The tree network.

The tree network is an elaboration of (2), the network providing
& helpful method of illustrating a number of alternative 'decisions!
and 'states of the world!, which might arise in the future. Magee (32,
33), was one of the first to report on the virtues of the procedure, and
both Raiffa (34) and Schlaifer (35) have written books on the application
of decision trees. As an example, suppose that a decision must be taken
On & process for manufacture of a new product, and that the capital
§°St of plant, and the eventual market size, are subject to uncertainty.
The network shown in Figure 1.3 may be used to illustrate the decision
8ituation, By assigning probabilities of occurrence to the various

Capital costs and markets which may arise, and evaluating the return
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of each branch of thé tree, probability distributions of projecf
Teturn may be built up (Figure 1.4). The decision on which route

%o develop may then be madé on the basis of the distributions.

Other advantages are (a) that the standard deviation of a distribut-
ion may be used as a measure of the uncertainty of the project return
and (b) that probalistic statements concerning the project return may
be made., For example, the probability of a return®»£1M = 0.8, or

the probability of a return® £2.5M = 0.1 (Figure 1.4). The method
Provides, therefore, a solution to some of the shortcomings raised in
(2), and if required'may handle more complex situations involving
More decisions and more states of the world. A rather obvious
elaboration of Figure 1.3, would be to consider further decisions

at successive points in time. This step cén be very helpful by

highlighting teriticalt, or 'risky!', situations well in advance.

On the other hand, even though telescoping is sometimes possiblé,
increased complexity can severely reduce the inherent simplicity of
the method by increasing the number of altermative situations that
st be considered. Even routine research projects can give rise to
Very complex networks. For example, if six variables are subject to
Uncertainty, and just two levels of each are considered adequate to
allow for the uncertainty, then 26 (i.e. 64) distinct branches are

Possible,

- 29 -



14) Risk Analysis*

This is a computér based technique that may be used to aetermine
& distribution of the project return, The method is generally attrib-
uted to Hertz (36). The first step is to express the uncertainty in
each of the basic variables (in the financial criterion), in terms
of Probability distributions. Monte Carlo simulation is then used
to generate a distribution of the project return. One simulation
- Consists of (a) sampling a value from each of the above mentioned
distributions (this defines a possible future state of the world),
and (b) evaluatingbthe associated project return. 3By making a large
humber of simulations a distribution of the project return may be |
determined, the more simulations the closer the calculated
distribution will approximate to the theoretical distribution implied
by the probability distributions of the basic variables. Though risk
8nalysis is logically rigorous, it must be recognised that the results
¢an only be as good as the subjective estimates of the basic distrib-
utions, As it is well known that such estimates must normally be
treated with caution,.then so too the distribution of project return
Must also be treated with caﬁtion. (This also applies to the results
of methods 2 and % above). A computer programme written by the author

to perform risk analysis calculations is described in Section 3.5.

A method of assessing the implications of uncertainty, which
Bakes no demands for estimates of subjective probébility has been
Proposed by Allen (37). This method is based on Shackle's 'credibility!

the°ry (58). However, at the moment, the problems of application

*There is some confusion concerninz the name 'Rigk Analysis!, since

€ technique is normally applied under conditions of uncertainty. Presumably
he inventor of the name belonged to the school that hold that the assigning
of Probabilities converts a situation from one of uncertainty to one of risk.,
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appear to be just as great (if not greater) than those associated

with subjective probability.

Je4  Project Selection.

Project selection is the natural sequel to the evaluation of a
Number of alternative courses of action. It may involve the selection
of a set of projects from a group, or at a lower level, the selection
of one of a number of different project development strategies. If a
single criterion could adequately reflect the value of a project, or
alternative, then selection would be trivial; the alternatives
could be assembled into an order of merit that could be used as a

basis for decision.
In the section 1.3 it was suggested that, because of uncertainty,

it ig helpfﬁl to discuss the project return in terms of a distribution

of values, The decision situation now becomes more complex.

Return R

Uncertainty U
For example, suppose alternative X offers a return R and an
Uncertainty U (defined as the standard deviation of the distribution of
R), Then clearly alternative X dominates projects in quadrant C

(since alternatives in this quadrant have a return€R and an

unCEI‘tainty)U). Similarly alternative X would be dominated by projects




in quadrant A. But without a function 'trading-off! return and
uncertainty, there is no means of positioning alternative X in a

list of alternatives belonéing to quadrants B and D.

1.4.1 Decision Theory.

The traditional theory of decision or choice under uncertainty
ay be found in the books of Schlaifer ((27), page 3), and Chernoff
and Moses (39). The first step is to draw up é 'pay-off! matrix
(see velow).

Figure 1.6

States of the World.

s1 Sj sm
4 | 2 %13 %1

D ) .
ecisions di ail aij alm
dh ahl anj anm

The rows of the matrix ennumerate the various decisions which
12y be taken, and the columns the future states of the world which
hay eémerge. The elements define the pay-off or return associated with

®ach decision and state of the world.

If the elements of one of the rows dominate the corresponding

®lements of all the other rows, then the 'best! decision is clear,
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If'this is not the case however, then two quite distinct approaches
nay be taken:

(ll, The Game Theory Approach.

The basic assumption is that information excludes knowledge of
the probabilities of occurrence of the various possible states of the
world and that choice must be made on the basis of the pay-off matrix
alone.v Three rules or criteria for decision are often suggested (for
examPle.’see Farrar op. cit. page 4):

Maximax: Choose the decision that offers'prospects of the highest
possible return.

Maximin: Choose the decision that ensures that the lowest possible
return is maximised. (There is a lowest return for each
decision).

Minimax: Choose the decision that minimises the maximum 'regret?,
The regret (for state of the world s and decision d) is
the difference between the project return under these
circumstances, and the best return (for any of the decisions)

which may be obtained, given state of the world s.

None of these criteria is wholly satisfactory. The first two
Tepresent rather extreme points of view: Maximax is the philosophy of
the inveterate gambler who is drawn to the high returns without regard
to the possible losses that might also be incurred. Conversely; maximin
is the rule of the pessimist or cautious man who is concerned’only with
minimising his possible losses, without regard to the opportunities
thereby forgone. Minimax is a compromise, though as Adelson (40)
°°10urfully points out it is subject to some 'psychotic' tendencies.
1f, for example, minimax is used to define the 'best'! of a set of

8lternative decisions and a member of the set (not the 'best!) is

-33.—



removed, then it is possible for the criterion to define a different
decision to be the 'best' of the sub-gset. A point tending to reduce
the value of this approacﬁ to choice, in research situations, is the
assumption that there is no information concerning the probabilities
of occurrence of the various possible states of the world. This is

Tarely the case, as usually research managers have wide experience,

and would wish to take account of this, in reaching their decisions.

12) The Statistical Decision Theory Approach.

This approach requires probabilities of occurrence (pj) to be
assigned to each of the states of the world in the pay-off matrix.
It thus takes account of the decision meker's judgment, and to thié
extent, is a tsubjective! approach to choice (the game theory approach
2y be termed 'objective!). The expected value of each decision

m
:S;1 aijpj (see Figure 1.6) is then employed as a criterion for

J=

arranging the decisions into an order of merit. This approach is
Probably the begt established method for advising on the decision to
be taken under conditions of uncertainty., It is equivalent to using

the mean value of a distribution of project return (from either a

decision tree analysis or a risk analysis) as the criterion for decision.

If the probability of occurrence of a future state of the world
is Trequired at successive points in time, then Bayes theorem (see
Yorrig (41) pages 30 to 39) provides a means of revising probability
®stimates in the light of new information, this procedure is sometimes

called the 'Bayesian approach!'.

An important disadvantage of the 'statistical! approach to

decision is that no account is taken of the range of possible returns
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that might occur if a particular decision is taken. This is most
serious if, at the lower end of the range, losses are large enough

to place the future of the.firm in jeopardy. In these circumstances,
1t has been suggested by Adelson (op.cit.) and Green (42) that the value
of the money scale is non-linear. Cramerand Smith (43) make the point
in the following way:

"While £{OO may well be spent on a 20% chance of gaining £1000, a
£100,000 expenditure might well be rejected, even if it were viewed

as leading to a £1000,000 pay-off with a 20% chance of success".

The concept of 'utility' has been suggested as a means of overcoming
the problem. In this context, utility is viewed in the manmer
Suggested by von Neumann and Morgenstern (44): as a measure of the
decision taker's attitude to risk, rather than as the classical
€conomist's measure of an individual;s (or household's) strength of
desire for a commodity. 3By subjecting the decision taker to a series
°f hypothetical risk gituations, a utility curve relating money value
to utility may be constructed. The papers by Adelson, Green, and
Cramer ang Smith explain the procedure in detail, and present utility
Curves (those of the latter two papers were derived experimentally).

Each of the curves took a form similar to that shown in the Figure below.
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(The curve above shows that over the range - £1M to +£2.5M the
Value of money is comparatively linear, but that losses of greater than

£1M are not balanced by equivalent gains).

The utility curve enables the pay-off matrix (aij) to be converted
%o a utility matrix (uij); The expected utility (%%1 uijpj) of
each decision, may then be used as the criterion o;—choice. Though
the method is satisfying in theory, and has received a good deal of
attention in the literature, there is little evidence of its use in
Practical situations. This is not surprising since the derivation
Of the utility curve is difficult; moreover askthe fortunes of the

firm change with time then so too, it must be expected that the utility

Curve will change. In situations where itAis thought that the non-
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linearity of the money scale must be considered then probably

the best approach will be for the analyst to avoid the question of
choice, and to content himself with presenting the management team
with a rigorous ana}ysis 6f the implications, of each of the alter-
native decisions. (This is the substance of the view expressed by

Greeq (op.cit.) in his conclusion).

Amongst fhe other methods of ordering projects, or alternatives,
for purposes of selection are the 'certainty equivalent! and
'variable discounting!. However, .néither of these methods has
Teceived sufficient aftention to justify detailed comment. The
Philosophy of the certainty equivalent is discussed in Farrar ((28),
Page 11). It is a measure of the project return which takes account
of the uncertainty of the situation, and is usually expressed és a
function of (a) the expected return and (b) the standard deviation of
the return, For example, Cramer and Smith (op.cit.) describe the
derivation of the certainty equivalent given by:

U'=‘Prk0g1b,

wher
© U: certainty equivalent,

- P expected project return,
o: the standard deviation of the project return,
I: % of the available funds in the project,
a, b, k: are constants.

Variable discounting is a particular form of certainty equivalent
in which the discount rate is increased by an amount which is related
%o the uncertainty of the situation. For example Steindl (45) proposed
the rate T, + A(T), where T, ig the 'risgk~free' discount rate and

A(T) is dependent on the uncertainty 6f the alternative.

- 37 -




J.4.2 Portfolio Methods.

In gection 1.4, the problem of choice was assumed to rest only on
the returns and uncertainties of each of the alternative project
Strategiés, or projects under consideration. No attention was paid to
the wider issues:
(1) Are there sufficient resources to undertake the project?
(2) 1Is it necessary or helpful to reschedule?
(3) What is the effect of the project on the return (and uncertainty) of
the department as a whole? |
Portfolio méthods take account of such wider issuves by éonsidering projects
88 members of an interactive group. The portfolio could include pro;
Jects in a specific area of research, or more ambitiously, could
include all the projects in the research department. The aiﬁ of these
Dethods is to point to the allocation of resources between projects
that achieves the objectives of the portfolio in the most effective
Dammer, At the same time it is usual for account to be taken of
interactions between projects, and the constraints on the resources

that may be committed.

One of the first papers in the field was that of Asher (46) who
used a method, based on linear programming (ILP) to maximise the
Sxpected NPV of a group of projects, subject to constraints on the
8vailability of speciaiized staff. (Asher was a membervof the staff
of g Pharmaceutical laboratory). A similar method was reported by
Chilecott (47) who maximised a department 'benefit! (the criterion was
hot defined) subject to constraints on capital, manpower and special-

izeq equipment.
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-The most recent approach is probably that of Bell et.al. (48)
who once again used LP to maximise the expected NPV of a set of'
Projects. (These authors glso investigated the use of integer
Programming (IP), to avoid the selection of fractions of projects,
but found that the additional computing costs were not justified).
A most flexible input to the model was developed; several versions
°f each project corresponding to different work séhedules may be
defined, Constraints may be placed on variety of different resources:
Capital, specialized equipment, manpower, and importantly on the
Variance (the square of standard deviation) of the 'optimal! portfolio.
There is also provision for:
(1) Limited transfer between different classes of staff. For example

some of the chemists may be allowed to do physicist's work.

(2) 'Fill-in' projects. A proportion of the future resource allocat-

ion may be set aside for projects not yet begun (or thought of).

The inclusion of the constraint on the variance of the portfolio
®nables an 'efficiency frontier' to be established by maximising the
Portfolio return for different levels of portfolio uncertainty.

(ASS“ming that the portfolio uncertainty is defined as the standard
deviation of the portfolio return). The concept of the tefficiency
frontier! was introduced by Markowitz (49). The figure below illustrates
the point that generally increased return may ohly be bought at the

®Xpense of increased uncertainty,
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Markowitz, who was dealing with security investments, suggested
that T (Figure 1.8) was the optimum point on the efficiency frontier.
(Where T defined the point of tangential intersection of the efficiency
frontier and a set of lines of constant utility, which describe the
Portfolio manager's attitude to risk.) Bell et.al. (op.cit.) adopted
a more practical approach in the research situat;on, and suggest thét
the management team be presented with the efficiency frontier for
their inspection, and decision, on the level of uncertainty to be

accepted.

Though portfolio methods have received considerable attention in
the literature, there is a major problem still to be overcome bhefore
their general implementation: that of convincing the departmental
banagement that the allocation of resources derived by the model is
to the advantage of the firm. The question of R & D objectives arises
immediately. The maximisation of a financial criterion such as NPV,

or benefit/bost ratio, is almost mandatory in portfolio methods.

- 40 -~



But this invites the criticism that there are a variety of other

R & D objectives that are not included in the model.

A more serious criticism of some portfolio methods however,
is that they seem to be unrealistic in the research situation in
the chemical industry. Experience gained during thé present research
Buggested that portfolio management was by accretion to, rejection
from, and shaping of, the existing set of on-going projects. Further-
more the process takes pléoe continuously over time rather than as
a one-off operation at periodic intervals as assumed by the portfolio

models,

1.5 Project Control.

Project control is concerned with the achievement of the project's
Objectives within the permitted budget and time schedule. The key
is sound forward planning of work and frequent feedback of information
to ensure an awareness of progress and changes in circumstances. The
ethodology of project control in research may be divided into two
lain areas concentrating on:
(1) Techniques for planning and costing future research (which may

~ also be used to monitor progress).

(2) Practical control systems, (Mainly of an industrial origin,

these papers usually describe how information derived from (1)

(and other sources) is presented to management. )

The simplest of the planning techniques is the 'Bar! or 'Gantt!
Chart; an example is provided in Figure 1.9. The activities to be
Completed are listed, and the expected starting times and durations

Of each are indicated by bars on the adjacent time scale. By
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asSigning unit costs to each of the activities, the bar chart may
be used as a basis for constructing the profile of research expend-

iture against time.

" The bar chart, however, is inadequate to cope with the planning
of large and complex projects. For this task 'networking! techniques
are often recommended; the two most well known techniques are CPM
(Cfitical path method), and PERT (project evaluation and review tech-
hique). These methods are similar both in principle and operation
-~ the interested reader is referred to a specialist text on the

subject, for example, Battersby (50) or Lock (51).

Though the differences between the bar chart and the network are
not great, the development of the latter was an important advance.
Figure 1.10 illustrates how the bar chart of Figure 1.9 may be
Presented as a network., It is readily apparent that the logical
8tructure of the network enables the order in which activities may
be started to be more explicitly defined. For example, activity e may

only be started after activities b, ¢ and d are complete.

The network approach also permits further analysis (Battersby and
Lock op.cit,), for example:
(1) Determinations of a critical path through the network (this is a
path that defines the minimum completion time of the project).
If (Mi) is the set of minimum completion times of each path through
the network, then the critical path is given by the maximum of
the set.
(2) Determination of profiles of expenditure against time. (This

may be extended to include the re-scheduling of activities to
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ensure budget constraints are maintained.)

(3) Determination of the expected completion time of the project
and the associated variance. (This is a facility which
distinguishes PERT from CPM. The former takes account of uncert-
ainty in the estimation of activity times by requiring three time

estimates: optimistic, expected and pessimistic.)

As the number of activities in networks increase, it becomes
essential to use a computer for data processing. Indeed, from
Conception, the PERT system was designed as a computer based technique,
Capable of handling several thousand activities., (PERT was devised
for the purpose of controlling the R & D leading to the Polaris

missile; the programme of work is described in the paper by Malcolm

°t.al, (52).)

A shortcoming of the CPM and PERT methods, in their basic form,
is the requirement that all activities in the network must be completed.
A number of variations more appropriate to the research situation have
Since been proposed. Three examples are:
(1) Eisner (53) who suggested 'branching' networks, with the assumption
that future work need not involve all the branches of the network.
(2) Hart and Rumens (54) who suggested a proceaure for recycling some
of the activities. _
(3) Baines, Bradbury and Suckling ( (5), page 215 ) who suggested a
system of linked satellite networks as a means of presenting

Tecycling activities.

Despite these improvements networking in research has never

8aineq the acceptance or the respect it commands in other disciplines -
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for example civil engineering construction. The most carefully
formulated resedrch networks often become out of date before even
one quarter of the time périod has elapsed. TUncertainty is the most
important factor. Research is subject to a high level of uncertainty,
and the greater the uncertainty the less precise the conclusions that
may be drawn from the network. This has led to the comment that the
most valuable part of networking research projects is the formulation
step. Of‘course the comment contains more than an element of truth
but even this is no mean achievement. The philosophy of those in
research wiéhing to take advantage of networks must be to accept (a)
that networks once formulated are not the last word, they are simply
2 means of presenting the implications of research, given present
knowledge, and (b) that changes to the network, sometimes frequent,
are almost inevitable.
Two of the papers describing systems of project control in use
in industry are those of Baker and Smith (55) and Soistman (56).
Baker and Smith described an experimental procedure of project control
designed to meet the needs of the Unilever Research Iaboratories.
At initiation, the project and (if possible) a criterion of success,
are defined. Next, a project plan is drawn up and a cost estimate
Prepared ~ a networking approach is suggested for this stage. . Finall&
two indices are assigned to the project: | |
(1) The queue index (QI). This is an assessmenf (0£QI£100) of the
importance of the project, relative to other projects in the
department. It is assumed that at aﬁy time the QI's will be
distributed about a median of 50.
(2) The technical feasibility index (TFI). This is a number
(O$TFI$1) that is related to the technical problems remaining

to be overcome. It is given a starting value of 0.5 and is
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increased or decreased according to progress towards technological

objectives.

At four weekly intervals reports on expected completion date,
expected cost, TFI and rate determining factor (RDF) are made.
(The'RDF is the resource input to the project that controls progress.)
The occurrence of (a) significant increases in forecasts of completion
times or costs, or (b) decreases in TFI, alert management to the
need for action. In this event, the RDF may suggest the area where
effort is required. At 12 weékly intervals management is provided
With an overall project assessement. Recently a paper by Rainbow (57)
has commented on experience of operating this system. It was found
that whilst the bulk of the data provided the basis of an adequate
System of project control, the TFI and QI indices (revised at twelve
weekly intervals) proved rather disappointing. The most important
Teasons for this appear to have been the difficulty of (a) getting the
8nalysts concept of the indices across to management, and (b) persu-
ading management to use the indices in the spirit in which they were

intendeq,

Soistman's paper discuséed a method of project control used in the
Martin—Marietta company. A bar chart is used to plan the project and
to construct a profile showing the input of resources as a function
°f time. A second profile of output of research is also constructed
by attaching cash values to the achievement of 'milestone! evénts.

The method of making this step was nof disclosed, but the cash value
of the output, at the end of the project is set equal to the césh
Value of the input. The figure below illustrates the input - output

Profileg,
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Figure 1.11
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By mohitoring the achieved cash input and output values against
Plan, Soistman claimed that effective control can be maintained} to
Support this (op.cit. page 21) he states that for Martin-Marietta
Projects in 1965, the overall deviation from plan was ¢ 3%.
Criticiems which may be levelled at both of the above systems are:
(1) There is littlebreference to uncertainty in the forecast costs

or coﬁpletion times.

(2) The benefits of the research receive little attention.

It must be borne in mind, however, that the designers of the
SYstems have been constrained to meet the special requirements of their
®mployers., Their aim was not to develop a general system of project
Control (though points of general interest do emerge). Many of the
Papers on project control (for example Soistman's) are concerned with
'°°ntract research' in which the sponsor guarantees the research

l&bOIatory a return, when a certain specification has been achieved. -
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It is not surprising that the reqirements of these organisations are

quite different from those of non-contract laboratories such as ICI's.

The former class concentrate on achiéving a well defined criter-
ion of success, within the time and cost_budgeted for, If success is
achieved then income is assured in the terms of the contract. Om
the other hand, in the chemical industry, the income from reseérch
is often strongly linked to success in the related business area.

It isof little consolation to develop a new process to a product
if the product has been rendered obsolete by competition. Project
control systems in R & D departments such as Mond Division's must
therefore include reference to the prospects of the business areas

Telated to the project.
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Chapter 2.

THE DEVELOPMENT OF A PROJECT EVALUATION AND CONTROL SCHEME:
THE STARTING BASE.

The analysis presented in Chapter 1 revealed some of the
strengths and weaknesses of existing methods for project evaluation
and control. The numerical methods of financial evaluation, the use
of discounting, the attempts to deal with uncertainty, are of great
&ssistance in the research context and represent a significant advance
on uninformed judgment. On the other hand, thefe remain many aspects
of evaluation and control which must also be taken into account
but which cannot at present be treated in quantitative cash terms.
Examples are: long term objectives, exploitafion of existing strengths
and the social effeéts of innovation. Some over-enthusiasm for
Dumerical procedures, to the neglect of non-quantified inputs to
deCisions, has led to disappointment and a sharp retreat in some
industrial departments from formal procedures as guides to the evalu~

ation and control of research projects.

The author was fortunate in having the opportunity of working
in o Division of ICI, in which the significance of unquantified inputs
to resource allocation decisions was well recognised, but which was
at the same time, well‘equipped to take advantage of the latest
statistical and operational research techniques., It has been by work
on current issues, and frequent and continuing interaction with
Project management, that the systems described in the following
chapters have been deviged. Though an effort was made to retain as

Tuch generality as was possible in the methods formulated, a bias
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towards research in the chemical industry remains. In order to give
3 better understaﬁding of the approach taken, the opening section of
the chapter is devoted to the organisation of R & D in Mond Division
of ICI where the study was made., The remainder of the chapter des-
Cribes a past research project that is used to highlight some

difficulties met in the evaluation and control of research projects.

2.1 The present organigational structure and system of control.

Figure 2.1 shows the organisational structure of the Mond Division
R&D Department, in relation to the top management of the Division.
The Department is headed by the Research and Development Director
Who ig a member of the Division Board and who is assisted by two
Researcn Managers. Several hundred research scientists and their
Supporting staff are employed, with expertise that extends over a
Wide range of disciplines. (Though chemistry predominates, chemical
®ngineering, physics, mathematics, biology and economics are also
Tepresented.) The work of the department is divided between ten
Tesearch groups, each of which might have about fifteen projects under-
Vay at any one time. Day-to-day control over projects is the responsib-
ility of Research Leaders who report to Group Managers., The work
Wndertaken by the department covers the whole of the field normally
&ssociated with research in the chemical industry. The most important
8ctivities are:

(1) Exploratory and background research, in fields of interest to the

Division.

(2) Improvement of the existing processes of the Division.
' (3) Development of new processes for existing products.b
(4) Development of new products and processes for their manufacture.

(5) The operation of small scale plants (a) for obtaining the technical
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information associated with the scale-up of new processes and
design of new plant, and (b) for production of small quantities
of new products for market development. (Work in this area is

an extension of that in (3) and (4)),

The methods to be described later are particularly concerned with
work in categories (3), (4) and (5) above, where a large proportion of
the research budget is spent.

2:1.1. The Stages of New Product or New Process Research.

The most important features of new product and new process research
Projects have been described in a paper by Bradbury, Rose and Suckling
(58)- A model of the innovation process developed from this paper is
Shown in Figure 2.2. Important points of this diagram are the parallel
attack of technical and market research, and the central role of project
®valuation, Neﬁ product projects are shown to begin with an 'invention!
Step that may be the response to sfimuli arising in the market, liter-
ature, or laboratory. Research on new processes for existing products
begins at a later stage called 'process discovery!. As Bradbury et.al.
Suggest’ this step may commence in the office, with the generation of
& humber of possible routes. Most of these will be eliminated by crude
SCreening on chemical feasibility, raw materials costs, etc. Those
Toutes paésing the crude screen pasg on to the next stage of process

discovery: laboratory screening.

Process definition is reserved for the few routes that pass further
BCTeens and show promise of meeting technological and economic criteria.

The object at the process definition stage of innovation is to
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.investigate in detail the problems of transforming what is a
Promising process at laboratory scale into é process that will
Perform efficiently at plant scale and satisfy the requirements and
Tegulations with respect to hazards, effluents, control systems,
Product quality, etc. It is necessary therefore, to investigate the
Characteristics of the process uﬁder a variety of operating conditions.
.Design of experiments, and computer baéed mathematical models, have
Played an important part in this phase of work in recent years.
Though process definition may begin in the laboratory, it is usual
forbthe final stages to be completed at semi-technical scale. This
involves building plant, or parts of plant, at larger than laboratory
Scale to obtain information for costing and design of the full-scale

Plant, and for its subsequent operation.

New product work will also require product development in parallel
With market research and, later, market preparation. Product develop-
Dent is likely to involve major and minor changes in product
Specification and formulation to meet customer's requirements. Market
Preparation will be concerned with problems of: cuétomer'identification,
the Provision of suitable demonstrations, the compatibility of the
New product with customers processing equipment. For these purposes
Supplies of product are required. To meet this nee@ and to maintain
Supply until a full-scale plant is in operation, it is usually
necessary to build a ‘pilot plant!., The differences between semi-
technical and pilot plants 1ie in the emphasis of operation;
infOI'mation generation is the objective of the former, and production
of the latter. The two functions may be combined on the same plant,
but there are risks in so doing, of failing to produce both inform-

ation and product.
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Active research will continue during the early design stage
%o refine design information, to deal with problems uncovered in
design work, and to upgradé process models for effective process
Operation. After plént construction comes commissioning and start-

Up when R & D personnel are likely to join the works team.

The paper by Bradbury et.al. (op.cit.) deals in depth with each

°f the above stages in research.

2:1.2 Project Control Systems.

There is usually a variety of components in the systems of projéct
Control in R & D departments; some were discussed in Seétion 1.5 of the
Previous Chapter. They range from informal contact between the research
Worker at the bench and senior management, to periodic reports, to |
Project meetings, to formal reports on the project's standing. 4An
imPOrtant part of the system at Mond Division as far as top management
are concerned, is the research expenditure memorandum (REM). This is
Tequired for all projects with annual expenditures above a well-defined

Minimum Jevel.

The REM is a request by the project manager for funds to cover the
Costs of the next phase of research., For example, an REM might cover
the cogt of some speculative work aimed at discovéring a new process.
If this were guccessful then another REM would have to be prepared,
Submitted, and sanctioned, to obtain funds for the next phase of
‘ reseérch, some process definition perhéps. The REM is a short document
°f about three or four pages in length.v The format is not rigorously

defined, but it is usual to comment upon:
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'(1) The type of research envisaged (process improvement, new
product etc).

(2) The duration of the work (usually 12 to 18 months) and the
manpower required.

(3) The sum requested, in térms of capital and revenue.

(4) The amount of capital and revenue préviously spent,

(5) The background to the projeqt and the present state of knowledge
about it.

(6) The objectives of the work proposed.

(7) The commercial prospects of the overall project.

(8) The patent position.

The authority for sanctioning REM's depends on the amount
Tequested, Expenditures, such as those to cover laboratory work in
DProcess discovery, may be within the permitted limit of the R & D
director. Larger amounts such as those involving, perhaps semi-
technical or pilot plants would normally require the approval of
the Division Executive. At a rather lower level, control is exercised
by means of regular érogress reports, and three-monthly project meetings
to consider the achievement of intermediate objectives. Day to day
Control is exercised by regular contact between the project manager

and those undertaking the research.

2:2 A past research project: Project E.

A number of difficulties of project évaluation and control were
identifieq by studying past research projects. One of these (project
,E) is now described to show how the simple model of Bradbury et.al.
fits the practical situation, and to provide illustrations of some of

the important points in project evaluation and control., The aim of the
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.Project was to secure the supply of an intermediate. At the time

Tesearch was started, it was believed that within a period of three

%o four years, Mond Division's demand for the intermediate would

exceed the world supply. If this occurred then an important part

of the busineéé would be threatened. The alternatives were to

contract for further supplies, to licence a process, or to develop a

New process. It seemed likely that the Division would be able to

d-evelop a new'process to the intermediate that would not only secure

Supply but also offer considerable savings over the other alternatives.

Furthermore there were other bonuses to be obtained:

(1) Control over the supply of the intermediate would lie wholly
within ICI.

(2) A deterrent wéuld be placed in the path of competitors wishing to
enter the market for the final product. (Since the amount of the
intermediate produced on the open market would continue to restrict

widespread exploitation).

The important features of the project are shown in the bar-chart
(Figure 2.3). This adds a time scale, and research expenditure profiles,
to the project development network of Figure 2.2, The diamonds in the
Process evaluation activity indicate points at which the projecf was
€valuated for further funding and the arrows linking the diamonds
With process and market research illustrate the dependence of evalu-
ation on both of these activities. The arrows comecting the semi-
technical work of routes 2, 3 dnd 4 show that this work was co-ordinated,
and run bn the same semi-technical plant. (The increases in capital
. ®Xpenditure in years 5 and 6.(see Figure 2.3) were therefore to cover
the cost of modification, rathér than the cost of new plant). It is

Clear that over the first five years roughly equal amounts were spent
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on speculative research and process research, partly in the labor-
atory and partly at semi-technical scale. On the other hand process

Tesearch predominated over the last three years of the programme.

A point which emerges strongly from Figure 2.3 is the cyclical
hature of research; this was also emphasised by Bradbury et.al (58).
The steps of: speculative work leading to process discovery, followed
by process definition at laboratory, and at semi-technical scale, were
Tepeated on four occasions. There were a number of reasons for the
9yclical behaviour: |
(1) Some of the routes ran into technical difficulties.

(2) The chance of demand exceeding supply was reduced as time
Progressed, as the growth of sales of the final product was less
than originally estimated.

(3) The Division set more ambitious targets on production cost

because of existing suppliers gradually cutting their prices.

The latter two'points are illustrated by Figures 2.4 and 2.5, the
data for which was obtained from the original project files. Figure
2.4 shows (a) that forecasts of demand for the intermediate were
°°nsistent1y high and had to be revised downwards at later times, and
Conversely (b) that forecasts of world supply increased as time passed.
The forecasts made in 'year 2 (26.7.2) showed that demand was expected
Yo exceed supply midway through year 4 - about 2 years ahead of the
forecast, In year 8 however it was clear (from the estimates of supply
1.9.8 (2kton/yr) and demand 1.7.8) that supply would remain in excess
of demand for many years. Figure 2.5 shows how forecasts of the cost
°f the intermediate on the open market decreased over the period of

Tesearch, frome £200/ton 26.7.2 tons £105/ton 1.7.8, and also how
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the gap between this cost and the expected cost, using a Mond process,

narrowed,

Figures 2.4 and 2.5 provide good examples of the degree of

Uncertainty which accompanies forecasts of both technical and market
data,

At first sight, it might be considered that the project had been
& fajlure, Eight years and approximately £33k, had been spent on
reSearch, but none of the processes developed looked sufficiently
attractive to warrant the building of a full-scale plant. The situat-
ion that existed at the beginning of the research (of buying-in the
intermediate, of licencing a process, or of developing a new process)

therefore remained unresolved.

It may be argued however, that the research earned a modest
return, The argument rests on the assumption that if Mond Division
continued to buy-in, and if research had not been done, then the cost
C of the intermediate over a period, would have beenAC £/ton greater.
The calculation supporting the argument are presented in Appendix 2,
1% is shown that if A C is assumed to equal 0.3%5C, then over a ten
Year period from the end of research (i.e. over years 9 to 18 inclusive)
the savings, on the cost of the intermediate, just equal the research
Costs, Purthermore, if AC equals 0.15C, then over the same period

the DCF rate of return of (Savings - Research expenditure) is & 17%.

A further return on the research was the insurance cover provided.

Although, in the event, demand for the intermediate remained within
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the‘supply limits, the existence of a worked-up internal manufactur-
ing route was a valuable safeguard to the uninterrupted development

of the business in the final product.

2.3 A critique of the use of existing systems of evaluation and control.

After examining a number of past projects, it was evident thét
from time to time many of the methods described in Chapter 1 had been
applied within Mond Division. Examples are: checklists, scoring
lModels, decision trees, risk analysis. It seemed likely however
that these methods could be much more effective if linked in a co-
Ordinated and regularly applied system. A further useful development
was thought to lie in an attempt to match projects, more explicitly
than hitherto, to the divisional and company planning. These points,
Yogether with other problems of project evaluation and control, are
Now discussed in greater detail drawing attention to problem areas

where possible from the REM's of project E.

2:3.1 Key aspects of Project Evaluation.

These may be summarized under two heads:
(1) The Statement of Assumptions.

Almost all the data used in the evaluation of the project return,
and indeed the criterion used to measure the project return, require
Qualification. It is important therefore that the assumptions are
Presented clearly. The usefulness of an estimate of the capital cost
°f a plant is substantially reduced unless the gite, the year of
Commission, the capacity of the plant etc., are made cleai. Similarly
if ypy is the criterion used to evaluate the return, then assumptions

upon which the caluclation is based must be quoted: the rate of
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discount, the year from which discounting was started, the number

of years in the calculation ete, It was found that a frequent
Practice was to compare processes on the ‘basis of the cost of the
Product.at full output of the plant. Sometimes the assumption of

full output was lost in the various stages of information processing
during the preparation of REM's (see Section 2.1.2). TFor example,
With respect to project E, costs wereQusually compared at the

full output of the projected plant (1000 ton/yr). In year 6 a plant,
to be commissioned in year 8, was under discussion; it is evident
from the forecasts of 1.6.6., 1.8.7.and 1.7.8. (Figure 2.4) however,
that an output of 1000 ton/yr may not have been achieved until some
Years after the start-up of the plant, but this point was omitted from
the relevant REM. The assumption of full-output working is acceptable,
Providing it is explicit in the document supporting further research,
and providing the consequences of not reaching full output immediately

are clearly spelt out.

(2) The treatment of uncertainty.

The need for an examination of uncertainty, and some of the methods of
dealing with decisions subject to uncertainty, was made clear in
Chapter 1 (Section 1.3.1). The extent of uncertainty in forecasts is
well illustiated by'Figureé 2.4 and 2.5. It is clear that forecasts
of the eventual project return should include én analysis of the
implications of continuing the project in the event of other than

the texpected' situation occurring.

Although REM's are not the place for a detailed analysis of
'uncertainty, the case for further research on project E rarely referred

Yo more than one estimate of the project return, For example in only
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two of the eight REM's were the implications of uncertainty
developed, In the first the effect of different raw material
Prices on the cost of the.intermediate was discussed, and in the
8econd the consequences of different raw material conversion

efficiencies was spelt out.

2:3.2 Critical factors in project control.

Project control is concerned with ensuring that the project is
almed at the goal, whilst resources are utilised in the most efficient
Danner, This requires regular monitoring of the benefits and costs
of research. When results deviate significantly from plans, then
tactics should be reconsidered. Some methods of project control

Teported in the literature are described in fection 1.5.

Good project control is dependent on:

(1) Suitable criteria being used to measure the costs and benefits.
(2) Consistent use of the criteria.

(3) Regular comparison of successive evaluations.

(4) Statement of interim objectives in each expenditure proposal.

(5) A total system scan.

The first two of these requirements are closely related to some of
the points raised in the section above (on project evaluation). Past
Projects provided examples of the choice of a criterion which could
Prove to be misleading,.and of criteria not used consistently at

Successive project evaluations.

The REM's of Project E provided examples of different criteria

Used to justify further research at successive evaluations. These
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included the cost advantage of a Mond process (at full-output) over
alternative means of supply, in terms of on some occasions £/%on,

and on other occasions £/&r. As suggested above, such criteria can

be misleading if full output is not achieved soon after commissioning.
The uge of more than one criterion adds to the difficulty of comparing
Successive evaluations, furthermore neither of the criteria cited
above permit a ready comparison of the benefit of a Mond Divisioh

Process with the cost of research.

Though Project E was regularly assessed, there is evidence to
Buggegt tﬁat successive evalﬁations of the cost advantage of a Mond
Process were not the most important basis of project control. The
lessage of hindsight is that although the detailed cost and supply
situation changed dramatically over the first four years of‘research,
the security of supply objective remained dominant and decisive.
(Figures 2.4 and 2.5 show that both the cost advantage of the Mond
Produced intermediate, and the chance of demand exceeding supply,
declined as time progressed). It is for this reason that research
8trategy did not change significantly. It could be argued, however,
after studying Figures 2.4 and 2.5 that in the later years of the
Project, the ratio of speculative to process research should have
been changed in favour of more exploratory work, with the objective
of increasing the long term options. This appeared.preferable to
further development of routes for the short term, which although well
®nough defined to provide the necessary security of supply,'had‘no
Significant cost savings to offer, (The later Mond Division routes
Offered the intermediate at a cost only marginally below the going

Darket rate.)
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2.3.4 Relation of projects to company planning.

The fairly recent devélopment of company planning , as an
°r€anised central activity of large firms, gives an important new
dimensioh tolproject selection and evaluation procedures. Although
Strategy enunciation is in its early development, it is timely to
attempt a matching of research projects with company objectives.

Had this been functioning at the time of project E, a more.explicit
statement of project objectives would have emerged. The requirement
for security of raw material supply would match well the company long
term objective of 'flexibility', or the ability to react with approp-
Tiate gpeed to threats and opportunities. The objective of project E
formulated in this way, as an insurance against loss of business by
Providing flexibility in dealing with possible raw material shortage,
would have been influencial in shaping the project more effectively
t0 this end, In its absence, the insurance provision was made, but
Perhaps more expensively and in a tactically less efficient manmer

than might have been the case.

2;4 The research programme,

The foregoing analysis of key aspects of project evaluation‘and
Control, with the help of the historical model provided by past
Tesearch projects, showed that some useful advances might result from
an organised system of project evaluation and control. This path
was preferred to any attempt to add yet another technique to the
existing selection. It was also preferred to work on the 'portfolio

approach! to project selection, for the reasons given in Section 1l.4.2.

It is expected that the system of project evaluation and control
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Created, will be of some general interest and application. The
literature is predominantly concerned with techniques of project
evaluation, project selecfion, sensitivity analysis, ;isk analysis
ete,, with relatively little attention to the need for linking up

these techniques into unified systems.

The system developed may claim these attributeé:

(1) It attempts to recognize and assess all factors relevant to
Project evaluation.

(2) It quantifies these factors in money terms where appropriate
and by scores where appropriate.

(3) The design is conducive to the detection of changes in the
prbject status and is fiexible in its applicability,

(4) The sYstem does not attempt to eliminate judgment but to inform

it

(5) In so far as it secures é regular and comprehensive overview

of the emerging project it provides the total system scan so

insuring against serious omissions in project development.



Chapter 3

A NEW SYSTEM OF PROJECT EVALUATION AND CONTROL.

This Chapter is concerned with the development of a formal
system of project evaluation and control. Thé objeétive was a
8ystem that would enable better decisions to be taken and a
finer degree of project control to be exercised. Whilst the system
is bageq largely on techniques described ih Chapter 1, it is
Considered that it is novel in application and constitutes a
Practical procedure that avoids some of the weakmesses inherent in
these techniques and some of the problems raised in Chapter 2. The
Tesults of applying the system are discussed sefarately in Chapters |
4 and 5, Chapter 4 concentrates on thé more immediate short term
Or tactical problems, whereas Chapter 5 is concerned with the wider,

longer term, issues that are involved.

The work of H.A. Simon (59), provided a convenient model of the
Process of managerial decision and control. Simon made a study of the
8pproach to decision and moved away from the concept of a 'point!'! of
d‘eeision, towards a 'process'! of decision. This was divided into three
steps:

(1) Intelligence: searching the environment for conditions requiring

a decision, i.e. problems.

(2) Design: inventing; developing and analysing, possible courses of
action.

(3) Choice: selecting a particular course of action from those available.

Simonrtg work has been elaborated by several authors.
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Clarke (60) and Soelberg (61) have both extended the model to

include the steps 'implementation' and 'control!. Morris (40) has
added to this the step 'leérning' recognising that the results

of the decision will be compared with agpirations, and that experience

will be gained.

For the purposes of the author's work, the 'control! step of the
.°Y°16 was assumed to be concerned with monitoring progress. When a
Bignificant deviation between achievement and plan was evident, then
& return to the 'intelligence' or 'problem identification' step was
&ssumed to have occurred. The process of decision and control may
therefore be conveniently represented by the cycle shown in Figure

3.1. (Clarke, Soelberg, and Morris also draw attention to this poink)

The feedback link from 'control! to 'problem identification! is
lmportant, This might seem abundantly clear to those concerned with
the control of mechanical systems, such as manufacturing processes or
Space craft, Nevertheless, a surprising number of apparently successful
Tesearch projects have failed at an advanced stage because insufficient
attention has been given to reviewing the assumptions upon which success -
dePEHds, and to comparing achievements with plans. A good example of
this. though slightly out of the research context, is to be found in a
Teport igsued by A.D. Little Inc (62), who had been commigsioned to
*eView and criticise transportation plamning for the city of Washington D.C.
It Wwas found that all the plans formulated over the period 1955 to 1965
depended on survey data collected in 1955; during the time period

h°weVer, travel behaviour changed significantly*.

*

The author is indebted to Mr.B.J. Loasby of the Department of Economics,
anFanersity of Stirling, for citing the 'Transportation Plamning' example
' _d for his help in the preparation of the opening section to Chapter 3.

..69..



LIST ALTERNATIVE

COURSES OF ACTION EVALUATE ALTERNATIVES

PROBLEM CHOICE OF
IDENTIFICATION ALTERNATIVE

CONTROL ' _ IMPLEMENTATION

p \/ .

'GU
RE_ 3.4 THE CYCLE OF DECISION AND CONTROL
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:El_fThe Objectives and Structure of the New System.

Within a large organisation there is usually a hierarchy of
Cycles of decision and control, corresponding to different management

levels, This is shown diagramatically in Figure 3.2.

At‘the highest level, represented by the outermost cycle, is the
COmpany Chairman, and at the lowest, represented by the innermost cycle,
is the Junior assistant. The interconnections between the cycles are an
important aspect of the system, these represent the flows of inform-
ation up and down the hierarchy. The flows down the hierarchy define
the work to be undertaken and place constraints on the area in which
the work is to be done. The flows up the hierarchy are concerned with
the achievements of past woik and suggestions for the future; they may
8180 have the effect of modifying the constraints, company planning

in the chemical industry being sensitive to leads from R & D.

It is interesting to note the phase differences between the
Cycles of the hierarchy. The choice step of the Chairman's cycle could
be o 8ignal for 'implement' in the next lower level of management's cycle.
Similarly, the 'control! step of the laboratory assistant performing
Some experiments could be a signal for 'problem identification' in

hig immediate superior's cycle.

The system for project evaluation and control, developed during
the Course of the author's research was designed to operate at the
Project management level and was based on the cycle shown in Figure 3.1.
The objective stated in the opening to this Chapter was to be achieved

by Providing management with an improved base of information related
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to the prospects and progress of research. The steps of the cycle
°°n§erned with 'listing the alternative courses of action', 'evaluation!
and 'control! received parficular attention. The following sections

°f this Chapter discuss the approach taken to each of these steps.

It was assumed that the steps of 'choice!, 'implementationt!, and
'Problem identification! depended largely on the Jjudgment of the

Project management team.

222 _Listing the Alternative Courses of Action.

When, in the terms of the cycle, a 'problem situation! has been
identified, the alternative courses of gction might be clear, If the
Marketing Department reports that sales of product P will outstrip
Capacity in five years time, the alternatives might be restricted to:
(1) Extend the existing plant.

(2) Build a new plant employing (a) a competitor's process, or (b)
a new process developed in the research department.
(This 1ist could be extended perhaps, by including some different

building schedules).

On the other hand, if the research was in support of a plant which
faileq to operate according to specification, it might be necessary to
Smploy a technique for generating alternatives more systematically.
Such g technique is 'Critical Examination! which w;s originally
deVeloped by ICI. The procedure is to allow a small group of iﬁformed
Pergons to analyse a problem, or desired achievement, and to generate
alternative approaéhes. The method ﬁses a framework based on some key
Words: what, where, how, who, etc., and is described by Raybould (63)
a4 Baines, Bradbury and Suckling ((5) page 216). A worked example of

the yge of critical examination in process design is provided in a
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Paper by Elliot and Owen (64). A conventional decision tree network
(Section 1.3.1) was chosen as the means of presenting the various
alternative decisions. This method has . the useful properties of
displaying each future activity, of connecting them in a logical
Danmner and of highlighting future decision points. A time scale

too may be included.

3s3. The Rvaluation of Alternative Courses of Action.

Evaluation was taken in two stages, the first was.the completion
of a checklist for project viability. This was largely qualitative and
had the virtue of being applicable at all phases in the life of a project.
The second stage was a financial evaluation, in which a monetary value
Was placed on the results of exploiting the research. As time prog-
Tesses and quantitati&e information concerning costs of production
and markets becomes more realistic, the financial part of the evalu-

ation assumes greater importance.

2:3.1  The Checklist for Project Viability.

Thié checklist was designed to give the project team a shorthand
Picture of the complete emerging system, to help them to form a balanced
View of the future prospects of the project and to allocate resources
to the next phase of research., A particular aim was to reduce the
likelihood of situations arising in which one aspect of. the project
Teceives excessive attention to the detriment of other aspects which
Day be equally or more important. It is all too eaéy to devote effort
%o minor improvements to the emerging project whilst overlooking some
factors which may be of vital significance; an effluent problem or

discoloured product might be in the latter category for example.
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The checklist was designated a viability checklist because such points

Were included in its scan.

Some of the checklists which have been proposed in the literature
are discussed in Section 1.2. The checklists used in the author's
Tesearch were drawn up after a series of trials on currenf projects
in Mond Division, Research & Development Department. The sets of
factors were collected under three main headings: raw materials,

Process, and product and market.

Raw materials were considered by drawing attention to security of
Supply, price trends, quality and hazards. The process was scanned
by considering the major plant items such as reaction stage or
Purification stage, as possible problem centres. The well known prob-
lems of process development, such as corrosion,process control and
effluent treatment, were also listed. The product and market were
@ssessed by reference to (a) the properties of the product: its
Uniqueness, quality and cost effectiveness; (b) problems of market
Preparation such as large scale testing of the product and authorisation
for use; (c) questiprs of product acceptance by the user, which inclu-
deq customér identification, compatability with customer's equipment

and product obsolescence rate.
The checklist respondents were invited to assess each factor on
the scale: no problem, minor problem, major problem, major threat,

lgnorance, It was also required that each entry be qualified by

8ppropriate comment in an adjacent space provided on the forms.
No precise rules were laid down for rating factors but the
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following were used as guidelines:-
No problem

The factor requires no further research and imposes no threat.
Minor Problem

The level of performance expected of the factor is in some doubt,
but the adverse effect on the eventual project‘return is unlikely to
be great, Alternatively a factor which is substantially off target,
but which is likely to be brought on target by a minor effort would
also be'classed as a minor problem. |
Major Problem

The level of performance expected of the factor is not yet
achieved. The adverse effect on the eventua} project return of
Continued non-achievement could be great. Further research may solve
the problem, but the amount of effort required may be substantial.
Major Threat

As for major problem, but indicating situations where solutions
are not forthcoming, and where available research effort is not
expected to reduce the threat significantly.
Ignorance

There is insufficient information available to assess the likely
Performance. A viability checklist, in completed form, is presented

in Figures 4.2 and 4.3.

3:3.2 The Flnancial Evaluation..

As financial evaluations of research projects must be made under
Conditions of uncertainty, it was decided to employ the risk analysis
technique (Section 1.3.1) to provide an indication of the uncertainty

88sociated with each alternative course of action. The other methods
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of either allowing for (or measuring) uncertainty, discussed in

Chapter 1, were not considered to be acceptable for the reasons

&iven there.

The criterion evaluated using the risk analysis was net
Present value (see Appendix 1), though as will be seen in Chapter
4, the values of some other criteria are alsb estimated. For each
Variable uged in calculating NPV the following information was
required:

(1) An estimate of the mode (i.e. the most likely value).
(2)‘ An estimate of the range within which values of the variable

will lie,

For convenience this was chosen to be a 95% confidence interval
becauge of its simple connection with the standard deviation of the
Norma) distribution. (The 95% confidence limits of a normally distrib-
Uted random variable are located 1.96 ( say two) standard deviations
away from the mean.) It was, of course, quite acceptable, if it was
Preferred, for estimates to be given in terms of other convenient
.°°nfidence intervals such as 80% or 90%. The data are recorded on a
8€ries of forms, which also require a statement of the assumptions
Wpon which the dataAare based. Experience gained collecting data is
diSGussed in Section 4.7. A completed set of forms are presented in
Figul‘es 4,5 and 4.6 to exemplify the proéedure. The computer programme

Used 4o rerform the risk analysis calculation is discussed in Section

345,

As research is a dynamic situation in which estimates of variables

bre continually changing with time, it was found useful to define data,
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and to evaluate the project return, in two distinct situations:

the 'ag of now! situation and the 'after research' situation. The
former estimates were baséd on information‘already available from
the literature, from past experience, or from previous process'or
Darket research; the latter were based on estimates of what might
Teasonably be expected to emerge in the future, as a result of
Tesearch and development at the present or some other defined level.

Two of the most important functions of R & D in industry are:

(1) To change the values of variables such that the eventual return
of the project is enhanced.

(2) reduce the uncertainty surrounding the values of the variables,

The diagram below shows how the 'as of now'! and 'after research!

8ituations may be used to illustrate these functions.

Fi e 3,

PRoBABILITY
DensiTy

VARIABLE VAKVE
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Distribution A expresses the estimate of the variable in the 'as
of now! situation. One possible effect of research expenditure is
shown by the arrows. Distribution A is transformed into distribution
B, which has a smaller spread and larger mean. (Or, in the case of

Cost variables, smaller mean).

For example, in the situation immediately following some labor-
atory research, the mode and 95% confidence limits on the raw material
Cost might be estimated to be £300/%on-t20% in the 'as of now! situ~
ation. But the project chemists might be aware of several areas where
Tesearch could lead to improved reaction yields, and similarly they
hight believe that semi-technical scale working would reduce the uncer-
tainty, The raw materials cost in the 'after research! situation might

therefore be estimated to be £250/ton f10%.

On the other hand, each of the areas might prove té be sterile, and
Teveal not an improved cost but an unforeseen increase in cost. At the
Same time, however, it is likely that the uncertainty will be reduced.
Thus in the example above, the raw matérials cost after research might

later be estimated to be £320/ton Y107,

The final step in the financial evaluation waé a sensitivity analysis,
Thig is a technique well known in economics, which can be helpful in
Tesource allocation, as the analysis highlights areas where resources
B2y be applied most effectively. Suppose y = f(xl,xz,x3,....xh),

then the sensitivity of y to changes in x; is defined by:
-y = £(x,,x x x ) = £(x,,x ek )
; y l, 2,--0 i,coo n 1’ 2,-.. i,... n Iy

¥here xi'is a new value of variable i close to x,.
As the project return was expressed in terms of a probability
distl‘ibution, the sensitivity of the mean of the distribution

(the project return R) and the standard deviation
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- of the distribution (the project unecertainty U) were each examined:

(1) The sensitivity of the project return to changes in variable i,
was found by changing the value of variable i by 10% and
determining the chanée in project return R. 1In cases where
variables were expressed in terms of a mode value and a 95%
confidence interval, each of the three estimates was changed by
10%. |

(2) The sensitivity of the project uncertainty to changes in the
uncertainty surrounding variable i was found by holding the value
of this variable at its mode value (i.e. taking out the uncertainty
surrounding variable i), and repeating the determination of the
distribution of project return. The change in U then provided an
indication of the contribution of variable i to the overall

uncertainty of project return.

In all the sensitivity tests the variables in the financial
¢riterion, other than i, retained their original range of values (as
defined by the mode and 95% confidence interval), and the risk
8nalysis programme was used to determine the new values of R and U.
This procedure was repeated for each variable in tﬁrn. Some methods of
€eneraliging the results of both sensitivity analyses are presented in

Appendix. 4.

A sensitivity analysis may be performed in a variety of different
ways. For example, Baines, Bradbury and Suckling ( (5), page 64 )
tested the sensitivity of return by changing the mode value of each
Variable in turn and recording the effect on the mode value of the
. Criterion selected (in this case payback period). No risk analysis was
1neorporated in these sensitivity tests. Moreover the change in the

Value used for sensitivity testing may differ from variable to variable.
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In the case cited above for example, the sensitivity of payback period
Was examined with respect to a 25% change in capital cost and a SQ%

Cchange in raw materials yleld.

A description of the output of the financial evaluation is post-
Poned until Chapter 4. It is sufficient to state at this stage that
the results of fhe risk and sensitivity analyses are presented in both
8raphical and tabular form. As indicated in Section 3.1, it was not
Considered that the system's function was to determine the 'best!
Course of action and thereby indicate the choice to be taken. Choice
st rest with the project management, who would.use the checklists
and financial evaluations to inform their judgment.

[}

2:4__Project control and problem identification.

It was stated at the beginning of this Chapter that the 'control!
Step of the decision cycle (Figure 3.1) was assumed to be concerned
With monitoring the progress of research. This involves regular
evaluation of the project, and secondly the presentation of the results
in a manner that facilitates comparison of successive evaluations
and the comparison of achievements with plan. No specific time
intervals between evaluations were defined, but projects were assessed
at iﬁtervals of approximately three months. Both the cheéklists and

the financial evaluation provided ready means of monitoring proéiess:
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il) Monitoring the checklist entries.

o Figure 3.
_hf?:ggii:t Prgilem P§i§22m giggiem ¥ii::t lgnorance
o (1) 3 | 2 !
o (i1) 1,243
(iii) 3 2 1
___~‘(iv) 3 1 2
— (V) 2,3 !
o (vi) 1,2 3

where 1 indicates the first assessment,
2 indicates the second assessment,

3 indicates the third assessment.

As illustrated in Figure 3.4, the procedure was to use integers to
Donitor profiles of the checklist entries at successive points. in
time, This enables those concerned to assimilate the general progress
of work rapidly, as success is accompanied by a movement of entries
from right to left. Some of the factors will be controllable, in the
Sense that they are susceptaﬁle to change by research on the part of
the organigsation running the project or by other means. Examples could
be the improvement of reaction yields or of product quality. Other of
the factors are uncontrollable and are dependent largely on the actions
°f others including competitors ox Government. Examples would be the
introduction of a superior product, or the imposition of tighter

&ffluent legislation.
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igl; Monitoring the financial evaluation.

Fi e 3,
ot
A Y
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Figure 3.5 shows how the estimated return and uncertainty of the
Project were plotted at successive points in time. The points A; and
ARi refer to estimates at time i in the 'as of now' and 'after research!
8ituationg, The points Bi and BRi specify the corresponding values for
the next best alternative course of action. If this alternmative is to
Stop research, then the points B, and BR; would lie at the origin of the
Teturn - wncertainty axes. On the other hand, if the project was con-
CeTned with the definition of a new route to an existing product, the
hext pest, alternative could be a development of the existing process.
The points Bi and BRi could then define the implications of installing

% plant based on existing technology and a plant based on an improved

Version of existing technology.
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" Signals highlighting problems are provided by both forms of |
Donitoring. For example,_the checklist indicates a lack of progress,
Or a deterioration of the project when, over a period of time, (a)
éntries in the 'major problem!,!'major threat!, or 'ignorance' column
fail to move to the left, and (b) entries initially in the 'no
Problem' or 'minor problem'! columns move to the right. In Figure
3.4, for example, problems could be identified by factor (ii) remaining
2 'major threat! after two periods of work, or by factor (vi) revert-
ing from a 'minor problem' to a 'major threat'. Similarly success
should be accompanied, in the financial evaluation, by a movement
8way from the 'as of now' situation towards the 'after research!
8ituation., Problems are identified, if successive evaluations fail
to exhibit such a movement, or if the difference between the prospects
of the project and those of the next best alternative is progressively
Teduced., For example, referring to Figure 3.5, problems could be
identified at time 2 by (a) the very small increase in the expected
Teturn of the project, in the 'as of now! situation (compare A Az),
(b) the less optimistic forecasts of the return of the project in the
'after research' situation (compéré AR, ARZ)’ and (c) the reduction
in the advantage of the project over the next best altermative

with that between AR

(00 »
mpare the difference betWéen ARl and BRl 5

| angd BRZ)‘

Once again, as for the question of choice raised in the previous
Section, the system goes no further than providing the management team
With information. On this occasion the checklist and financial evalu-k
ation simply monitor the state or prospects of the project over time
but they do so in a clear and realistic manner. The final step of

the cycle of decision and control - 'problem identification' was
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assumed to hgve been reached when the management team decide that
the changes evident are too large to be accommodated within the
existing plan of the project. In this event, the various alternat-
ive courses of action would be drawn up and the future research

Programme would be decided after evaluation.

2:5___The risk analysis programme,

Some of the principles of risk analysis were outlined in Section
1.3.1, Although a number of risk analysis programmes have been written
within ICI, and many of the computer manufacturers offer such programmes
88 part of their software packages, it was found desirable to write
& new programme for the purposes of the author's research. The new
Programme offered several advantages egpecially in R & D:

(1) The assumptions built in to the programme were exactly those
required by the user.

(2) The programme could be readily modified in response to require-
ments for changes to input, output, or logic.

(3) The programme was kept simple; complex programmes are not usually
warranted in research, where the precision of data is often low.

(4) The programme was writtén to run on a local IBM 1130 computer.

Restrictions were imposed on programme size and speed of execution,

but these were considered to be more than balanced by the ease of

access, and fast turn round of jobs. (About 6 X words of core
storage were available for both programme and working area, -

much less than is normally required by risk analysis programmes.)

A flow diagram of the computer programme is presented in Figure
3.7. The first part of the input data defines the scope of the calcul-

8tdon: the number of yeafs N in the cash flow, the number of plants
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NP (and for each plant the capacity C and the period required.to

build P), the number of markets NM, the number of simulations

Tequired n, the number of intervals in the histograms of project

Teturn NI which are output, and the discount rate r to be used.

This data is followed by estimates of the mode M and the upper and

lower 1imits U and L of a 95% confidence interval, for each variable

Subject to uncertainty:

(1) The capital, variable operating and fixed operating costs,
associated with each plant.

(2) The annual demanjand selling price, of the product, in each

market.

There is also provision for including: 'other variable' and 'other
fixed' incomes or expenditures, on a plant or annual basis. For example,

8elling expenses, research costs.

The working capital is defined by inputting a series of coefficients
Telated to: stocks of raw materials, stocks of product, credit given

by ray material suppliers, and credit given to customers, etc.

The main part of the programme repeats a calculation of NPV a
large number of times. Each calculation is called a simulation and may »
be divided into two main parts:
(1) The selection of a random value of each variable subject to uncert-

ainty.

In the case where M is placed symmetrically between L and U, it is
8ssumed that the uncertainty in the variable may be represented by
@ normal distribution fitted through the limits of the confidence-

interval. Random values of variables are sampled by first calling
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& random number generator. (A library subroutine, which provides
a stream of normally distributed random numbers Ri of zero mean
and unit standard deviatién.) A normally distributed random value
Of the variable V is then given by:
V., =M+R (v-1)/3.92 .
Note: (U-L)/3.92 is the standard deviation of the normal

distribution representing the uncertainty in V.

If the mode M is not placed symmetrically between the limits of
the confidence interval, then uncertainty in the variable may be
Tepresented by a skew distribution. Examples are the triangular
distribution suggested by Sprow (65), and the log normal distribution
deseribed by Aitchison and Brown (66). Both methods were considered
@nd the former was written into the programme as an option, but the
fQCility was never invoked. In the projects assessed by the author,
1t was felt that the quality of the information available did not
Justify the preference of a skew distribution over the normal
'diStribution. For reasons of simplicity the latter was therefore
Used to represent theluncertainty surrounding all of the variables in
the risk analysis calculations. The data input of the programme was
thel‘ei‘ore constrained so that the mode was always midway between the
linitg of the 95% confidence interval. A useful side-effect of this
&pproach was thaf more sgpace was available in the computer, as only

two Points were required for each item of data subject to uncertainty.

(2) The calculation of net present value.
When each of the distributions defining the uncertainty in variables
have been sampled, the programme goes on to determine the net present

Value (NPV) of the simulation.
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" The first step is to determine the profile of capital expend-
iture over time. The logic of the computer programme is presented in

the fiow diagram Figure 3.7, and is explained with reference to

‘Figure 3,6,
Figure 3,6
N A
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First the programme makes a check of demand against the capacity
°f the first plant. If this capacity is not exceeded over the period
°f operation of the plant, capital to cover the first plant is spent
OVer the period P1 in the manner defined in the input data. If the
Capacity of the first élant is exceeded, then either demand is reduced
to match the capacity of the first plant (as in profile B), or if a
8econd plant is specified capacity is increased and further capital

Spent, In the latter case T, the point at which demand exceeds

2’
Capacity, is determined and capital is spent on the second plant

during the period P2. If necessary third and fourth plants may be

intI‘oduced in this manner, thus enabling the demand curve defined by
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A to be satisfied.

The remainder of this part of the programme calculates the NPV
of the simulation in the usual manner. The formula’is given in
Appendix 1. In each of the samples considered a discount rate of
15¢% was used and NPV was determined before tax and investment grants.
The output of a typical computer run is presented in Figure 3.8.

For each year of the calculation, a histogram is printed which
indicates the number of simulations falling within equal divisions

of the range of NPV. The user is free to set the number of intérvals
in the histogram, and as illustrated in Figure 3.8, the programme
Prints the end points of the intervals, the mid-points of the
intervals, the frequencies, and the mean and standard deviation of
the set of simylations., If it is necessary the programme goes on 1o
Perforn a gensitivity analysis, all that is required are cards
d'efil’ling the new values of the variables under examination. The time
taken by the computer to execute the risk analysis programme depends
on the complexity of the calculation: the number of plants, the
Nuber of markets, the nﬁmber of years, to be considered. In the runs
Performed by the author, the time per simulation was between 2 secs.,
&nd 3% seca, with a fixed time of about 2 mins., per run for the
Steps of programme compilation, set-up of the machine, and output of

Tesults, The time for a 100 simulation run might therefore be

®Xpected to lie between 5 and 9 minutes. At rates of about 3 shillings/

Win (the approximate cost of the 1130 computer including overheads),
the cost of a risk analysis run could therefore amount to between
15 and 27 shillings.

Some tests on the programme are described in Aypendix 3
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FIGURE 3.8
OUTPUT=NET PRESENT VALUE HISTOGRAM FOR EACH YEAR

HISTOGRAM YEAR 1

INTERVAL END PTS  =986e7 =951e5 =91644  =88le2 =84640 =8l0e8 =77546 - =T740e5 =705+3 =670.1
INTERVAL MID PTS ~969e1 =933,9 =898¢8 ~B63¢6 —828e4 =T79342 =T758e1 =T72249  =687e7
FREQUENCIES 3 11 10 19 21 18 9 6 « 3

MFAN =  =833,9 STANDARD DEVIATION= ., 6843

HISTOGRAM YEAR ™ 2

INTERVAL END PTS =1896e2 =1828e6 =1761e0 =169344 ‘-1625.8 -1550e2 =1490e6 =142340 =1355¢4 =1287.6

INTERVAL MID PTS “1R62el =179448 =1727e2 =1659¢6 =1592+0 =1524¢4 =1456.8 =1389.2 =132146
FREQUENCIES ' 3 11 10 19 21 1k 9 6 3
MEAN = =1602.6 STANDARD DEVIATION=  131,3

RISTOGRAM YEAR 3

INTERVAL END PTS =184440 =1767¢7 =1691e4 =161540 =153847 =~1462¢3 =1386+0 =1309.7 -123343 =115740

INTERVAL MID PTS ~180569 =1729¢5 =165342 =1576e9 =1500s5 =1424e¢2 =134768 =1271e5 =119542
FREQUENCIES 2 11 9 18 23 19 7 8 3
MEAN = =1505.,6 STANDARD DEVIATION= = 14740 , '

HISTOGRAM YEAR 4

1NTERVAL END PTS =1617e¢9 =1532e2 =144646 =1361e0 =127544 =1189.8 =1104¢2 =101846  =933.0 “84T7e4

INTERVAL MID PTS =1575:0 ~=1489¢4 =14)248 =1318e2 =1232.6 =114740 =~1061le4 -3758 -890e2
FREQUENCIES 2 10 9 18 22 19 ‘ 8 9 3

MEAN = =1235.,8 STANDARD DEVIATION= 16240

HISTOGRAM YEAR 5

INTERVAL END PTS =1304e7 =1210e2 =111546 =1021al =92645 =B832.0 =737¢4 =642+9 =54Be3  =453.8

INTERVAL M1D PTS “1257e4 =116249 =106843 =973¢8 =87942 =T84s7T  =690el =595¢6  =50140
FREQUENCIES 3 9 9 15 26 18 9 7 4
MEAN = =8R0.2 STANDARD DEVIATION= 17740

HISTOGRAM YEAR 6

INTERVAL END PTS  =363,0 =282¢6 =20243 =12240 4146 3Be6 L1189 19942 27946 359.9
INTERVAL MID PTS =32248 =242¢5 =16241 -81e8 C=1a5 0 TBe? 15941 2394 . 31947

i) iReoueuczes 2 g8 10 17 24 16 11 8 4
‘EAN = 1¢6 STANDARD DEVIATION= 14944 ’ , e




Chapter 4.

SOME PRACTICAL TESTS OF THE SYSTEM.

The system for project evaluation and control described in
Chapter 3 was tested on a number of research projects. This chapter
Presents some results and discusses experience of application. Two
Projects are described in detail, these are labelled M and N. Project
M is used to illustrate the steps of the cycle (Figure 3.1), concerned
With the presentation of the alternative decisions, evaluation and
Choice. The approach to the control step is illustrated with ref-

€rence to project N.

4.1 Project M.

This project was concerned with the development of a process to
@ new product that was to be marketed by another Division of ICI.
Research work had been in progress for about two years during which
time three routes to the product had been discovered (Rl’ R2’R3).
Route R2 was the best established and had already been used to produce
Small quantities of the product. Work on routes Rl and R3 was started
at a time when prospects for R2, as a process for large-scale manufac-
ture, were not considered to be very promising. Route R3 appeared to
be a great success at laboratory scale but later had to be ruied'out
On grounds of a possible effluent problem. Process R1 involved slightly

lore gophisticated chemistry than route R, and comprised an extra

2
Process stage.

At the time of the author's assessment of the project, a decision

on a pilot plant was urgently required if sales were to be buil

before patent protection expived. A breakthrough in pr

—.91.—




been made and it had been shown that both R, and R, offered prospects
for profitable production, It was clear however that operations at

Pilot scale could not be éxpécted to show a profit.

The situation might be termed 'classical! in new product research.
The pilot plant was required to produce quantities of product for
Rarket development - this was the only way to obtain reliable inform-
ation concerning the profitabiliﬁy of the full-scale plant., However
to obtain fhe funds to build a pilot plant a convincing case had to be
Presented, but this required market data that was not available without
Pilot plant operation. In these circumstances a vicious circle can
d-eVelop, time is lost, and eventually external circumstances dictate
the decision to be taken. This situation may sometimes be broken
by & strong personality who is prepared to back the project. The
Yern 'project champion! has been used to describe such a person - Schon
(29), gives some examples. The resolution of this type of dilemma
is achieved, at least in part, by the demonstration of the possible

Yeturns and risks in the manner to be described.

4:2  The Alternative Courses of action.

The analysis considered eight alternatives, these are presented in
Figure 4.1. Two involved terminafing work on the product: eithér‘by
Stopping completely or by transferring work to another Division Sf ICI.
(Ebr a variety of reasons, if a plant based on route 32 was prefé&red;
1t could have been advantageous to transfer production of thﬁ grn&u@t

yt° Division Y.) The other six alternatives were different vaxi b

;°n & common theme. Each required that small scale productism facilities
;},ha built immediately to be followed, if market demlepm@nt i
~W&0easm, by a fu:t.lumssm pmt. wm ahmmtim ©o
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were considered for each of the two routes to the product:

(1) That the control of the project be transferred from R & D
Department to a Division Product Group.

(2) That the project remain under the control of R & D Department.

(3) That the control of the project remain in R & D Department but
that the initial demand for the product be met from a rudimentary
plant (assembled from existing equipment), to be followed after

one year by a pilot plant.

The differences between alternatives 1 and 2 include the methods
used to account research expenditure and the works site of the pilot
Plant. (The two works in question had different facilities and spare

€quipment that could be usefully adapted to the needs of the pilot
Plant),

The decision boxes in the later years of the project indicate that
the Project could be stopped before resources were committed to a
full-gcale plant, if market development was unsuccessful. Timing
Played an important part in the choice of the set of alternatives., The
Dinimum times required to design, build, and un the pilot plant, and
the time to build the full-scale plant, ensured the date of commission-
ing of the latter could not be before the beginning of year 6. The
Possibility of commissioning the full-scale piant after the beginmning
of year 7 was not considered because of the immingnce of the date

&t which patent cover would run out.

' 5:1 The Evaluation.

The system requires that each of the alternatives be evaluated in

the manner described in Section 3.3. The evaluation of the full-scale
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Plant of alternative 1 is now discussed in detail. Figures 4.1
to 4.12 present the basic data, and results of the evaluation.
(For convenience these figures are collected at the end of the
Chapter). Points related to the derivation of the data and inter-

Pretation of the results, are dealt with in the Discussion (Section

4.7).

4.3.1, The Viability Checklist.

Figures 4.2 and 4.3 present the completed checklist for the first
alternative of Figure 4.1. It is evident that, as far as raw materials
and plant were concerned, no 'major problems! or 'major threats! weré
€xpogsed. This was perhaps not very surprising, almost all the raw
materials are under ICI control, and at the time of assessement, the
route Rl wag at an early stage of development. No doubt as process
definition was continued, some 'major problems' or 'major threats!
would emerge; It is well to note in passing, that entries in the
'ignorance! column might well hide 'major problems' or 'major threats!,
It is important therefore to treat such entries with the same respect

88 entries in the 'major threat! column until such times as the

ignorance is resolved.

Amongst the product and markét factors, cost-benefit, large scale
teSting and promotion,'were shown to constitute 'major problems'., The
firgt two were closely-related - large scale testing was the key to
establishing the benefit part of the cost-benefit ratio. The factors
Were entered as 'major problems! because cost-benefit was considered
;tO be an important determinant of the product's selling price, and as

the sensitivity analysis shows (Figure 4.11) the eventual profitability
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of the project was strongly dependent on selling pricé. Promotion
was rated a-'méjor problem! as it seemed clear that a considerable
campaign would have to be mounted to overcome the traditional caution
of the customers in question. (The adoption of the new product
required the customer to make slight changés to his production

philosophy).

It is interesting to note that the checklists associated with all
six of those alternatives which assume Mond Division continued the
pProject, were almost identical. The differences stemmed only from
the process to be employed, as essentially the raw materials used and
the properties of the product produced by each alternative were the
same, The checklist referring to alternative 1 therefore applied
equally well to alternatives 3 and 5 that also were based on route Rl.

The checklist covefing the process factors of alternatives 2,

4 and 6, (employing route R2) is presented in Figure 4.4. The more
advanced state of the process is immediately evident - the assumpt-
ions are more precise, there are no entries under the 'ignorance!
heading, and apart from the reaction stage all the factors were
Considered to fall within the classes 'no problem'!' or 'minor problem'.
The reaction sfage was entered as a ‘ma jor problem' because a raw
‘material conversion efficiency ofm 85% was judged tb be the minimum
acceptable for large-scale production., At the time of assessment
however the best conversion efficiency obtained in the laboratory was
“~ 63%, and this seriously reduced the expected return of the large-
Bcale plant. However a number of methods of reaching the 85%’target
were felt to be possible and further laboratory research was in

Drogress.
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4,3,2 The Financial Evaluation.

Once again the full-scale plant of alternmative 1 is considered
in detail. The basic data in the 'as of now!'! situation is presented
in Figures 4.5 and 4.6. It should be noted in passing that the mode
value of all the vaiiables in the financial evaluations of project
M (and also project N discussed later in this chapter) was assumed
to lie midway between the associated 95% confidence limits (see
Section 3.5.) Furthermore it was assumed (referring to Figure 4.6)
that in years 2, 3 and 4 the demand would be met from the pilot plant
and the research and other costs allocated to it. The most striking
feature of the data is the magnitude of the uncertainty. For example,
the 95% confidence interval on the capital cost was estimated to be
1-40% of the mode value. As was made clear in the ‘'assumptions' column,
this was because the process had been investigated at only laboratory
scale, and the cost was extrapolatedfrom plant items, sized and costed,
for a plant of capacity approximately midway between the pilot and
full-gcale plants, The variables subject to greatest uncertainty were
those defining saleé volume and selling price. At the time of assess-
ment there had been very little market development and therefore
estimates were extremely tentative. The new product was a treatment
for a commodity well defined in tonnage terms. Uncertainty cgntred
around (a) the application rate of the new product and (b) the
Penetration of the potential market. In the optimistic case, the'
whole 6f the U.K. market wés assumed to be penetrated by year 9.

- The selling price was estimated by (a) detgrmining the increase in
}effectiveness the customer might expect to achieve, by application
of the new product, agd (b) by assessing the amount the customer would

Pay for a benefit of £1. The very considerable uncertainty in selling



Price was due to both of these factors. The effectiveness increase
was estimated to be between 7% and 20%, and the customer was
estimated to be prepared to péy between 6/8d. and 10/0d. for a

 benefit of £1.

The formula for calculating the variance of a function of several
Variabies (see Appendix 4, Section 2), was used to convert some of
the basic data into the form required by the computer programme
(see Section 3.5)., For example the programme was written to accept
the raw materials cost of the plant as a single variable. The
appropriate 95% confidence interval was determined by applying the
above rule to the basic data - the 95% confidence intervals on the

conversion efficiency and unit cost of each raw material.

The data in the 'after research' situation is presented in
Figures 4.7 and 4.8, Members of the project team were asked to make
estimates of variables at the point in time when a decision on a full-
scale plant is requi;ed (see Figure 4.1). In the case of alternative
1, this point was‘at fhe end of year 3. The point was chosen because
one of the main objectives of further research in the laboratory, on

small-scale plants, and in the market was to refiﬁe the information
upon which the decision to build the full-scale plant would be based.
The tafter research! s?tuation fherefore provides a picture of how
the prospects of the project could look after a period of research.
It is made clear that the figures required were nof to represent the
bést possible outcome of research, or turn of events in the market,
~ but what might reasonably be expected to materialize. Thus for
€xample, the 95% confidence interval on capital cost was assumed to

be reduced fromi40% in the 'as of now'! situation tojﬁo% in the
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tafter research! situation. Similarly, it was considered that

further research would lead to an increase in the raw material
conversion efficiencies. .The efficiency in the 'after research!
situation was therefore taken to be 10% above that of the 'as of how!

situation.

Following the procedure described in Chapter 3, the risk analysis
Programme was applied. Figure 4.9 presents the cumulative cash flow
of the pilot plant of alternative 1 over a four year period: one year
for building and three years for operation. This is included for
Completeness, to show that it would be most-unlikely for the pilot
Plant to achieve a positive NPV within the forseeable future. The
upturn of the cash flow in year 5 is rather misleading, as this was
entirely due to credit‘given to the freeing of working capital. (This
amounted to about £45 k in the case when the expected values of
Variables were achieved). Figure 4.9 also includes, for each year,
the frequency distributims produced by the 100 simulations used in
the calculation. These may be used to draw probabilistic conclusions
ctoncerning the NPV of the project. For example, at the end of year
5 the probability of a NPV > -£100k is 0.12 (i.e., (6 + 5 + 1)/100).
Similarly, at the end of year 3 the probability of a NPV{ -£180k is
0.05(1.e., (4 + 1)/100).

Figﬁre 4,10 presents the return and uncertainty of the full-scale
Piant in both the ‘'as of now! and 'after research! situations, It is
evident that by the end of year 11, even in the 'as of now! situation,
there was a probability of ~ 0.85 of a positive NPV, Assuming the
distribution of the project return in year 11 is approximately normal,

the chance of the return lying outside standard deviation limits is
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n30%, and thus the chance of it lying above the lower limit is

"85%. The above calculations do not include the expenditure on
research and pilot plant speration prior to commissioning of the
full-scale plant (estimated atw£164k)., The distribution of return
showed the probability of a positivé NPV, inclusive of expenditure

on research and pilot plant operation, to be reduéed ton0.61., If
research and pilot plant operation yield the returns estimated in the
'after research'.situation, then the Figure shows the NPV of the
full-scale plant in year 11 to have been increased from £276k to
£350k and the uncertainty surrounding the return to be reduced
substantially from £276k to £100k. (Assuming, once again, uncertainty

to be the standard deviation of the distribution of project return.)

The results of the risk analysis are summarized in Figure 4.11,
the upper part of the Figure expresses return of the project in the
'as of now! situation in terms of NPV and several other well known
criterias DICF rate of return, payback period, and return on capital.
The values of these other criteria confirm the impression given by the
NPV calculation: that the full-scale plant of alternative 1, even in
the ;as of now; situation, looked promising on financial grounds. The
lower part of the figure is devoted to a sensitivity analysis. The
lmechanics of the analysis are described in Section 3.3.2. It is clear
that the project return and ﬁncertainty were most sensitive to changes
in the variable: ‘'selling price in the UK market'. A change of 10%
in the mean value of this variable changed the mean value of the |
Teturn by almost twice as much as equal changes in the mean value of

other variables. The effect of this variable on the uncertainty was
€ven more dominant - an order of magnitude greater than the effect of

any of the other variables. To reduce the uncertainty surrounding
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the préject return substantially it was obvious that the seliing
price, particularly in the UK market, would have to be better
defined. The rankings in %he sensitivity table show that in general,
the importance of a variable with respect to increasing the project
return is different from its importance with respect to uncertainty
reduction, For example, 'variable operating cost; ranks third in

the return column and seventh in the uncertainty column.

4.4 The Choice of Alternative,

The results of the financial\evaluations of four of the altern-
atives are preserted in Figure 4.12. This summarizés the return and
uncertainty of the full-scale plant in each of the alternative 'as
of now! and 'after research'! situations. Only four of the altern-
atives were evaluated because after the comparison of 1 and 2, it
became quite clear that route R, offered more promising prospects

2

than route Rl' It appeared to be cheaper on capital (one less process
stage was required) and also cheaper on operating cost. These points
are reflected in Figﬁre 4.12 by the higher returﬁ of alternatives 2,
4 and 6 over alternative 1; The checklist also tended to favour route
R2.. In general far more was known of the process, ahd ways of res-

olving the problems concerning the reaction step were felt to be

forthcoming (see Section 4.3.1).

The expgcted cost of research and pilot plant-operation is
recorded up to (a) the time at which a decision on the full-scale plant
is required (this marks the 'after research' situation), and (b) the
time~at which the full-scale plant is commissioned. The cost'of

Tesearch incurred after the second of these points was included in the
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cost of running the full-scale plant. The differences between the
above costs with respect to the four alternatives arose for a variety
.of reasons related to the.process, the site, and the period of pilotplant
operation. For example, the period of research and pilot plant op-
eration was five years in the case of alternative 6'(compared with
four years for the other alternatives). The differences between
-alternatives 2 and 4 (both employing the same process and with
operation over the same period) were related to engineering practice.
The pilot plant designed for alternative 4 was less expensive on
capital, but more expensive on operating costs than that of altern-
ative 2, The operating costs of the latter pilot plant were
sufficiently low to promise a positive cash flow (£28k) over the
Period between the decision to build, and the commission of the full-

scale plant.

In the case where the returns are expressed as inclusive of research
expenditure (Figure 4.12), the uncertainty was obtained by summing the
Variances associated with the return of the full-scale plant and
Tesearch expenditure., Suppose Uy and u, are the uncertainties associated
with the return r of the project (ekclusive of research) and the expend-
iture on research e. (Where r and e are the mean values, and Yy and
u2 the standard deviations of the respective distributions) The return
of the project inclusive of research expenditure was then taken to be

1
(r - ¢) and the associated uncertainty to be (ul2 +,u22)§ - see

Davies (67), page 41.

The question of whether or not the planned period of research and
Pilot plant operation makes an adequate return is reflected in part by

the difference between the 'ER - as of now! and 'IR - after research!
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situations (in the terms of Figure 4.12). Referring to alternative

1 for example, the figures are respectively £278k + 281 and £186k + 115,
Thus in this case researcﬂ is shown to have reduced uncertainty - But
only at a high cost. As has been stressed on a number of occasions

in this thesis, decisions are made after a consideration of checklists,
financial evaluations, and any other information that might be available.
At the time the author assessed project M, the possibility of going
ahead with the project without further research and pilot plant
‘Operation was not considered. This waé because of the level of risk
involved ~ not all of which could be included in the financial evalu-
ations. The main basis for comparing the financial prospects of the
alternatives was therefore taken to be the tafter research! situation
inclusive of expenditure on research and pilot plant operation (i.e. the

'IR - after research' case).

There was clearly little to cﬁoose between the financial returns
Promised by alternatives 2, 4 and 6. Alternative 4 showed the highest
retﬁrn, and alternative 6 the lowest uncertainty. Given the dimensions
of the uncertainty however, the differences are not very significant.
In cases such as this, it might be helpful to make some further calcul-
ations. For example, thekassumption could be made that a low sales
Volume would be achieved and’the effect of this (and other calculations),
on the comparison examined. With respéct to alternatives 2, 4 and 6
however, which were all minor variations of the same theme, this step
Was not considered to be helpful. It is well to accept that there is
Sometimes a limit to the amount of analysis that can usefully be done.
 Given a series of comparable candidates, the best policy is often to
Select according to intuition or even the toss of a coin, and then

to make good the choice, rather than to waste time and effort in
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attempting to establish a supposedly optimum course of action.

(This is the gist of the thinking expressed by Baines, Bradbury

and Suckling ( (5) page {32)) In the latter vein, one of the views
expressed was that either alternatives 2 or 4 should be preferred
since only one pilot plant had then to be commissioned. Likewise
alternative 6 might have been chosen because it provided the oppoft-
unity of an additional period of delay before expenditure on the
Pilot plant.

Though the three alternatives employing route R, offered a

2
reasonable expected project return - even after covering the costs -
of research and pilot plant operation, the high costs caused concern.
One of the factors contributing to this situation was the possibility
of the occurrence of an unexpected event that could undermine the
basic assumptions of the risk analysis. Before leaving the guestion
of 'cﬂoice' it is relevant therefore to consider the !'stop! options
more carefully. After a period of pilot plant operation for example,
it might be decided to stop the project because a variable is shown to
take a value at the pessimistic end of its associated 95% confidence
range, If it was found that the effectiveness increase that product
M could offer customers was {8%, then it would be difficult to

Justify continuing the project. The selling price obtainable would
then probably have been below the minimum level re@uired for running

the full-scale plant at a profit.

In contrast to the above, in which an event might stop the
Project was foreseen (by the distributions of selling price input to
the risk analysis programme), the project might also be terminated by

an event unforeseen at the time of agssessment. The results of
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Figure 4.12 are thus dependent on the basic assumptions continuing

to hold. TFor example that over the period covered by the evaluation
(a) competitors will not introduce markedly superior products, (b)
restrictive legislation will not be imposed, and (c) the plant will
function in the desired manmner. The design of the viability checklist
should clearly be suited to drawing attent;on to possibilities such

as those listed above.

The effect of an unforeseen event may be examined by making a
slight elaboration of the tree network. For example, referring to
project M, the stop option (Figure 4.1.) immediately before the
decigsion to build the full-scale plant may be re-drawn in the way

1llustrated below:-

bCont:&\ue.
(Run pilee plant, :
build, full scale plat)

Ruﬂ ri‘,ﬂ:

The letter f denotes situations where unforeseen events cause the
Project to be terminated with the consequent loss of expenditure on
research and pilot plant operation. Thebletter s includes all other’
situations that can occur. The maximum probability of an event f such

that the expected value of the return of the alternative is positive
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may then be calculated. If the probability of occurrence of f is
D, then the maximum value of p, such that the return of alternmative

1 ig positive is given by:.
-150 + 336 (1-p) = 0, thus p£ 0.55.

In the case of alternative 1, Figure 4.12 shows the cost of research
and pilot plant operation prior to the decision to build a full-scale
Plant to be £150k. After this point the combined income from the
Pilot plant in years 3 and 4, and full-scale plant operation is £336k.
(The former makes a loss of £14k and the latter a gain of £350k.)

The corresponding figures for the other alternatives are presented in

the Table below.

tomaesve | Brected cozt of mosoarer | Bryected fotum
’ - Pilot | Full-scale| Total| p
(Before the decision to Plant | Plant
build the Full Scale plant)
1 - 150 -14 350 336 | 0.55
2 148 28 516 544 1 0.73
4 98 -6 516 510 | 0.81
6 128 27 473 500 | 0.74

Given the checklist réfings the values of p were felt by those
concerned with project M to be sufficiently high to warrant further re-

Search, especially on alternatives 2, 4 and 6.

In the event however, it was decided to follow alternative 7; the
decisive factors were the emergénce of R2 as the most promising route,
and the point that Division Y was about to sanction the building of a

multi-product plant. This plant could be readily modified to incorp-
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orate the R2 route and henée to produce quantities of the new product.
Indeed it appeared that for a small additional capital cost, the plant
could be readily adapted fo meet the entire demand for product M

during the market development phase. This advantage was considered to

be sufficiently attractive to warrant Division Y continuing the research

Programme.

With the transfer of project M the author's direct interest in the
Project ceased. For reasons of convenience, it was advantageous to-
restrict attention to Mond Division projects. ' The procedures for

monitoring progress are therefore illustrated by reference to project

N.

4.5 Project N.

Project N was initiated when details of new technology, related
.to one of Mond Division's traditional products, apfeared in the patent
and technical literature. The product was an intermediate and was used
captively within the'Division. The demand for the final producté had
been increasing steadily, and it was thought that it might be possible
to use the new technology in aAfuture expansion of capacity for the

intermediate.

Though the claimg in the literature were attractive, there was
insufficient‘evidence to justify an immediate starf on laboratory
research., The first stage was therefore a paper study of possible
DProcesses to the intermediate., One of these processes (route k)
appeared to offer significant advantages over an improved version of

the existing process (route J). The latter was a simple scale-up of
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the major plant items and was accompanied by the usual economies of
larger scale operation. It was calculated thaf the capital cost

of a new plant employing route K, would be greater than that of an
equivalent plant based on route J. However it was also evident that
over a period of several years operation (¢ 10), the additional capital
costs, and research costs associated with route K, could be adequately
recovered by the reduced operating costs and maintenance procedures

of the route.

A broad outline of the envisaged research programme is presented in
a simple bar chart (see Figure 4.13). The initial paper study is shown
to be followed by a period of 9 months process definition in the
laboratory. If this were successful, further process definition at
both laboratory and semi-technical scale would be necessary before the
building of a full-scale plant, The bar chart also indicates the
future decision points, and provides an estimate of future research
expenditure., The importance of the decision to be taken at the end of
year 1 is highlighted by the sudden rise in the expenditure profile in
Year 2, The decision to continue project N at this point commits
approximetely half the total research expenditure, to the building and

Trunning of a semi-technical plant.

4.6 Monitoring the Progess of Project N.

This section reports on the evaluation of project N at times Tl
and T2 (see Figure 4.13). The objective is to show how the checklist

entries, and the plot of the financial position of the project, enable
the tcontrol! step of the cycle (Figure 3.1) to be performed. The two

lethods of'monitoring progress are discussed in Section 3.4,
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4.,6.1 The Evaluation at Time T,

It is evident from the bar chart that the evaluation at time T,
wvas made on the basis of the available literature, the paper study,
and experience of the existing process to the intermediate. (The

basic raw materials and, of course, the final product were shared by

routes J and X).

The factors of the viability checklist used to assess route K
were a sub-set of those used with project M (see Figures 4.2 and 4.3).
411 the factors concerned with raw materials and process were included,
but as the intermediate was to be used captively within Mond Division
only !product quality' of those factors under the head product and

market needed to be assessed.

The checklist entries at time Tl, are illustrated in Figure 4.14.
Raw material supply was shown to present a 'major threat! in the |
long term, with the implication of a trend to higher prices and
poorer quality. No 'major threats' were evident in the factors con-
cerﬁed with the process, though corrosion and the reactor section were
entered as 5majof problems' and process hazards was classed as an
area of 'ignorance'. The isolation section of the plant was also
expected to present difficulties, but it was discovered that a possible
scheme had been patented., The factor was classed as a 'minor problem!
as it was felt that at worst,.the patented isolation system could
be cheaply licenced. When the project involves an intermediate, it
is important to bear in mind that other parts of the business will
also be affected by the outcomg of events., The checklist ratings

should clearly take these considerations into account. It is
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possible therefore for a similar corrosion problem to be rated as
a2 'minor problem'! in the case of a new product project, but as a
'major problem' in the case of a project concerning an intermediate

for existing manufacture.

The financial evaluation of the project was made by calculating
the NPV of the income attributable to manufacture of the intermediate
on a new plant. Firstly it was assumed that the plant was based on
route J and secondly that the plant was based on route K. The
difference between these evaluations was taken to be the benefit or
advantage offered by further research expenditure. Both calculations
were taken over a ten year period from the commission of a full-
scale plant in year 6( see Figure 4.13) and all incomes and expendit-
ures were discounted back to year 1 at a rate of 15%. The production
requirements from the new plant were assumed to be those given in the

Table below:-

Year I 6 7 I 8 to 15

Production (kton) 7.5 12 15 (plant capacity)

It was assumed that requirements of the intermediate in excess of
the above figures would be met from the existing plant and that over
the period, the transfer price of fhe intermediate would remain constant
at £60/ton. To emphasize the differences between the processes, the
Variables related to income (i.e. transfer price and production) were

assumed to be known with certainty.

The data concerned with the costs of route X in the 'as of now!
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and 'after research' situations is presented in a condensed form in
- Figure 4.15. Once again, the 'after research' situation was assumed
to be that existing immediétely before the decision to build a full-

8cale plant.

As proposed in Section 3.4, the returns and uncertainties of
the major altérnatives (routes J and K) were plotted in the 'as of now!
and tafter research' situation (see Figure 4.18). As only small changés
from the existing plant (costing< £10k)‘were expected if route J
was adopted, the 'as of now' and 'after research'! situations were not
distinguished, and the results of énly the latter were plotted. The

evaluations made at time T, are indicated by the suffix 1 in Figure

1
4.18, A1l the costs associated with research are included in the
evaluations. It is evident that at time Tl, a2 plant based on route
J was considerably more attractive than a plant based on route X,
given the assumption of the'as of now situation.This was because the

8cant information concerning the process only permitted a BQ% yield

on the principal raw material to be estimated.

The benefit offered by further research is demonstrated by the
difference between the return of route K in the 'after research!
8ituation and the return of route J. The Figure shows that even
including the costs of the necessary research and semi-technical
Plant, the return from a plant based on route K could exceed that of
& plant based on route J bya £250k, though the uncertainty associated

Wwith route K would remain slighfly greater than that of route J.

A further point, which must be stressed, is that the technology

behind route J was already well proved, The evaluations of route X,
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in both the 'as of now! and 'after research' situations are each
dependent on the operational viability of the process - which

at times T, and T, was designed almost exclusively from theoretical

1 2

considerations,

4.6,2 The Evaluation at time T2,

The main effort in the laboratory during the period T1T2 centred
on an investigation of the basic reaction mechanism. Testing under
a variety of conditions revealed that the high raw material conversions
claimed in the literature could be reproduced - at least at a very .
small scale. In the course of this work, appropriate analytical
methods were developed for measuring the parameters determining
reaction efficiency. It was also found that corrosion would present
a number of severe prbblems, thus confirming the checklist rating

glven to this factor at the time T, (see Figure 4.14).

In parallel to the laboratory work undertaken by a team of
chemists, a chemical engineer was responsible for a more detailed
examination of the process as a whole. This involved a closer look

at the individual unit operations, and the configuration of the plant.

It was found to be possible to streamline the origiﬁal plant
design in a number of areas. The size of reactor, the number of
adsorber units, and the size of the refrigeratiop section were all
reduced., It was also concluded that a duplicate reaction system,
included in the first design as an installed spare, would not be
necessary. Furthermore a second reaction system (Qz) different in both

design and operating conditions to the initial system (Ql) was
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considered, The Q2 reactor was closer to Mond Division's existing

technology than was the Q1 reactor.

Anqther important finding of this work concerned the isolation
stage of the process. Contact was made with the organisation
responsible for patenting a possible system. It was discovered that
the proposed method was not very suitable for the scale of operation
Planned by Mond Division and thus could only be considered as a
'last resort'. The findings of the above research work are reflected
in both the checklist ratings and the financial evaluation of time
Tz. Figure 4.16 presents the changes in the checklist ratings, the
cbnvention is to identify the ratings at times Tl and T2 by the integers
1 and 2 respectively. The assumptions column gives emphasis to
Tecording the changes in thinking that took place over the period
Tl T2.

It is clear from Figure 4.16 that there was no change in the
situation concerning the long term threat to the raw material supply.
Nor was there any change in the assumptions with respect to the factors
control, process operation, or patent position. The research in the
laboratory enabled the 'minor problem! rating of the analysis factor
to be shifted to one of"no problem!, even allowing for some further
work to speed up the methods devised. Though laboratory research
work confirmed the high raw materials conversion efficiency quoted in
the literature, no change in the 'major problem' rating of this factor

Wag felt to be justified at time T This was because numerous

20
Problems of reactor design remained; indeed some could only be res- -
o0lved after a period of semi-technical scale operation. The research

Work also confirmed corrosion to be a 'major problem!. Experience in
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the laboratory had been such that a change of rating from 'major
problem' to 'major threat'! had been considered. The former rating
was retained because some hitherto untried methods of containment

were felt to be suitable.

The rating attached to the isolation stage of the process was
moved from 'minor problem! to 'major problem' because the amount
of further research necessary in this area was feit to be gignificantly
8reater at time T2 than at time Tl’ The chemical engineering work
was also largely responsible for the other changes in the checklist.
The ratings of the factors purification stage, product quality and
effluents were moved from 'minor problem! to 'no problem' and the
rating given to hazards was changed from 'ignorance' to 'minor

broblem!',

The research work also enabled new estimatesof the variables
in the financial evaluation to be made. The estimates at time T2 of
the capital and operating costs, of a process using the Ql reactor
system, are summarised in Figure 4.17. The Figure’shows a number of
changes to have taken place - only the estimates of the fixed operat-

ing cost were the same at both T, and T,. The capital cost of the

1 2
Plant was reduced, though without further definition the range given
to the 95% confidence intervals remained the same (in % terms) for both

the t'ags of now! and 'after research! situations.

Laboratory research confirmed the high raw material conversion yields
claimed in the literature. However the overall yield of raw materials

in the 'as of now'! situation was only increased from 50% at T. to

1
60% at T2, ag no practical work on the isolation of the product had
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been completed. The evaluationat time T, also showed the part of the

2
variable cost covering other raw materials, variable services and
effluent disposal to have increased from £7/ton to £10/ton. This
change was largely a result of streamlining the process to achieve

a capital cost reduction.

The figures for a plant using the Q2 reactor system are not
recorded, but both the capital and the variable operating costs were

8reater than the corresponding figures for the Q,l reactor,

The simple bar chart (Figure 4.13) was also revised at time T,.
Forecagts of Mond Division's demand for the intermediate at time T2

indicated that further capacity would be required during year 4 rather

than at the beginning of year 6, as anticipated at time T As there

1°
was insufficient time to design and build a plant based on route X to
meet a date in year 4, it was concluded that the earliest date for
commissioning a plant based on the new technology would be the middle
of year 7. An extra year and a half of research was therefore avail-
able if required. A further change in the network was a three month
delay in the steps to design, build, and operate the semi-technical
plant, This was to enéble the latter part of year 1 to be devoted

to the isolation stage of the process. Nevertheless the estimate of the

future cost of research‘was reduced fromw£300k at time T, to

1
N £240k at time T

2.
Figure 4.18 shows how the changes discussed above are reflected
in the financial evaluation of the project. At time T, it appeared

2
that the plant would be built in years 5 and 6. The ten year period
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of operation was therefore assumed to cover years 7 to 16, but

as before the cash flow was discounted back to year 1. This, and

a slight adjustment in oné of the fixed costs, was the reason for

the slight change in the return, attributable to route J. Referring
to the version of route K employing the Q,l reactor, it»ié clear that
on the basis of the simple model, the prospects for the route showed
a marked improvement in both the 'as of now! and tafter research!
situations. If the original reactor design (Q1) was employed and
functioned in the manner expected, then the advantage of route K over

route J increased from ~£250kat T, to ~€400kam’P2, in the tafter

1
regearch! situation. The reduced capital cost and the increase in
raw material yield estimated at time T2 also had the effect of
substantially improving the expected return of a process based on

route K in the 'as of now!' situation.

The Q2 reactor system is also shown to present an attractive
target of £250k. Though less than that of the Q; system, a plant
based on the Q2 design would have the advantage of operating at less
severe conditions closer to the range within the existing experience

of Mond Division.

Though both the checkligt and financial evaluation illustrated
and reflected the implications of a number of changes in the standing
of projedt N, none were considered to be sufficient to require a
major change of plan. At time T2 the factor that most likely would
have givén rise to a change was the financial advantage of route X

over route J. If over T,T,, this had dropped significantly (e.e.

1
by »50%), it is likely that the future research progremme and, indeed,
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the project as a whole would have been reassessed. It was shown

that this situation could have arisen (a) if the laboratory experi-
ments had yielded raw matefial conversion efficiencies of m70%
(compared with the 90% claimed in the literature), or (b) if at time
T2 the estimate of the capital cost of the plant (at Tl) was'increased

by 2044,

In the event, the research programme over the latter part of year -
1 was revised slightly to give greater emphasis to the problem of

isolating the product.

‘4.7 Discussion.

The Discussion is devoted to some of the general points that

emerged during the application of the system, and to the approach.

4.7.1 The alternative courses of action,

Projects M and N were similar to the extent that at the time of
assessment, the alternative courses of action were feasonably clear.,
There was no call therefore to resort to 'critical examination! (see
Section 3.2), or similar techniques. Project N would have provided

an example if at time T, the financial advantage of route K over route

2
J was substantially reduced. It had been decided that if necessary
& critical examination would have been initiated to generate possible

eans of reducing costs.

An important problem was found to be the translation of the
alternative courses of action into a decision tree. With respect to

Project M for example, the number of branches in the tree (Figure 4.1)
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could have been increased by supposing pilot plant operation was for
a year longer or for a year shorter than was supposed. In this event,
the number of branches would have been extended from eight to twenty.
(Two variants of each of the six Mond Division 'continue! branches
would have been added). Similarly by including the decision whether -
to market exclusively in éither the home market, or the export
market, in addition to the marketing in both (as was>assumed), the
number of branches would have been increased from 20 ((3x6)+2)

to 56( (3 x 6) + 2).

The policy adopfed was to restrict the number of alternatives
considered, and to present the situation in the simplest terms. In
the case of project M, the possibilities of commissioning the full-
scale plant before the beginning of year 6 or after the beginning of
Year 7 were rejected on grounds of the timing of the engineering effort
and the patent sifuation (see Section 4.2). On the other hand the
various markets that might be developed, or selling prices charged,

were reflected in the distributions fed into the risk analysis programme.

4.7.2 Project evaluation: the viability checklist and financial evaluation,

It was found to 5é‘necessary to complete the checklist after joint
discussion between the author and all those responsible for running
the research and marketing sides of the project (perhaps three or four
prime movers). The need for a consensus, or agreed approach, was
brought out when assessing project M. Two members of the project team
were invited to complete, independently, the part of the checklist
concerned with product and market. It was clear that one of the

assessors was consistently more pessimistic than the other. The
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differences were usually of degree rather than of fact. For example,
the factor cost-benefit (rated a 'major problem! in Figure 4.11) was
rated a 'major'threat' by the second assessor. Some of the differences
were considerable however., The factor uniqueness was rated as 'no
Problem' by the first assessof but as 'major threat' by the second
assessor. This was owing to the introduction of a new product by

a competitor. Both assessors were aware of the move, but clearly
attached different weights to the impact of the development on Mond
Division's product. Discrepancies of this extent illustrate the

Value of the 'assumptions'! column in which the checklist entries must

be qualified by relevant comment.

On some occésions it may be possible to avoid the need to rate
factors by making a cash estimate of the losses that might accrue in
the event of continued non-resolution of the problem or threat. Thus
for example instead of rating effluents a 'major problem!, the entry
could read: 'If the effluent-prgblem is not solved, the increase in
Variable cost could be £15/%on - over the period of the financial
evaluation this would reduce the NPV by £500k'., It is proposed to
invegtigate this point further in the future as a means of estimating

the effect of individual problems and threats on the project return.

Turning to the financial part of the evaluation, estimates of the
mode and 95% confidence interval were made by members of the project
team after’consultation perhaps with expert opinion. Quite often the
immediate reaction of those providing the information was to ask to

~ be reminded of some of the principles of statistics., It was found
that a preliminary session centred on some basic concepts such as

lean, mode, median, standard deviation, confidence interval, normal
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distribution etc., provided a'useful prelude.to further.discussion.

It was also found to be helpful to draw respondent's attention.to

(2) the 1 in 40 chance that the variable will exceed the upper, or
fall below the lower, 95% confidence limit and (b) that if the variable
is assumed to be distributed normally, the 95% confidence limits are
approximately four‘standard deviations'apart. In none of the proj-
ects assessed were devices such as Schlaifer's standard lottery

(see Section 1.3.1) systematically applied.

-The reliability of data estimates depends to a considerable
extent on the availability of a store of past data relating forecast
to achieved values. If for example, it is necessary to estimate the
capital cost of a full scale plant from laboratory information, then
ideally the estimate should be adjusted in the light of past forecast
and achieved values of the capital costs of similar plants. In
general this information whs not readily available. Nevertheless,it
wasg considered preferable to work with variables expressed in terms
of probability distributions even though the distributions were often
rather tentative. An important reason for the lack of data is the
time lag between making the estimate and discovering the achieved
value of the variable;} In the case of a plant, the first estimate of
the capital cost can bé up to five years before construction is complete
and the achieved cost is learnt. Similarly market forecasts often
extend some 10 to 15 years into the future, ;A related factor is the
Job contihuity of the persons making the estimate. Over periods such
as those mentioned above there is a goodrchance that the person
making the estimate will have changed job before the achieved value

of the estimate becomes known. Omne of the advantages of adopting a
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system such as that proposed by the author is the base of information

that regular application will assemble.

No difficulty was experienced in eliciting estimates of data
in the ?as of now! and 'after research' situations. It waslevident that
respondents were familiar with thinking in these terms. It had been
common practice for example to calculate operating costs based on
raw material yields that had already been achieved in the laboratory,
and yields that might eventually be obtained after further research.
On some occasions in the past however, the variables had been expressed
in terms of one oi the other of these estimates. It was also found
that thé reduction in the uncertainty that might accompany research

expenditure was not normally estimated.

4,7.3 The output of the system,

The checklists, graphs and tables that formed the output of the
system were readily understood, and were usually well received by
those responsible for project management. Nevertheless some dis-
appointment with the output of both the checklists and risk analysis

was also expressed.

The checklists were criticised by some managers for asking some
'obviousf questions (by which they meant quesfions with qbvious
answérs). A further criticism was that there was insufficient space
in the assumptions column to do justice to some of the issues raised.

- It is hoped to resolve these problems in the future by ensuring the
recipients of checklists are well aware of the inherent limitations.

Firstly by attempting to bring a reasonably complete set of relevant




points to management's attention, the checklist is clearly very
sﬁsceptible to asking the 'obvious' question. However, in general,
the questions with obvious answers cannot be specified in advance
(if indeed answers are ever obvious, except to the prejudiced).
Moreover this minor irritation is a small price to pay for raising
questions that are not so obvious or that would have been forgotten.
Secondly, the checklist is an incomplete form of reporting and must
be supported by additional material providing information in depth

vhere appropriate.

The criticisms of risk analysis were of a rather different nature.
- After going to the trouble of providing estimates of mode values and
confidence intervals, some expected that a clear-cut decision’
situation would emerge. The opposite was usually the case, the
distributions reflecting the returns of each alternative often overlap-
ped to a large degree, thereby emphasising the similarity rather than

the difference between the returns offered.

Another point of contention was the amount of .information generated
by the,system. Some managers would have preferred the information to
be expressed in a more condensed form, however, there was no consensus
on this point. Very often much of the data is common to more than
one alternative. In project M for example, the same markét dafa was
common to each altermative. The difference between the alternatives
were confined to the building schedule, the process to be used, and

the siting of the pilot plant.

Most of the managers concerned with the projects assessed by

the author were already well aware of the value of sensitivity
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énalysis. The possibility of generalising the results was a
 question that often arose. A typical question was: 'given that a‘
10% change in capital cost changes the mean NPV by £30k, what

change in NPV is produced by a 7% change in capital cost?! Methods
of extending the results of the sensitivity analysis by interpolation
and extrapolation were investigated - the results of this work are

reported in Appendix 4.

The two methods of monitoring progress using the checklist
ratings and the return-uncertainty plot, were found to be convenient
means of demonstrating the changes in the 'state! or prospects of the
project. In common with the results of the risk analysis calculations
however, the methods did not of themselves resolve the manager's
Problem. At the 'cbntrol' staée of the cycle, the problem is to
recognise when changes are sufficiently large to warrant a revision
of plan., (This may include, of course, terminating the project.)

In other words the problem is to decide when the !'problem identificationt
step of the cycle (Figure 3.1) has been reached. When changes are
subgtantial, or where a strong underlying trend has been established,
this pbint may be clear. But in general, 'problem identification!,

like 'choice! is 1aréely dependent of theAjudgment of the management

tean,




NETWORK OF THE ALTERNATIVE DEVELOPMENT

POLICIES. = PROJECT M

: i FIGURE ks

DATE
(YeaRr)

R

5

4 5 ¢

ALTERNATIVE

sToP
Ne.
oot oA RUN_PILOT PLANT 5 RUN PILOT PLANT
pulL® oute R Y
BUILD FULL - SCALE PLANT RUN FULL - SCALE PLANT '
(ROUTE R1) l
3 sropP
g/,
MOND Preduer group :0 8o
TAkes over OUFeL®, .
RS RUN PILOT PLANT RUN PILOT PLANT
Y BUILD FULL = SCALE PLANT RUN FULL - SCALE PLANT 2
- - (ROUTE R2)
Stoe
CONTINUE AS A MOND
RESEARCH PROJELT
RUN PILOT PLANT RUN PRILOT PLANT
wi
. 25
W Y
o g
PN BUILD FULL - SCALE PLANT RUN FULL - SCALE PLANT -, 3
8u/. 4 SK "~ (ROUTE R1)
/LA
RS 1A
6 UTERSFANZ_ RUN PILOT PLANT A RUN PILOT PLANT
: l
DELAY STOP Y BUILD FULL - SCALE PLANT RUN FULL - SCALE PLANT 4
[ROUTE Re2)
ST0P Researcw
AT MoND BuILD RUN ‘ONE POT’ SToR
'ONE POT' PLANT
PLANT
(ROUTE R1)
| BUILD PILOT PLANT RUN_PILOT PLANT /o RUN PILOT PLANT
(ROUTE R1) '
DELAY
< PLANT RUN FULL - SCALE PLANT
stop BUILD FULL - SCALE PL T 5
(ROUTE R1)
BUILD‘ONE
POT'PLAN RUN "ONE - POT' STCOP
ROUTE R PLANT
r
BUILD PILOT PLANT| RUN PILOT PLANT g RUN PILOT PLANT
: (ROUTE Re2)
BUILD FULL - SCALE PLANT RUN FULL - SCALE PLANT | -

TRANSFER THE WORK TG DIVISION Y

RK COMPLETELY
R [t _——

(ROUTE R2)




Figure 4.2: Viability Checklist - Project M (Alternative 1 - Process R,)

()}
O
Factors r§ “'g Hr§ s E Assumptions
2 18% 2% |28 | &
ok |gf |9E |34 | &
Raw Materials
Security of Only one of the raw materials is outside ICI control;
Supply 7 no problems are anticipated
Price Trends Price trends over the last few years have been steady
Y - the future has not been considered in detail.
Hazards / The raw materials present no hazards over and above
those normally experienced in the chemical industry.
Quality Y/ No problems are anticipated.
Process
Corrosion / Not investigated outside the laboratory.
Control A fine temperature control is required on the second stage
/ of the process, This requires further investigation.
Analysis / Have not invegtigated outside the laboratory.
Reaction Stage v/ "
Purification Stage Two forms of the product are produced: A and B. Only form A
/ l is suitable. It might be necessary to develop a separation
treatment.
Isolation Stage | J :
Effluents / Effluents are such that they will have to be bulked and deposited
at sea.
Hazards : Y/ There is a slight dust explosion hazard that must be controlled.
Process There are several filtration steps in the process that could be
Operation " time cohsuming and so reduce throughput.
Pat?“? / Patents concerning the effect are strong and.provide cover for
Pogition several years., The position of the process is weak.
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Figure 4.3%: Viability Checklist Continued.

Product and Market 3
Factors = 3l 8
¥ 3 & o o g H E Assumptions
Fel o Q o Q (o] o
& o} _G ] 0O N g)
Sh|E&]| 24 28 | A
Uniqueness Y The effect produced is quite novel. A product with a similar
but much inferior effect has recently been introduced by
firm Q.
Quality . / / The particle size of the product will have to be closely
controlled.
Cost-Benefit y A considerable amount of further research will be required
to establish the rate of application of the product.
Hazards ‘ Y " All tests so far suggest no problems.
Customer The company (ICI) already sells a number of lines to the
Tdenbification potential customers.
Compatability with / It might be necessary for customers to adopt a slightly
Customer's Equipment - different method of working.
Obsolescence Rate / Always a problem in the field of interest. A strongly
competitive product is unlikely to emerge in the short term.
Approval for Use / | Tests are being made under the auspices of the UK body with
responsibility for the authorising sale of the product.
Promotion / ‘ | The potential customer is noted for his cautious approach.
The new product will require a slight change of philosophy
on the part of the customer.
Large Scale Testing J/ ' Though' facilities are available, -the nature of the effect
presents many difficulties.
Technical Service / The Division with responsibility for sales have extensive
facilities and considerable experience in this area.
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Figure 4.4; Viability Checklist - Project M (Alternative 2 - Process'Rz)

Process Factors 3 Assumptions
g Gl 81 |8
— Moo H o H oo H
2 o Q o Qo oo o]
of So| 2o | 2HI B
SAh gh | fE 28| A

Corrosion 4 As mild steel reaction vessels are to be used, some problems
are certain to arise, but these are not expected to be great.

Control Y It is necessary to achieve a precise control over the batch
reaction temperature.

Analysis J : This was a major problem, the reactions are complex and the
yield difficult to determine. The problem has now been
overcome.

Reaction / The current yield on raw materials isn 65%, the target

Stage value after further research is 85%.

Purification ) / Two different forms of the product are produced and must

Stage ) be separated. A treatment has been found.

—

Isolation ;

Stage

Effluents / Much of the effluent can be disposed of via the local
sewarage system. The residues have to be burnt, which
will present some minor problems at larger scale.

.Hazards / Several of the materials present 'are highly inflammable,
and the finished product could be susceptable to dust
explosion. It is felt that adequate attention has already
been given to these eventualities.

Process / Problems are not expected to be greater than those normally

Operation experienced operating new processes. Some further work will
be necessary to prepare for large-scale operation.

Patent / No possibility of infringement of other Company's patents.

Position ICI's claim on the effect is strong, though the claim on
the process is weak.
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Full scale plant costs - Project M ('As of now situation'- Alternative 1)

Estimate of mode Assumptions
and 95% confidence
interval
314 An x ton/yr plant is assumed, to be built during years 4 and 5 at Works w.
189 to 439 The process is of 5 stages and based on a preliminary flow sheet for a
plant of capacity y. (y was midway between the capacity of the pilot
plant and x). The process has still to be defined in detail.
131 Requirement/ton of product| Cost/Unit |Cost/ton of product
116 to 146 Variable Services: ittty o o ot et "

on Electricity n U
Cooling water " L "
Raw materials: "
1 11 " v

2 n "
3 " n n

Requirement/year Cost/Unit Cost/year
§ Pizes e as
g xe Fixed Services:

~ Operating 38 to 63 Heating n i "
~ Cost Lighting " " "
(gk/yr) Laboratory " " "
Process labour 2 t n
Maintenance t A "
Supervision e g g
Overheads It u n

:'I!he subscript 2 is assumed to refer to the mode value and the subscripts 1 and 3 to the 95% confidence interval.
i t was gssumed that ct2 Co8ss but (as explained in Section 4.3.2), the limits ct, and ct3 were calculated using the

. omulé. for the variance of a function of several variables.




Pioure 4 6: oenal Costs _and Marcket Forecasts ( As of now! jjgyjjigﬂ“:u§}§§§gg£;3§mll

e b acisa v g —

Variable Pstimate of rode aud a 95% confiderce interval Azgumptions
| @ |
Year 2 3 4 5 6 | 17 ' 8 9 10 11
Research 1.5 7.5 7.5 1.5 1.5 3 6.0 § 6.0 6.0 4.5 4.5 The figures refer to research at
Cost 6.0 6.0 i 6.0 6.0 6.0 . 4.5 | 4.5 4.5 3.7 3.7 Mond Division only. The mode
(£k) 4.5 4.5 { 4.5 4.5 4.5 3.0 1 3.0 3.0 3.0 3.0 cales assume an initial effort of
! n research scientists and their
. t ABBLSLALITS .
I .
Selling . _ ~ . % Thege are nominal charges incur-
Fxpenses 0.5 0.5 0.5 0.5 0.5 0.5 0.5 0.5 0.5 g 0.3 red by Mond Division; selling
(£x) i will be through another Division
, 3 i - t of ICI,
e ST S { { i
Other 20.5 155.5 | 55.5 ;61.6 § 59.6 53.6 53,0 | 59.0 | 99.0 | 59.0 These are the market development,
Ceatke 17.5 150.0 . 50.5 :40.8 § AT.8 16,8 LA.0 | 46,0 1 160 1 46.0 selling and research costs incur-
ro) ThS A4S 1 42,5 1 23.0 ¢ 26,0 35.0  24.0 33,0 | 43.0 . 33.0 red by the Division selling the
e i I o | product,
Snloes 0 90 | 235 1 4%0 ¢ 650 SO0 ) e ; 00 1 100C These flgures are asswm=l a con-
Jolvime 0 65 | 157 279 i 455 S50 117 20 ; 320 . B8B0 | cenlration of y% is rejuirel to
(ran/yv) 0 40 ) SO 100 | 260 280 4€0 560 1 66D . 760 produce the desired effect. The
2 ; ? : ‘ optimistic forecast assumes the
; ’ 5 complete UK market is captured by
- S : 1 } year 9,
§5E§ Selling 0 75.0 § — i — % .;,~ The~urper figure assume b a prod-~
fii/ Price 0 45.3 0w ' i e uect effectiveness of C,%, =nd a
) (g/ton) 0 15.5 - i - customer prepared to pay £1 for
g § | f a £2 bensfit. The lower limit
i 3 g 5 acsumes a product effectivensss
| | P of C,%, end a customer prepared
‘‘‘‘‘‘ R i | I to pay £1 for a £3% benefit.

L @ales 0 50 G5 150 f 300 550 25 1 1000 ? 1150 1230 Once again a concentration of y
ralume 0 20 42 92 182 232 e 645 315 ¢ 975 of the product is assumed. The
{(Ten/yr) 0 10 20 25 65 115 190 290 1 480 ! 720 forecasts of market are with only
. ‘ ’ the USA =nd FCC in mind.

Selling 0 59,0 : - ey ¢ These zssumptions are the seme

orice 0 35,6 | o : ; ’ —p i as those for the hcme market with

(S/ton) 0 ‘12.2 L ; | > approximate allowances for tariffs
! | ' : ! 1 "znd transportaticn.

. o

oter The pilod plant is assumed to satisfy demand in years 2 to § inclusive,

o
d
¢
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.F:iguie 4.17: Plant Costs -~ Project N (Route K - Reactbz; System Ql ~ Time T2 )

-

e

Estimates of modé and

Variable
95% confidence interval Assumptions
'As of now! situation A 15000 ton/yr plant is assumed to be built on a greenfield site
730 at works W in years 5 and 6. The reduction in capital costs
Capital (from time Tl) is owing to (a) streamlining the process and (b)
Cost (£k) 550 to 910 the decision not to include a second reactor system as an
h installed spare. No reductions in the =25% limits of the
confidence interval can be made before semi-technical operation.
'After research' situation As at time T, it is assumed that at the end of the period of
730 research, thé limits will be =15%. There is more chance of the
620 to 840 expected capital cost increasing than decreasing as time progresses-
but no estimates have been made.
'As of now'! situation Major raw material Cy === (This figure is based on a converiion
42.2 and recovery efficiency of N60% Z20%)
) Other raw materials )
30.6 to 53.8 Variable services C~—~ (This figure was increased as a result
Effluent disposal of streamlining the plant. No credit
Variable for steam is included, and further
Operating raw materials are assumed to be used

Cost (£/ton)

up in the isolation of the product.

tAfter researcht' situation

29
28 to 30

Major raw material ci —— (This figure is based on a conversion
and recovery efficiency of 92.%%
+
=2.5%.) ,

Other raw materials
Variable services e, == (As for the 'as of now' situation)
Effluent disposal

Fixed
Operating
Cost (£k)

'As of now' situaticn

)No change from time Tl for process labour and supervision

'After research! gituation

;The capital related overhead charges will be reduced in proportion
to the reduction in capital (i.e. 730/935).
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Tigure 4.8: Annual Costs and Market Forecasts - Project M ('After regsearch! situation — Alternative 1) -

Estimates of mode and 9556 confidence interval

Variable Assumptions.
Year 6 T 8 9 10 11
Research 7.5 6.0 | 6.0 6.0 4.5 4.5 As for 'as of now! situation
(£x) 6.0 4.5 | 4.5 4.5 3.7 3.7 :
4.5 3.0 § 3.0 3.0 3.0 3.0
Selling 0.5 O.IS 0.5 0.5 0.5 0.5 Research ié‘:gxpeéted to have a
Expenses significant effect on this
(£k) variable,
Other 59.6 58.6 [58.0 159.0 | 59.0 { 59.0 "
Costs 47.8 46.8 [46.0 | 46.0 | 46.0 | 46.0
(£k) 36.0 35.0 {34.0 | 33.0 | 33.0 | 33.0
Sales 257 470 | 589 670 T45 820 It is assumed that after two
Volume 455 580 | 717 T80 830 880 years of market development,

- (Ton/yr) 553 690 | 846 890 915 940 the uncertainty in sales volume,

:ér\ will be reduced by 50%.

55 Selling 36.2 > The 95% confidence interval on
Price 45.3 > selling pri_‘qe is assumed to be
(£/ton) 54.4 > reduced to =20% of the mode value
Sales 124 224 | 349 467 647 847 As for sales volume in the UK
Volume 182 332 | 507 645 815 975 " market.

N (Ton/yr) 241 441 | 666 823 98% | 1103

}:: a Selling 28.5 > As for the selling price in the

. g Price 35.6 > UK market.,

SE| (g/ton) 42.7 -
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§l’r‘:lgure 4.11 : Resultls of the risk analysis - Project M (Full-scale plant)

(Alternative 1 - 'as of now' situation)

Project Return.

Year s |6 |7 1s |9 [10 |11
|1 Mean net cash flow (£k) 0 | -310]-29 | 115 [193 |254 | 294 | 591
5 Mean cumulative cash flow (£k) 0 | -310{ =339 | =224 [-31 |223 | 517 |1108
|3 (2) discounted at 154 (£k) 0 | -205] -221] -164 | -81 16 | 113 | 278
|4 Uncertainty of (3) (£k) 0 [ X 43T 61|98 |T144 |T193] Z236]| 281
(Standard deviation) :

7" Return on capital:

fensitivity Analysis.

§6+ DCF rate of return : 3 3%

40%.

st payback period (from the beginning of year 4) (i) 3.2 years (undiscounted).

(ii) 5.8 years (discounted).

+ These criteria are defined in Appendix 1.

% It was assumed in the calculation that all plant capital was spent in year 5.

Mo

Variable AT Rank " ik
plant capital o8 5 13 \
variable operating cost 37 3 3 ]
Fixed operating cost .3 8 0 8
Other costs 12 . s y
gales volume (UK market) 39 0 ¢ ;
Selling price (UK market) 72 ] 119 ]
sales volume (Export market) 14 6 7 '
gelling price (Export market) 37 5 '3 )

- 133 ~

( iii) Rank orders the A's in terms of magnitude.

(1) BT The change in mean NPV ((3) above -yr 11) for a 10% change in variable.

(11) A The change in uncertainty ((4) above-yr 11) assuming the uncertainty
surrounding the mean value of the variable is reduced to zero.




Pigure 4.12: Summary of the financial returns of each altermative - Project M

Return of full-scale plant Return of research and pilot plant operation
No, of alternative
(As in Fi 4.1) 'Ag of now' situation 'After research situation| Up to decision to build| Up to the commission
S 10 Flgure 4. ' full-scale plant of full-scale plant
Return Uncertainty Return Uncertainty Return Uncertainty | Returm | Uncertainty
(£x) (£k) (£x) (£x) (£k) (£x) (£x) (£k)
1 ER 278 tog1 350 *100 -150 t1s -164 tse
| IR 134 tos7 186 115 - - - -
&
"-” 2 ER 451 t279 516 ¥ 99 -148 t20 -120 T 6
IR 339 tos6 396 116 - - - Z
4 IR 451 X279 516 Z99 -98 113 -104 I53
IR 347 Tosy 412 112 - - - -
6 ER 418 *o36 473 e -128 *15 -101 *69
IR 317 T246 372 106 - - - -

FR: Exclugive of expenditure on research and pilot operation up to the commission of the full-scale plant.

IR: Inclusive of expenditure on research énd pilot operation up to the commiséion of the fﬁll-scale plant.
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Figure 4.14: Viability Checklist - Project N (Route K - Time Tl)

Factors 2 Assumptions
gl 8| 8| .|
2|53 |83 | 88| &
o} g 0 ‘0 ~>
SAEMEH LK
Raw Materials
Security of / The supply of the major raw material could
Supply become short in the long term - say 1980's
- 1990's., This is likely to have repercus-
sions on the price trends and quality of
this raw material.
Price Trends ?
Hazards No problemse are anticipated. The raw
Y/ materials are less hazardous than those of
the existing process.
Quality Route K should cope better with poorer
4 quality rav materials than the existing
process.
c S Process
Corrosien 7 Corrosion is expected in and around the reactor.
Theory ts _the problem is solvable however.
Control / The control of the appropriate reaction conditions
will have to be exdmined. No problem of control of
quality of the product is expected.
Analysis J/ One problem will be to measure accurately the yield of
the reactign stage.
Reaction Considerable research is needed on the reactor (which
Stage / is operated at a set of conditions not, normally, met
at Mond Divigion),
Purification J The system used in the present process should be
Stage applicable to the new product.
Isolation J/ There is at least one process for separating the react-
Stage ion productsg mentioned in the patent literature.
Effluents / The major effluent should present less of a problem
than the effluent from the existing process. 3%
Hazards No special hazards are anticipated at the moment. The
4 special operating conditions could provide some surprises
however.
Process Operation J Should be a mimple process to operate. Byproduct handling
will require closer examination,
Patent Position 7. No restrictive patents have been found for the reaction
stage of the process. The isolation st be licenced.
Product Quality The purification stage used in the existing process should
4 be applicable.
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Figure 4.15: Plant Costs - Project N (Route K - Reactor System Q, - Time Tl)

~[ &) — ¥

Variable Estimate of mode and Assumptions
95% confidence interval
'As of now'! situation It is assumed that a plant of capacity 15000 ton/yr is built
on a 'greenfield' site at works W. Construction to take place
Capital 935 in years 4 and 5. Because of the new technology the cost of a
Cost (£k) 701 to 1169 second reactor as an installed spare is included. The cost is
based on a tentative flowsheet derived from theoretical considerations.
'After research'! situation It is assumed the research programme will reduce the uncertainty
surrounding the estimate of capital from i25% in the 'as of now!
935 situwation to —15%. The capital cost could well be reduced as the
795 to 1075 plant has probably been over-designed - no forecast of the reduction
has been attempted.
'As of now' situation Major raw material By (This figure is based on a cgnversion and
18.5 GEliax. raw matoriaie) recovery efficiency of 50% =20%. The high
31.9 to  65.1 Variable services )c yields and recoveries reported in the literature
g;:iable x p Effluent disposal ) are suppgsed to be unattainable without further
rating research
Cost (£/ton) 'After Research' situation Major raw material ci —(This figure is based on a conver31on and
' 26.4 recovery efficiency of 90% —ﬁ%.
24.6 to 28.2 Other raw materials; 1
Variable services c
Effluent disposal )
'As of now'! situation
21.75 g Process labour and supervision
Fixed 16.5 to 27
Operating T
Cost (£k) ™ 120 Maintenance and overheads - allocated on the basis of the capital
and labour employed.
'After research' situation Research is not expected to change the costs of process labour and
5o change: From above supervision. Allocated charges will change with changes in capital.




Pionen 4,16 Viaehility Checklist -~ Svojoct W {Genbe - Pige 'J."?)
. ) , o e t e e e e e o et e e e e e o et o e
[ | 2 ~
1 7 1 &
T I < . . s S .
- il ) l O + 1 d Crvinge in savumptions from Time T
etors = et e | 8 od £ 1
£ [ N] O 0 o w Q
oS HAI N BRI B
' (3 A o)
A HA T AR A o L
|
Security of 1,21 ) No chonge from Time Tl
Surply ; )
Price Trends Lo g
yrards 1,2 )
Lwnality o b2 ! , ).. e e
’ﬂf‘OLJ\ 33
——— Tt -y . - —r ,' AL G . e PR A e R R A P o B L r— -
: i ; i )
Corrosion ‘ ? 1,2 , Yo change from T., laboratory expcriments confirmed
i H . 1 - 3
! ! : corrosion to te Ta major probplem area. Suitable
i . p
" 1 —— i Jmaterials shontd be available.
Conbrol 1,2 : Jo chiange from biee D
SO B U USSP .
+ H
1ysis 2 1 ; Suitable methods have beon devised and used. The
i ¢ .
f ; * tine requiced (por waclysis) could nsefully te
f i e =4, ‘
e T T e — e e e T T s e it e e e s e e i e et et oot
~ : j l . . . \ - : N <
coobion : o2, Mhe yields clalued in the patent literalure have
Stapgo | ! tee contivoed b asil cesles A number of dewign
: ¢ | - .
: i i : probdlams remain ~ treose are largely dependent on the
_ | e e e e e myai abi ity of a4 ceni-bech, plant,
urification 2 1 : ; "*mmbmlly a0 changa feom Lice bubt now congidered
fﬂl_);}“_ro L_' j y : - no '\(’(\ﬂlf“l’l' o
s am e Mg T T ST e .- - L P
" !
Taolation o1 2 Systen reported in Patent literabure is not appropri-
o2 ; | . ate, Work i3 valovuay to develop a saitnble system,
- " - 118, L3 LAY L0 Geyeiop A L
- ' i i . .
“ffluents 2 | 1 f i see 1L1rally no change fron Tl bt cow conzidered to
I present 'no preblem!, -
- i § ) h A
P2 1 No evidence %o szoab other than routine minor
peoblens., A gpecial hazards investigation hss yot
. . : o Lo be wade, . 3
’ ! ; )
Zrocess 1,2 ; ' ; o , .
; | 7 No change from time T,.
OCreration ! % 10 CHEAG 1
T S 3 ; - -
Tatent 1,2 n ’ ! No charge from time T,.
Praitiog . ? 5 ! ‘
Product 2 1 f ! fssentially no change from time T., but now conszidered
fuality ; i : 'no problem'. (In conjunction wi n change of rating
. | ; : ‘ given to Purifization Steze). .



Figure 4.17: Plant Costs - Project N (Route X - Reactor System Q) - Time T,)

Variable Estimates of mode and
95% confidence interval Assumptions
'As of now! situation A 15000 ton/&r plant is assumed to be built on a greenfield site
30 at works W in years 5 and 6. The reduction in capital costs
Capital 7 (from time T.) is owing to (a) streamlining the process and (b)
Cost (£k) 550 to 910 the decision not to include a second reactor system as an
installed spare. No reductions in the =25% limits of the
* confidence interval can be made before semi-technical operation.
'After research'! situation As at time T, it is assumed that at the end of the period of
730 research, the limits will be lL15%. There is more chance of the
620 +t expected capital cost increasing than decreasing as time progresses-
o 840 b .
ut no egtimates have been made.
'As of now! situation Major raw material cy == (This figure is based on a conversion
and recovery efficiency of N60% f20%8)
42.2 .
Other raw materials
30.6 to 53.8 Variable services §c2—-- (This figure was increased as a result
Effluent disposal of streamlining the plant. No credit
Variable for steam is included, and further
Operating raw materials are assumed to be used

Cost (£/ton)

up in the isclation of the product.

1After research'! situvation

29
28 to 30

Major raw material ci ———- (This figure is based on a conversion
and recovery efficiency of 92.%%
+
=2.5%.)

Other raw materials
Variable services ) c, =-- (As for the 'as of now' situation)
Effluent disposal

Fixed
Operating
Cost (£k)

'As of now! situaticn

)No change from time T1 for process labour and supervision

tAfter research' situation

gThe capital related overhead charges will be reduced in proportion
to the reduction in capital (i.e. 730/935).
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Chapter 5

THE FIT OF RESEARCH PROJECTS WITHIN THE LONG TERM
PLAN OF THE ORGANISATION

In view of the increase in company plamning activity, it was
;eSUggested in Chapter 2, (Section 2.3.4) that it was timely to consider
the problem ef matching research projects to the long term plan of the
organisation. Much of the literature recommends that research managers
concentrate their attention on the maximisation of a financial criter-
ion, Even if it is supposed that the ultimate objective of the firm
can be expressed in this manner; criteria such as NPV, DCF rate of
return, and return on capital, all fall short of measuring returns

in the long term. Projects give rise to products generating income
far beyond the time period over which reliable forecasts ef profit can
be made.. Furthermore, measuring the profitability of one project is
not likely to include the benefits the projecf may bring, to related
Current and future projects. It may be expected, not unreasonably,
that future projects may take advantage of skills, equipment and

markets gained during the course of current research work.

The viability checklists of Chapters 3 and 4 were a first step
away from a wholly financial evaluation. A variety of other factors,
Telated to the wider implications of research must also be considered,
Particularly if it is required to assess projects against the long
term plan of the firm. One class of assessments is concerned with
the performance of the project with respect to the long term objectives
of the organisation and its social responsibilities and constraints.

Another is needed to examine the interaction of the proposed venture.
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with the existing assets of the firm, or those embodied in future
updertakings. This question is closely related to the synergy between
the project and the organisation (see Appendix 5). A third set is
concerned with the competitive position of the firm relative to that
of competitors marketing, or likely té market, products offering a

similar effect to that of the innovation.

To facilitate these assessments, three checklists were devised
scanning long term objectives, synergy, and competitive position.
(These lists are discussed in detail in Section 5.1). In developing
the checklists the author was strongly influenced by the work of
Ansoff. The reader may well recognise many descriptive terms, in
the remainder of the Chapter, that appear in Ansoff's book !'Corporate
Strategy’ (11). This describes a useful model of dynamic adaptive
Planning, but maintains a strong bias towards resolving the threats
and opportunities of the firm by acquisition (i.e. merger or takeover).
The book has rélatively little to say on the use of research and develop-
ment as an instrument for the achievement of company goals. This lack
€reatly limits the applicability of the Ansoff model to the research
situation, but with the recasting of some classificatioﬁs, it becomes

& useful guide and reference standard.
It is suggested that before turning to the next section, readers
unfamiliar with Ansoff's book should refer to Appendix 5., This defines

‘terms and summarizes the main points.

5.1 The Checkligts.

The three checklists which were developed are presented in completed
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form in Figures 5.1 to 5.5. It'&as assumed that the factors covered
in the lists would be assessed at the evaluation step of the cycle

of decision and control (Figure 3.1). Furthermore, it was assumed
that at the 'decision' and 'problem ideﬁtification' steps of the
cycle, reference would be made to performance with respect to the long
term objectives, synergy, and competitive posifion checklists; as

well as to the viability checklist and financial evaluation of

Chapters 3 and 4.

Scores or ratings were used to give an indication of the level
of achievement of the project with respect to each factor. The practice
of the viability checklist was followed by requiring the assumptions

supporting the factor scores to be recorded in the adjacent column.

5.1.1 The long term objectives checklist (Figures 5.1 and 5.2),

The long term objectives of the organisation were considered under
the main headings of long term growth, stability and flexibility. A
fourth heading concerned with the responsibilities and constraints the
Project must satisfy was also included. The latter may be imposed by
the firm, or by society in general. TFor example any firm that values
its reputation wili be particularly concerned with the problems of
environmental pollution, and will be extremely reluctant to introduce
Products that threaten environmental conservation. Similarly, account
will be taken of the standing of the venture relative to constraints
imposed by society in the form of legislation. With respect to the
latter it is important to try and assess the possible effects of
future, as well as existing legislation. Each of the main objectives

Was gub-divided into a number of relevant factors. This step
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corresponded closely to Ansoff's introduction of 'proxy objectives!
(see Appendix 5). The stability objective was considered by assessing
the effect of the project'on the cyclical patterms, or in-balances,
which might exist, or might arise, in the firm's raw material supply,
production, or sales. The flexibility objective is concerned with
the ability of the firm to react swiftly to the unexpected, whether
it be threat or opportunity. This was assessed by first considering
the effect of the project on tﬁe store of R & D skills, technologies
and customer contacts. Secondly, the ratios of working capital,
annual sales income, and annual profit, to total capital (working
capital + fixed capital) were estimated and compared with the average

figures for the firm as é whole,

(In the author's case this was the Mond Division of ICI). Where
the factors were not otherwise quantifiable in the way that the
ratios above were,then the factors were rated on the scale -2, -1,

0, 1, 2, according to whether the contribution of the project, with
regpect to the factors, was Jjudged to be:

boor, fair, average, good, or excellent.

5.1.2 The synergy checklist (Figures 5.3 and 5.4). .

The factors in the synergy checklist were sub-divided according
to the expertise of staff, and according to the various systems, special
equipment and plant available, Some factors related to the customer
were also included, in recognition of the fact that synergy is also
Possible between a product and, for example, a customer's product line,

or processing equipment.
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The synergy rating or score indicates that in addition to the

return of the project, which might have been evaluated in terms of

a financial criterion, there are further interactions that should

also be given consideration. Four ratings were used to classify the

Bynergy-between the project and the firm, or potential customers:

(1) A score on the scale -2, -1, 0, 1, 2 according to whether the
.interaction is strong or weak; negative, neutral or positive.
For eiample if, because of existing channels,kthe organisation
could distribute the product more cheaply than might be expected,

- then this factor could constitute a positive synergy. (A score
of 1 or 2 would be assigned, depending on the extent of the
interaction.)

(2) —A label C or P according to whether the interaction was 'certain!
or 'possible!'. Suppose a new product is launched, an example
of a 'certain' synergy would be the existence of a pilot plant
that coﬁld Be readily qonverted to meet the requirements of the
product. An example of a 'possible' synergy could be the boost
in sales of an_existing membei of the product line that might
also occur.

(3) A label I or E depending on whether the interaction had been
'included' or 'excluded' from the financial evaluation. This
index was to éhsure against double counting. For example, if as
in (2) above, a pilot plant was available at a reduced cost,
then normally the project would hgve been charged a reduced
amount in the financial evaluation. '

(4), A label TP, J or TC depending on whether the contribution was
'to the project from the company', 'joint! or 'to the company

from the project!'.
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When synergistic links were especially complex, it was found
helpful to follow Ansoff's scheme of distinguishing between 'investment!,
‘operating' and 'timing' contributions. (These terms are defined in

Appendix 5; Figures 5.6 and 5.7 provide examples).

The analysis of synergy was felt to be incomplete without a
consideration of the extent to which synergy would also‘be available
to competitors wishing to satisfy a similar market need. The right
hand side of the checklist was therefore concerned with an assessment
of a rival's synergy. Clearly the quality of the relevant information
will not normally be high. The factors of the checklist were therefore
rated: », =,¢ according to whether Mond Division's opportunity for
8ynergy was considered to be stronger, comparable, or weaker than the
competitors. Following the previously established convention, the

appropriate assumptions were also recorded.

5.1.3 The competitive position checklist (Figure 5.5).

The factors of this checklist were collected under two main
headings focusing attention on the competitive position of the product

and the firm, relative to similar products and their manufacturers.

The former was analysed by reference to a get of factors related
to the rate of diffusion, or acceptance, of the innovatioﬁ embodied in
the new product. The headings are thoée proposed by Rogers (68) and
Tequire elaboration:

(1) Relative advantage is the degree to which an innovation is
superior to the ideas, or methods, or goods, that it sﬁpersedes.

(2) Compatibility is the degree to which an innovation is consistent
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with existing values and past experiencés, or with the presently
existingvoperations, of the adopters.

(3) Complexity is the degree to which an innovation is difficult to
understand and use.

(4) Divisibility is the degree to which an innovation may be tried
on a limited scale.

(5) Communicability is the degree to which the nature of an innovation

may be transmitted or described to others.

The competitive position qf the firm was assessed by consideration
of a more traditional set of factors covering areas where advantage
might be achieved. These included the cost of entry, the patent

Position and the market share that might be gained.

The procedure was first to identify the most important competitive
Products and their manufacturers. The checklist factors were then'used
as a basis for assessing the attributes of the firm and the product
a8gainst each competitor and their product. Once again a scale of
-2, -1, 0, 1, 2 was used to give an approximate meaéure of the competitive

Position of the firm.

:Lii Implementation of the System,

The system was tested on several of Mond Division's new product
Projects. These were chosen because new products are generally, by
their nature, more interesting from a strategic roint of view, than
existing products. The completed set of forms in Figures 5.1 to 5.7.
Present the analysis of one project. Figures 5.6 and 5.7 are not

Dandatory, and are a supplement making a more thorough examination of
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some aspects of synergy. For convenience all the figures are
collected together at the end of the Chapter. As in other parts

of this thesis, product naﬁes have been suppressed and comments have
been suitably adapted, to preserve Company security. The general style
of comment in the 'assumptions! column of checklists has been retained

as far as possible.

5.2.1 Some Practical Results: Product A,

Exploratory Research in area of chemistry AC had been underway for
some years. The project leading to product A was started when some
.Practical applications of this research had been recognised. In terms
of the network Figure 2.2 (Chapter~2) a process had been discovered,
defined on a laboratory scale, and a pilot plant was about to be
commigsioned. The latest economic evaluation indicated a most promising
future for the project. Product A was an additive and, at the time of
assessment, one major and several minor applications had been identified.
Moreover the capital required for pilot scale production was small, as

use could be made of existing plant.

It was felt that the strongest competition would céme from two firms
= Xl and X2. The first was in the process of test marketing a product
almost identical to product A. The second had a very strong backsground
in area of chemistry AC, and for some years had marketed a product with
8imilar, and perhaps slightly superior properties to those of product A.
However X2's product was significantly more expensive than Mond Division's

and required the customer to make a greater number of modifications to

his equipment.

The financial calculations are not reported in this Chapter, the
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analysis is restricted to the three checklists introduced in the

brevious section.

5.2,2 ILong Term Objectives: Figures 5.1 and 5.2.

It is clear that the project provided Mond Division with a number
of opportunities for realising long.te;m objectives, Not surprisingly,
the project provided growth in sales and profit turnover. Also by
establishing an interest in another segment of an existing market
area, a well defined product line was extended. The Division's.
flexibility was also improved. A production base in a new area of
technology was established and new customers in overseas markets were
expected to be gained. It also appeared that the turnover of capital
with fespect to both annual sales income and profits, should eventually
be well in excess of the average figures for Mond Division. On the
other hand, because of the relatively high selling price, and low
capital cost (by the Division's standards) the ratio: working capital/

total capital was well above the average for the Division as a whole,

It was evident that the project also satisfied the various res-
ponsibilities and constraints imposed by both the Company and Society.
In the event of successful marketing there was good reason to expect
that the public image of the Company and the sales of other members of
the product-line would be enhanced. Legislation also impoéed_no threat,
indeed it was considered that the project could even benefit from the

introduction of tighter legislation.

2:2.3 Synergy: Figures 5.3, 5.4, 5.6 and 5.7.

The basic analysis, Figures 5.3 and 5.4 showed that there are
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Beveral areas where synergy was strong. For example, owing to skills
in research, skills in selling and promotion, the existence of pilot
Plant equipment, the existence of a we}l defined product line. To
illustrate the method of classifying the contributions, the inter-

actions between the project and research are described in detail.

The synergy arose firstly, because of a long standing research
interest in area of chemistry AC and other fields related to the
éﬁemistry of product A. The research effort, and the time required
to develop A, were therefore less than might have been expected
because work began from a substantial base of knowledge. This inter-
action was classed: -2 C I TP because synergy was considered to be:
(1)  Strong. |
(2) Certain: the base of knowledge was a fact, and had been used.
(3) Included: the actual costs of research had been included in the

financial evaluation of the project.

(4) To the project from the Company.

The second interaction arose because area of chemistry AC held
Promise for a number of other possible future ventures. These in
turn would benefit from knowledge gained prior to, and during research
on product A, This interaction was classed 1 P E J because synergy
wag considered to be:

(1)  Positive but not necessarily strong.

(2) Possible: the future projects had yet to be clearly defined.

(3) Excluded: no attempt to estimate this interaction was included
in the financial evaluation of product A,

(4) Jointly dependent on the Company and the research leading to
Product A.
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More detailed examination of the synergy between product A
and 'raw materials! and 'existing product lines' were made because
these interactions were more complex. The analysis was conducted
along the lines suggested by Ansoff (see Appendix 5) with synergy
assessed according to-whether it is of the types:
(1) 1Investment, timing, or operating.
(ii) To the project from the Company, to the Company from the project,

or joint.

The results are presented in Figures 5.6 and 5.7 and show that,
within the areas of 'raw materials' and 'existing product lines!,
several distinct synergies emerged. They also provided some examples
of contributions !'from the project to the company'. Thus with>respect
to the existing product line, one effect of introducing product A
was expected to be an increase in sales of the existing members of

the line. This clearly was a synergy 'from the project to the company!'.

Owing to the lack of necessary data, the assessment of competitort's
Synergy (X, and X, in this case) was made on a somewhat rougher basis
than the assessment of synergy between the project and the parent
Organisation, Some factors were considered in groups, for example:

(1) skills in research, engineering and process management, and

(ii) the availability of a distribution network and technical service

facilities, were considered together as single factors.

It seems likely that the synergy between Mond Division and product
A was stronger than that available to firm X, and their product. This
Conclusion stems largely from the existence in Mond Division of a

well defined product line, which A neatly extended.
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On the other hand it was felt that firm X2 could expect
stronger synergy in those areas closely related to area of chemistry
AC: research, engineering and production. 3But once again Mond
Divisioq's existing product line seemed likely to give some advantage
in the marketing‘area. It also appeared that the customer would
experience greater synergy by adopting Mond's product in preference
to Xz's. ‘

5.2.4 Competitive Advantage: Figure 5.5,

The competitive position of product A was shown to comparebfav-
ourably with Xi's product. It seemed likely (from patent informatioh)
that Mond Division's product would offer the customer a higher rela-
tive advantage than Xl's. Purthermore, because of the existence
of a product line, it appeared that Mond Division would have competit-
ive advantage with respect to both specialized support (staff and
equipment)'and marketing organisation. The main disadvantage lay
in the patent position. A broad patent claim in the USA could seriously

Jeopardize the Division's position in this market. This threat was

under examination at the time of assessment.

Relativé to Xéfs product, product A was shown to present a more
balanced competitive position. The relative advantage of product A

was considered to be much superior to that of X,'s product. The

2
Current sélling price of the latter was several times that expected

of product A. The customer was also likely to gain by adopting product
A, as this was generally more compatible with existing equipment.

These advantages were off-set, however, by the established position

which Xz's'product held in the market. It had been in production
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for some years and was well known. In addition, a greater proportion
of the funds necessary for R & D and production had been committed

by X , and thus their risk of continuing would be correspondingly

2
less.

5.3 A comparison of Product A with two other new products.

fwo other Mond Division new products projects were evaluated
concurrently with product A. It is of interest to compare the assess-
ments of long term objectives, synergy and competitive position. The
aim ig to draw out some of the more interesting points that emerged
and to illustrate how the system highlights the differéncesbetween
Projects. It is not proposed to make a detailed comparison, or to
bresent all the results obtained. For simplicity the other two

products are labelled G and H.

Product G had two main uses: as an additive (in this respect G
was similar to A), and as a replacement for one of Mond Division's
traditional products (more specialized properties were on offer, in
return for a higher price). On the other hand product H aimed to

satisfy one particular market or need.
The different types of growth provided by the three projects are

summed up in the diagram below which is based on Ansoff's growth

vector (see Appendix 5).
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The diagram shows that though all three research projects were
clagsified as 'new product! projects, the type of growth offered by
each was rather different. Product G was expected to produce only
& slight shift away from the existing business, whilst product H

Promiged a significant diversification.

5.3.1  Iong Term Objectives

It was found that the performances of all three products were
expected to be similar with respect to the achievement of long term
objectives. Not surprisingly each gave Mond Division prospects for
growth and an increase in flexibility. Of course differences emerged,
but these were mainly of degree, for example:

(1)  Product A showed a significantly higher profit, for a sales
turnover similar to those of products G and H.

(2) Products A and H promised a greéter boost in the public image of
the company than project'G - because of their greater sophisti-
cation and the nature of the effects produced.

(3) Though H was a new product satisfyiﬁg a new market need, the
potential customers were in general not new (because of an existing

product line).
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Project H therefore failed to enhance the flexibility of

the division in this respect.

Only product G offered a possible increase in the stability of
the Division. The reason for this was that one of the uses of G was
as a possible replacement for a traditional product of the Division.
There was some evidence to suggest that other competitive products,
similar to G, could capture sales of the traditional product. If
this occurred then clearly Mond Division could hope to reduce their

logses by additional sales of G.

5.2.2 Synergy o

It was clear that all three projects provided a number of strong
synergistic links with the Division. Some'of these were common té
each of the projects. For example: in research, in the availability
of bilot plant, in the existence of distribution channels and product

lines,

Product A (Figures 5.3 and 5.4) showed the strongest links -
no negative interactions were recorded for this project. Negative
Synergy was evident with respect to products G and H however., The
Division's sales representatives were highly experienced in selling
large lots of products similar to G, but initially ability to sell
in much smaller lots was required. Mond Division's engineering
skills, invlarge scale single stage continuous processes, might not
be appropriate to the need of product H., In the first instance this

wag for a small, cheap, multistage batch process.

The comparison of Mond Division's synergy with that of potential
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competitors showed that, in general, the synergy available to Mond
Division was well matched by that available to competitors. This

- wag because, in the projecté considered, the main competition was
Provided by major international companies with resources and expertise
comparable to those of Mond Division. Most of the comparisons were
similar therefore to that between Mond and firm X, (Figures 5.5 and
5.4), in which the strengths of Mond Division with respect to some of
the factors tended to be balanced by the strengths of X, with respect
to other of the factors. The comparison most favograble to Mond
Divigion was that with firm X;. On technical grounds it appeared that
the Division's synergy was compaiable to Xl's but because of an
e€xisting product line Mond Division seemed iikely to have access to

stronger synergy with those factors concerned with the market.

It is interesting to note that synergy played an important part
in the decision to transfer project H to another Division of ICI that
hag stronger links between the project and research expertise, engineering

expertise, and production facilities.

5-2.} Competitive Position.

The first conclusion on comparing the relevant checklists was that
& strong competitive position ig difficult to achieve. The most likely
Situaéion is one in which the project is characterized by both
Competitive advantages and competitive disadvantages. This simply reflects
the conclusions concerning the synergy of competitors (see the above

Section).

The competitive positions of projects A and G were similar to
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the extent that the new products were intended to replace similar
products already on the market. (In this context 'similar' includes
both the form and the efféct of the products.) The main selling.
points in both cases were either a slight difference of effect,

or a lower selling price. Product H on the other hand was radically
new and provided a novel method of satisfying an established market:
need. These differences were reflected by the entries against

the factors concerned with the competitive position of the product:
relative advantage, compatability, complexity, divisibility and
communicability. Only relative advantage, and to a certain extent
compatibility, provided grounds for differentiating between products
A and G and competitor's products. Product H, on the other hand,
could be usefully compared with its main rival with respect to all

five of the above mentioned factors.

A point common to all three products was that 'cost of entry!
provided Mond Division with no significant competitive advantages.
The reason once again was because competition was provided by large
corporations. In each case however, the costs were such as to deter

small companies and backyard manufacturers from entering the market.

It would appear from products A, G and H that the simplest means
of achieving a strong competitive position is through a sound patent
Position., Providing sales can be built up rapidly during the period
of protection, the advantages of large scale operation can be gained
before competitors may enter., For this reason a score of -2 was
entered against the‘market share factor of product G. Rivals were
already well established in the business area and had the advantage

of high volumes of production. Of the products considered; only H
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enjoyed a strong patent position. However, this was off-set by some
uncertainty surrounding the relative advantage of the product, and
the difficulty (or 'complexity'! - see Section 5.1.3) of explaining

the philosophy of the effect to customers.

5.4 Discussion,

The analysis of a ﬁroject and the processing of the data usually
took about one working week, spread over a longer period of time. The
main activities were:

(1) Readiﬁg up the background to the project.

(2) Explaining the objectives and form of the system, to tﬁose
responsible for providing the information.

(3) Eliciting the necessary information.

(4) completing the forms. -

(5) Agreeing the statements with those providing information.

On most occasions it was necessary to repeat steps (3) to (5) at -

least once before complete agreement was reached.

It was found to be essential for the author to spend time
€xplaining the checklists to persons providing the iﬁformation: project
Danagers, research scientists and those concerned with marketing. This
was because some were not familiar with the terms of the analysis -
for example flexibility, synergy, competitive advantage. There were
also problems of interpretation, as many of the factors are only
broadly defined, and it was necessary to ensure uniform conventions.,
Thus, for example, 'growth of sales' was expressed in terms of the

€xpected turnover and profits at the end of a period rather than in
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percentage terms; the 'relative advantage! factor of the competitive
position checklist required equal emphasis to be given to both the

benefits and costs of a product.

When terms and their interpretation had been made clear, it was
not difficult to obtain the information required, and to apply the
simple scoring system (-2, -1, 0, 1, 2). The original intention
was to use the cruder (—, o, +) scoring system, but this was found
to be limiting; even though information was often qualitative,
it was still possible and useful to distinguish between 'minor' and
'major! effects. A notable point was the absence ofmany negative
scores. (Figures 5.1 to 5.7 bear this statement out.) One reason
could be that the projects considered had each passed several stages
of screening and thus were not subject to any obviously decisive
digsadvantages or weaknesses. On the other hand, there might have been
a tendency for assessors to avoid admitting to a project performance
worse than neutral, in order to preserve good relations with other

members of the project team, or other departments, perhaps.

Another 'scoring' problem arose when factbrs'could be assessed from
more than oné poiht of view. An example was provided by the synergy
between project A and research expertise (Figure 5.4). The convention
was to adopt a single rating of factors but, when this could confuse
Or mislead multiple entries were allowed, (For example, if from
one point of view a factor could be rated 2, and from another -2, it
would be migleading to give the factor a rating of zero. Figures

5.6 and 5.7 provide other examples of multiple entries against factors.

The output of the system - the completed checklists,was generally
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well received and found to be useful by the managers of the projects

céncerned. It was also agreed that the approach offered some

advantages over the periodic progress reporf in which comparable
information is normally provided. These are:

(1) it ensures that a number of relevant points related to the
wider implications of research receive consideration (assuming
that after a period, efficient checklists are established).

If discussion of one aspect of the project is omitted in
progress reports; it is not absolutely clear whether it has
been deliberately ignored, because it is>unimportant, or
whether it has been forgotten.

(2) The manner of presentation is very concise, this should enable
those not intimately concerned with the project to appreciate
more readily the strategic background. Also comparison of
projects will be simplified (either of different projects, or
of the same project at different times), as the approach to each
is uniform. This point was borne out by the comparison of '

projects A, G and H made by the author.

At present Mond Division's senior management does not require

that projects meet a set of long term objectives and strategy require-

entg in the maﬂner envisaged by Ansoff in his book 'Corporate Strategy!
" (see Appendix 5 for an example given by Ansoff). However this situation

hay well change and if it does the methods described in this Chapter

will have contributed by demonstrating the feasibility of the iong

Tange look. bn the other hand the approach shared the criticisms of

the viability checklist of Chapter.4 - that the obvious was often

8tated and that comments were sometimes too brief to be helpful. The

answers to these criticisms giveﬂ in Section 4.7 apply equally well to
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this Chapter. Once again the checklists are seen as a complement
to, rather than as a replacement for existing forms of reporting,
which provide the freedom and space to give detailed attention to

the sensitive issues.

An attempt was made to extend the results of the checklist
analysis along the lines suggested by Ansoff, and a simple scoring
model was devised that took account of the achievement of objectives
and the strategic fit of the project. The purpose of the model wasg
to enable an order of merit to be established for purposes of project
selection. However it was never taken beyond the experimental stagé.
Some managers were asked for their views on the structure of the model
and the consensus opinion was, that they would prefer to be given the
‘relevant information and then to order projects according to their
Judgment, rather than to build their judgment into a model and to
order according to a project score. It is firmly held that this

Preferred approach of the managers is the most appropriate for project

evaluation in the chémical industry.
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E&BEELﬁ.I: Long Term Objectives (Product A)

P ————

Long Term

Jeetives Factors Rating Assumptions

Sales should increase to about s
ton/yr by yr Y, when turnover

2 should reach £T, and profit E£P.
Growth of turnover and profit is
well above average.

Product
Sales

Two existing products in the
general arca are B end C; A is 8
good complement to both. The
turnover and profits of B and C
by yr Y, are £Ty, £P), and &T5,
£P,. The business of the line
is thus greatly increased.

o | s |

The aim is to achieve a p% share
of the world market (for products
1 of type A). At the moment the
market is shared between two
companies X; and X,.

Market
Share

The stability of neither Mond
Division, nor ICI, is signif-
icantly affected by product A.
(There are no reductions or
increases in cyclical patterns,
or inbalances).

Raw Material
Requirements

S * 3
t&'blll‘ty Plant
' Utilisation

(@]
st Vs Vsl Ve Nart? itV Snrit?

N~ Sales

The markets for the product are
such that the company image

The should be enhanced. (The product
Company could help to save life). There
is also some novelty in the
technology.

M&intenance The principal raw material requires
¥ Respon- carcful handling and there is &
Blbilities Workers 1 0 , | slight effluent problem. It is

considered that solutions to these
problems have been found.

As far as can be seen, legislation
The 1 poses no threat to the project.
Community In fact, more stringent regulations

N— could improve prospects.
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Flgure 5.2:

Long Term Objectives (Product A) continued

S ———
Long Term | . .
bjectives Factors Rating Assumptions
Rescarch Product A will ensure & cont-
Eiperionce 1 inued research interest in the
promising area of chemistry AC.
With product A a production base
in a new area will be established.
New 5 It is thought that a number of
Technology other products, in the field AC
mey be co-produced on the pilot
plant.
Few new customers will be gained
in the UK (due to the existing
New 1 product line). It is hoped to
Customers secure new customers in export
markets (US, EEC, Jepan, South
Africa).
: A strong position in field AC
Flows The had been established. In present
lexibility Negotiating 1 circumstances it is unlikely
Position that Mond would want to sell
information.
This ratio (R;) in year Y, is
well above the average (A;) for
Working Capital Ry the Division as a whole. (Becausd
Total Capital of the low fixed capital and
relatively high cost of the
product.
Salcs-income This ratio (Ry) in year Y, is
Total Capital Ry well above the average (Aj)
for the Division as a whole.
Profit i This ratio (R3) in year Y, is
Total Capital Rj3 well above the average (A3) for
—~_ the Division as a whole.
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_Pigure5.3: Synergy - Expertise of Personnel (Product A)

Factors

Synergy Contribution of Project

- erwe

Firn's Synergy relative to Competitors

Competitor X

4 Competitor X3

Rating

Assumptions

Rating

Assumptions Rating Lssumptions

Genersl
Management

No specific strengths or
wesknesses

Comparable to Hond Comparable to Mond

Resesrch (1)

(11)

There is an active resesrch team
working in the area AC which has
several years experience, lNond
also hes reseasrch erperience in
the other related arecas of
chemistry.

The research experience gained could
benefit future projects in the area
AC A

Engineering

Can exploit the expertise of another
Division of ICI to help with the
first stage of the process.

e S L B R A B 5 8 S i

Process
Menagement

No specific strengths or

Process
Operation

§ wegknesses

Pirm X, have been active in srca Lres of chemistry AC has been a
of chemistry AC for approximately perticular strength of company X
the same period as liond. for s number of years. Several
related products sztisfying a
variety of effects are already in
produgtion.

Selling

a o

A tean is already in existance,
responsible for selling an existing
line of products, Many of the cont-
acts with potential customers and
with those responsible for author—
isstion, have therefore been
established.

Promotion

Have gained much erperience of
promotion by mounting displays con-
cerned with sales of othor members
of the product line. Mond has, on
its staff, experts in demonstrating
the application of the product.

Personnel in X, probably have = Persomnel in X; elready sell a
less experience in selling ‘g‘hc product with effect similar to
effect concerned than personel that of product A.

in Mond
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Figure 5.4 Synergy — Bouipment, Systems, Cugtomers (Product

Synergy Contribution of Project

Fim's Synergy Relative to Competitors

Factors
Competi tor X1 Competitor Z;
Rating Assumptions Rotin- hssumptions Rating Assumptions
g i fbanin @0 e VA S8 s M . AnE o Smieie S Smeve e —~— o PUVRNIRUR A —— o —— .t n
Laboratory C{ I | TP | Mond Division has zlready specislist = X, are a lorge international < Z; have mericeted products related to
Equipment lzboretory equipment required for cﬁemico.l company ond as such srec of chemistry AC for meny years.
3 further research work. will have access to a wide They are likely therefore to have
5 ~ ronge of equipment, plant grester access to suitable lobor-
Semi=-technical Cl I | TP | inother ICI Division hove redundant end row motericls atory equipment ond production wnits
§ Equipment eculpment that may bo used in tho than Mond.
first stage of the process,
Plont Az No specific strengths or
g Services {wcalmesses
Rov Materials Anplysed in greater detail on o
separate sheet. (Sce Figure 5.6).
Related Product inalysed in greater deteil on a > ., { Mond's product line is nore > ¥ond's product line is more
Iines separate sheet. (See Figure 5.7). : corplete then X_"s complete then X3's.
Distribution C| I} T | Anetwork is already in existance for Mond probebly have wider Comparable to Mond.
Network : distribution of the other members of experience of these areas
the product line. > because of the existing =
product line.
Technical P| E| T | This project should benefit from
Service experience gained and current work
concorned with the existing product
line.
g Chain of P| E | TP | The eventunl customers in the UK are = Mond's advantege in the UX v = Mond's advantage in the UK s
§ Customers well nown to Mond Division. belanced, by %, 's abroad. balanced by X';s abroad.
Customer's P| BE | T J Product A should have no detri- X, 's product is very similar The adoption of X5's product requires
Equipment mental effect on the customers bgth in form and effect to the customer to moke more modifications
process or product. It is very Mond's. to his existing cquipment than Mond's
immocuous snd only a smnll amount
is required@ to enhance considerzbly = >
the effect of the customer's product
Customer's
Product

~1bS—~




Mgure 5.5: Competitive Position (Product 4)

P R N

. o ar = Bam

-

Feot Competitive Position of Firm Relative to X, } Competitive Position of Firm Relative to X,
actors ‘
Reting Lssunptions ’ Rating Lssumptions
— Relative Advantogo 1 Mond's product offers a compersble 2 The effect of Mond's product is almost AJ,
° effect to X, 's. Therc is cvidence to. compersble to X3 's. The estimated selling price
8 suggcst howgver, that Mond should be able of liond's product is substontially lower however.
b to sell at » lower price. .
[ ]
& § Coupatability 0 The positions of Product A and X1 's : 1 Mond's product requires customers to meke
2 product ere ccmporable with rospect 5 fever modifications to their couipment thon X3's.
be) to these factors. (The products are —
$ | Complexity 0 very similar in both form end effect). 0 )} The positions of Product 4 ond Xg's product
§. ) —] are compercble with respect to these factors.
S Divisibility 0 0
F——.——
Cormunieabili ty 0 L0 )
Capital 0 )The total investment is not exceptional L=l ) X, hove spant & grester proportion of the
by prosent doy standards. Both Mond end p————1) investment needed to establish thoir position
Cost | Rcsearch 0 are in a similar stage of product ‘ -1 )in the merket thaen hes Mond.
of development. R
&m PR lL .
5 Specinlizcd 1 Mond probably have access to greater ' The positions of Mond ~nd X are compercble
Support experienco and more equipment than X ‘ with respect to this fector.
H (because of their existing product llne). i '
g Row Haterial Supply 0 Both Yond end Xy heve control of their | o Both Nond and X; have control over their raw
o rew moterial supply. (This factor could | material supply.
0 doter smsller companies from entering). f
£ | Patent Positicn -1 4 brond patent claim in the USA by iy 1 0 The positions of Mond and X; are comprrable
pt could render Mond's position in this with respect to this factor,
market unfavourable. |
Morkot Shore 0 Mond and X, sre both starting from ! % cre nlrecdy woll established but have not
similar positions. ¥ achieved 2 dominant position.
Markoting 1 Mond should have an advantoze over Xy Lo Xa's cxperience in markcting their product is
Organisation : because of the existance of e related belanced by Mond's more genersl experionce
product line. of the area (through the existing product line).
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Figure 5.6: Syncrgy — Raw Materinls (Product 4)

Synerey
Type

Contribution

Investnent Timing

Operating

To Project from
Compury;

2 C I TP

¢4 ¢c1 ™

The principal raw material is not aveilable on the open market
ICI hrove the only production unit in the UK and have spare
capacity.

To use Mond Division's technology, other UK producers would
first have to establish capacity for the above raw moterial.
This would =dd considersbly to the cost and time for
development.

The scale of production of the
principal raw ucterial is far
in cxcess of the requirements of]
Product A. Product A thus hes
some of the advantages of large
scale mroduction.

411 the other raw materials ore
under ICI control.

To Company from
Project

¢t PE 1C

As o result of product A the
plant producing the principal
row material will operate at a
higher capacity and thus grecter
efficiency. (A'very small effect
initially).

Joint contribution
to Projeft and
Company

 — —

1 P EJ

| £C. The development costs of

The plant producing A may be
readily adapted to produce

small quantities of raw materials
for other new products in arez

these products will therefore be
reduced.

4
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Figure5.7: Synergy — Felsted Product Iine {(Preductd)

cn-

—————

Synergy
Type
Contribution

Investment Timing

Operating

To Project from

* Conpany

2 C I TP

Experience gained with the two other members of the product line (Band C) has ostablished expertise

in research, technical service and marketing.

Without these adventages, which have been frecly ovailable, the development and later stages of

product A would have becn much more costly and time consuming.

Links have been made with those responsible for
cuthorisation to usc the product, with the infermediate monufacturers and the eventual customers.

To Compnny from !
Project

1 P ET

Product A is an cxcellent
complement to one of the
other nmeabers of the product
line, therc is good reason to
believe that availebility of
A will help boost the sales
of this other product.

Joint Contribution to
Project and Compeny

1 PEJ

-duction of product Q. .

The product linc may be extended
still further by the introduction
of cnother product related to
product A.

The product line aond product A
together will expedite the intro-




Chapter 6

CONCLUSION

The system of project evaluation and control that has emerged as

8 regult of the research described has liﬁked a variety of techniques

that together form a tool for project evaluation and co;trol. These

include:

(1) Tree networks that display some of the different future situations
that may arise and that identify altermative policies for project
development. Tree networks can be combined with a time gase
that enable activities to be scheduled against a time scale.,

(2) Viability checklists that call for attention to a variety of
factors impoitant to the appraisal of the emerging system,

(3) Forms for recording the data input to the financial calculations:
the mode values and the accompanying confidence intervals of cash
costs and benefits. .

(4) Methods for calculating the project return, for analysing uncert-
ainty, and for presenting the output of ﬁhe financial analysis in
terms of various investment criteria and sensitivity analyses.

(5) Procedures for monitoring the progress of the project over time
that contribute to project control.

(6) Checkligts that direct attention towards the longer term objectives
of the project and that draw attention to the position of the
project within the overall strategy of the Company and relative

to external competition.

An important aspect of those parts of the system presenting the

basic data (i.e. the forms(3) and checklists (2) and (6) ), was the
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Provision for explicit statement of the assumptions underlying the
estimates and assigned values. Noﬁe of the above procedures is intrinsically
new, The novelty lies in the linking of the techniques to form a |
wnified and dynamic system>for the evaluation and control of projects,
in their adaption to meet operational requirements, and in their

testing in an active industrial environment. The latter points are

most important, and indeed were fundamental to the programme of research.
Much of the published'work gives emphasis to the formulation of new
methodology and is understandingly light on practical testing in the
field, The methods and procedures developed in this research had the
benefit of regular working contact with managers and were repeatedly
modified in the light of their comments. It is thus not unreasonable

to claim that, the methods are free from the most common criticisms

of new management techniques: that they are too academic, that they
8olve the wrong problem, or that the model is unrealistic, It is
believed that the general principles of the system developed, shduld be
more widely applicable and help improve the quality of R & D decision
taking, It cannot be proved of course that the adoption of the system
will lead to better decisions, because it is not normally feasible to
Conduct a 'control! experiment enabling decisions employing the new
system to be compared with those employing the old. However, it is
expected that épplication of the system would lead to improvements by
taking account of the difficulties and shortcomings of current methods
described in Chapter 2, and by providing project.managers with a more
Comprehensive and consistent basislfrom vhich to take decisions. Tests
of the systems for the evaluation and control of projects considered in
detail in Chapters 4 and 5 demonstrated its utility and acceptability

in practical R & D management terms.
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A view expressed by a Mond Division Deputy Chairman was that
while, in the last resort, success depends on the soundness of the
Judgment of managers - the procedures described in this thesis
.provided a very good basis for informing judgment, without them-
selves introducing bias or prejudice and for ensuring that the
'obvious' was not overlooked., Furthermore, when senior management
know that such procedures have been applied, much of the need for
Probing into detail vanishes. This enables the dialogue to focus

on patterns of strategy rather than details of tactics.

6.1 Some Future Developments.

The system that had been described could be made more effective by
réfining and possibly simplifying some of the procedures used in the
analysis., For example, if the checklists were to be used on a routine
basis, keys defining the frames of reference of each of the checklist
factors would be essential. (There was no such requirement during the
Tesearch period, as the author was avare of the bounds of demarcation

" and could ensure a uniformity of treatment.)

The risk analysis programme could also be developed further to
Cﬁpe more readily with the problem of multi-product plants and groups
Of.plants within a complex. Of course there is a compromise to be
struck here between thé advantages of increasing the resolution of
the evaluation, and the disadvantages of the costs of modelling and
Programming the detail, the additional computational éosts, and the
8dded difficulty of interpretatioﬁ of results that is sometimes
introduced. In contrast another possibility would be to simplify the

Calculations in the early stages of the projects development.
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The efficiency of operation of the system could also be
improved by maintaining the information on the financial prospects
of each préject on computer files. Regular updating would allow
a very fast retrieval of the latest forecasts of return, uncertainty
and sensitivities. ©Such project files would also provide the basis

of a consideration of portfolios of research projects.

There are a number of areas where further research could Be
useful. With respect to the methods proposed, an important question
concerns the validity of the data input to both checklists and risk
analysis. More than anything else, validation requires time to enable
forecast and achieved values to be compared over a number of variables
and a number of projects . To a limited extent this may be done by
looking at estimates made during the course of past projects, but only
rarely may the relevant data be found. It would also be useful to
examine alternative methods of classifying checklists and of estimating
Probability distributions of variables in the financial evaluation.

(A aifferent approach to the former is suggested in section 4.7.2).
The introduction of the new system proposed would ﬁrovide a sound
basis for much of this work. In a rather different area, attempts
to measure the utility functions (in the sense of Von Neumann and
Mbrgenstern)lof various levels of management cbuld be made. This
would lead to experiments with expected utility as a criterion of

Success,

Further research following up the work of Chapter 5, could
include the development of a more refined set of project acceptance-
Tejection screens. A sequential programme of such screens proposed

by Ansoff (11), in another context is worth examination in the

- 172_



research situation. For example, in addition to satisfying certain
financial requirements such as payback or NPV, projects could
be screened with respect to the type of synergy, competitive

advantage or growth that is offered.
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Appendix 1

SOME CRITERIA FOR EVALUATING RESEARCH PROJECTS

Figure 1
M
l
|
CuMMLATVE |
[
CASH FLow R " |
! {
| !
pras & ! :
4 y L,
N

TiMe

(1), Payback period.

The payback period is the number of years for the income attrib-
utable to‘the project, to just equal the investment. It is important,
When the investment occurs over a number of years, to define the point
the payback period is measured from. Two convenient points are (a)
from the start of the investment, and (b) from the point of maximum

investment. In Figure 1 above the former would be given by AB.

12) Return on capital.

Return on capital is a measure of the efficiency by which income
is generated from the capital employed. Different organisations will

apply their own conventions with respect to the definitions of both
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income and capital and the point (in the life cycle of the investment)

at which the measurement is to be made. The ratio used by ICI is:

Net income - depreciation < 100%
Total capital employed

(Total capital is the sum of fixed and working capital and the calculation

is made with respect to the first year of full-scale operation).

{3) Net present value (NPV).

The net present value is the cumulative discounted cash flow at
the end of a period. It is defined by the expression:
N
NPV=;'§ Sy (By = V) -F, - C; =W,
(1 + )t

where S;: Sales of productlin year i.’
P.: Selling price of product in year i.
v,: ‘Variable cost of product in year i,
Fi: Pixed cost of product in year i.
¢+ Capital cost of plant in year i.
¢ Working capital introduced in year i.
: Rate of interest (or discount) for the firm.,

N : The number of years under consideration.

If, in Figure 1 the ordinate is cumulative discounted cash flow

then MN would indicate the NPV of the project at time N.

It must be stressed that r is not simply defined, it is related
%o the costs of different forms of capital borrowing open +to the firm,
Which in turn are bound to the general economic situation. The interest

Tate is therefore a function of time, Bierman and Smidt ( (16)page 135)
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.suggested a weighted average, of the cost of different sources of
capital: equities, preference shares, debentures etc. Where the

weight appropriate to source i is the ratio:

Market value of source i securities/Narket value of company.

(4) Discounted cash flow rate of return (DCF).

The DCF rate of return is closely related to NPV; it is the value
of r (the interest rate) which produces a NPV of zero., It is found
by setting NPV = 0 and solving the above equation for the appropriate

value of r.

(5) Fquivalent maximum investment period and interest recovery period.

Definitions of these criteria are taken from Allen and Edgeworth

' Johnstone's paper (25). fhe equivalent maximum investment period is

the area ;nclosed by the normalised cumulative cash flow curve, and

the time axis between the origin and the breakeven point. The normalised
cumulative cash flow was such that the minimum cumulative cash flow

= =1, The equivalent maximum investment period thus is.given by

Q/P in Figure 1.

The 'interest recovery period! is a function of the area between
the cumulative cash flow curve and the time axis., It is the time
required to enclose an area above the axis equal to thé area, below

the axis, up to the breakeven point (R in Figure 1).
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Appendix 1.1

SCORING MODELS: SOME OF THE IMPLICATIONS OF DIFFERENT METHODS OF
COMBINING FACTOR SCORES,

In Section 1.2.1 it was suggested that one of the disadvantages of
scoring models was that no one system of combining factor scores hasg
a priori claims to general acceptance, Furthermore it is usual for
different scoring systems fo arrange groups of projects in

different orders of merit.

The work to be described compares some of the implications of
using addition and multiplication as means of combining factor scores.
The simple model proposed by Mottley and Newton (Section 1.2.1) was
taken as a base. This model scores five factors related to the success
of reseaich projects on the scale 0, 1, 2, 3; where the scores imply
a poor, unforeseeable, fair or good performance with respect to the
factor. The project score is then taken to be the product of the factor

BCores,

(1) _Some immediate observations ,

Simple arithmetic shows that under rules of multiplication, twenty
two project scores are possible. These extend from 0 to 243 (i.e. 35).
Some of these scores are more readily bbtainaﬁle than others. For
€xample the score 32 can only be achieved if each factor is assigned
the value 2. In contrast the score 16 can be obtained in 5 ways.
(Any one of the five factors may take the value 1, whilst the remaining
four factors take the value 2). Table 1 (below) shows how the 1024 (45)
Permutations of five factors taking one of four values, are distribﬁted

&cross the twenty two possible project scores.
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Possible

Scores ol1|2{3] 4] 6| 8] .9[12]16]|18|24|27|32]36]48(54]|72|81 108|162 |243

Frequency |781 |1]5]5]10]20]10}10[30] 5{30|20110] 1}30] 5]20410} 51 10} 5| 1

Position 11213]4) 5) 6| 7| 8] 9 10111]112]113114115 16{17118|19| 20] 21| 22

If addition is used to combine the factor scores, then only sixteen
Project scores are possible - the integers O to 15. Clearly the number
of permutations of factor scores remains constant at 1024. These are

distributed according to Table 2 below.

Table 2
Possible
Scores ol1} 2| 31 4] 51 6| 71 8] 9| 10[11[12]13]|14]15
Frequency 1{5(15]35]|65[101 L35]155[155|135]|101{65}35]15| 5| 1
Position| 1[2] 3[ 4] 5[ 61 7| 8] 9| 10| 11|12[13]14]15|16
———

In both cases the frequencies were found by application of the formula:

n!/&llrzl ----- ,

Which gives the number of permutations of n items, r, of one class,

1
32 of another class,etc. For example if the project score was 36

(ice. 3x 3 x2x 2 x 1), the number of permutations is given by
31/212118 = 30. (The calculation is slightly more complicated if scores
&re combined using addition). A number of conclusions may be drawn from

thege distributions and other considerations:

(i) The inclusion of zero as a possible score ensures that, under rules
of multiplication, a 'poor' performance with respect to just one

factor is sufficient to give a project score of zero. This is the
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reason for the predominance of zero scores in the distribution
of Table 1. On the other hand, under rules of addition, a project
with one factor scoring zero can still achieve a high project

score. (For example the set of scores (0 3 3 3 3).)

(ii) Combination by multiplication allows projects to be classified
into more boxes or compartments than combination by addition.
The scheme based on multiplication therefore offers greater

resolution.

(111) Under multiplication, the possible project scores are distributed
very unevenly between O and 243. Dividing the range into three
intervals O to 85, 82 to 162, 163 to 243, the project may take
one of 19 positions in the first interval, but only one of three
positions in the combined second and third intervals.

Furthermore equal changes in factor scores can give rise to
different changes in project scores. For example, supbose a project
wag scored (1 1111), and over a period the first factor improves
to be rated 2, then the project score moves from 1 to 2 - an
increase of 1.  But if the initial score had been (1 313 2), then
in¢reasing the value of the first factor score from 1 to 2 changes
the project score from 18 to 36 - an increase of 18.

Under addition however, any score in the range 0 to 16 is possible
and equal changes in factor scores give rise to equal changes in
project'scores. (In the first example an increase of 1 in the

score of the first factor changes the project score from 5 to 6).
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ig) The discriminative properties of the two methods of combining

factor scores.,

The assumption behind this exercise was that errors may arise
vhen assigning factor scores. In this event incorrect conclusions
concerning the project score, or the associated position of the
projéct,in the range of possible positions may be drawn. (Tables

1 and 2 relate project position to project score).

Two questions were considered:

(1) Given project A in position x, and project B in position y,
what is the probability that the true position of x is higher
than that of y? |

(11) How are the conclusions of (i) above affected by the method of

combining factor scores.

Once again the Mottley-Newton model was taken as a test case.
It was assumed that given the value of a factor score was s, then the
assessor might score the factor s-1,50r s+1, with probabilities 0.25,
0.5 or 0.25 respectively. (If s = 0, it was assuméd the assessor would
score the factor O or 1 with probabilities of 0.75 or 0.25. The score

8 = 3 was treated in the same manner as the score 0)

A simulation model was used to attach a standard deviation to the
Position the model assigns to the project. (As will be demonstrated
later, certain deductions concerning question (i) may be drawn from
the standard deviation.) The simulation model can be divided into
the following steps: | |
(a) Postulate a project score (e.g. 1 3 3 2 1),

(b) Take five random numbers (:r::L to r5) from a sequence 04T, &1.
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(¢) If 0¢&xr, €0.25, decrease the score of the first factor by 1.

ol
If 0.256 rl €0.75, the score of the first factor is unchanged.
I 0.75$ r1$1, increase the score of the first factor by 1.

(Scores of 0 and 3 are treated slightly differently of course-

see a?ove). |

(d) Adjuét factﬁrs two to five in the same way, according to random numbers
r, to fs.

(e) calculate the project score by the appropriate rule (either
addition or multiplication).

(f) Convert the project score into a project position.

(2) Repeat the process starting at (b) a large number of times, (On
eacﬁ occasion the next set of five randgm numbers in the sequence
is taken) 4 |

(n) Calculate the mean and standard deviation of the set of project

positions determined by steps (b) to (f).

Thus given a set of factor scores which define a project score and
“hence a project position, the simulation programme generates a distrib-
ution of project position. This distribution illustrates how errors

in assigning factor scores affect the position that the model allocates

to the project.

Table 3 summarizes the results of six computer runs. Three
different sets of factor scores were postulated corresponding to projects
with low, medium and high positions. The computer runs were made with
each of the three sets of factor scores combined under rules of addit-
ion and multiplication. In each run 2400 simulations were made (these

took about 3 minutes on an Elliot 4100 computer).
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Table 3:

The Computer runs

Run Factor Scores Combination Expegted* Expegted + Result after 2400 Simula?iogs
Number Rule Project Project Average Standard Deviation
‘ Score Position Position of Position

1 01223 X 0 1 2.54 3.40

2 01223 + 8 9 8.99 1,362

3 11233 x 18 11 T.16 6.01

4 112353 + 10 11 10.48 1.3%63

5 22233 x T2 18 15.88 3.54

6 22233 + 12 13 12.48 1.363

* The expected project score is the combination of the expected factor scores under the appropriate rule.

+ Tables 1 and 2 relate project position to project score.




It is clear thét under rules of multiplication, the difference

ﬁ between the expected position and the average position, and the
standard deviation of positionls weré larger than under rules of
addition. (Where the expected position is that achieved by combination
of the expected facfor scores). For example in run 1, 4 was 1.54
Positions, compared with 0.01 positions in run 2, Similarly under
multiplication, the smallest value of s was 3.4 positions (run 1)

| compared with 1.6 positions for the runs 2, 4 and 6. The largest
value of s wasew 6 positions (runj})) This was a consequence of
alloﬁing factors to be scored zero: the simulated distribution of
Position was bimodal with a sharp peak at position 1 (i.e. score O)

and a broader peak around position 11 (i.e., score 18 -.the expected

score).

'Under rules of addition the value of s (i.e., 1.36 positions)
is shown to be independent of factor scores. This is to be expected
a8 changing the factor scores simply translates the distribution of
Position, it does not change its shape. (Assuming that the 'end-
effects! of the limited range of factor scores are ignored), 'End-
effects' failed to show through in the examples of Table 3 (runs,
2, 4 and 6), because of a coincidence. Each of the postulated scores
contained two extreme values (i.e. O's or 3's), the 'end-effects! of

8ach were therefore the same.

Returning now to questions (i) and (ii) above concerning project
A in position x and project B in position y. Basic statistics, (see
for examéle Davies (67), page 53), indicates that the standard error of
the difference of position (i.e., x-y) is given by (Si + Sg)%, where

31 and S, are the standard deviations associated with the scores x
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1=5 =

‘1.36 positions and that scores are distributed normally, then the

and y. If it is assumed that under rules of addition S

standard error of (x-y) is given bwaE x 1.36 = 1.92. Similarly

if it is assumed that under rules of multiplication Sl = 82 = 3.4
Positions, then the standard error is given by‘fz_ x 3.4 = 4.8
positions. (Note that the above assumptions are the most optimistic
the runs of Table 3 permit - i.e., are those.that provide the lowest

standard error of the mean).

Some of the conclusions that may be drawn from the standard

error are summarized in Table 4 below:-

Dbserved Difference | Probability that the true position of A
pf Position (x - y) is higher than that of B
Combination by Combination by
addition multiplication
0 .500 «500
1 699 .582
2 .851 661
3 94 134
4 .981 797
5 <995 851
6 999 .894

Thus, for example, if the model assigns projects A and B the
Ssame position, then under rules of combination by either addition or
multiplicétion, there is a .5 chance that the true position of A is
higher than that of B. On the other hand, if project A is assigned
Position 9 and projectBposition 6 (i.e., (x-y) = 3), then under rules
of addition the probability that the true position of A.is higher

than that of B£.941. Under rules of multiplication, however, the

- 184 -




corresponding probability is only .734.

By showing that the conclusions with respect to questions (i)
are depgndent on the method of combination of factor scores, Table
4 also answers question (ii). It is also important to stress, in
Passing, that the above results are also strongly dependent on the

assumptions concerning the error in assigning factor scores.
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Appendix 2

AN ESTIMATE OF THE RETURN ON R & D EXPENDITURE

During the course of research on project E, Mond Division was
buying in the intermediate and providing the suppliers with valuable
business. There is good reason to believe, that these suppliers,
aware of Mond Division's research efforts, did not wish to encourage
tﬁe Division to install its own source of supply. One means of doing
this was to offer future supplies of the intermediate at a more
attractive price. (Either by accepting a reduced profit margin, or
by improving the manufacturing process or, in the longer term, By
developing new processes.) In the calculations to be discussed, the
basic assumption was that over the period of ten years from year 9
to year 18, the cost of the intermediate to Mond Division would be

lower, because of the bargaining position gained by research.

Three calculations were made with AC, the decrease in cost, equal
to 59c, 10%C, 15%C; where C is the forecast cost of the intermediate.
The saving S, attributable to these cost reduétions, was determined and
set against the research expenditure over years 1 to 8. Finally, the
DCF rate of retﬁrn of (savings - research expenditure) was caleulated
over years O to 18. The financial data used in the calculations were
those of the latest estimates of Figures 2.4 and 2.5 (i.e. 1.7.9 for
demand and 1.7.8 for cost). Where official estimates did not‘cover
the whole period over which savings were considered, some extrapolat-
ions were made, these are indicated by the dashed lines in the
Figures, The research expehditure was taken from the profile of

Fi&'ure 2.30
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Figure 1 summarizes the calculation, in the case when AC =
15%b, and Figure 2 is a plot of the results. It is shown that it

is only necessary for a cost reduction of ~3.5%C for savings to
cover the cost of research and that a 15% DCF rate of return would

have been achieved if the cost of the intermediate had been forced
down by a12%C. These calculations show that it is not unreasonable
to claim a modest return on research expenditure even allowing for

the basic assumption, and the general unreliability of the data.

Moreover, as explained in the text, the research also satisfied

the impdrtant 'insurance of supply' objective. If the foregoing

analysis is realistic, then the insurance was secured for zero or

negative premium payments.
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Fherrre 7

NPY of Savings attributable to R & D Expenditure (AssumingAC = 15%C)
Year| Research Demand D of Cost C of Savings Net cash Discount Discounted | Cumulative
expenditure intermediate intermediate| 0.15 x D x C| flow (£k) | factors cash flow | cash flow
(£x) (ton/yr) (£/ton) (£k) (17% ) (£x) (£x)
0 0 0 1.0 0 0
1 1.25 -1.25 0.855 -1.07 -1.07
2 4.40 4.4~ 0.731 -3.,22 -4.29
3 1.90 -1.90 0.624 -1.18 ~5.47
4 1.75 -1.75 0.534 -0.94 -6.41
5 5.35 -5.35 0.456 - =2.44 -8.85
6 7.85 -7.85 0.390 -3.06 -11.91
T 7.80 -7.80 0.333 -2.6 -14.51
8 3,00  -3.00 0.285 -0.86 -15,37
9 300 106 4.76 4.76 0.243 1.16 -14.21
10 400 105 6.30 6.30 0.208 1.31 -12.90
1 540 104 8.44 8.44 0.178 1.50 -11.40
12 670 100 10.04 10.04 0.152 1.53 -9.87
13 972 96 13.96 13.96 0.130 1.81 -8.06
14 1166 92 16.08 16.08 0.111 1.78 -6.28
15 1400 88 18.46 18.46 - 0.095 1.75 -4.53
16 1600 85 20.40 20.40 0.081 1,65 -2.87
17 1800 - 82 22.20 22.20 0.069 1.53 -1.34
18 2000 79 23.60 23.60 0.059 1,39 +0.05
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Appendix 3

SOME_TESTS ON THE RISK ANALYSIS PROGRAMME

Before the programme was used on a routine basis some tests

vere made to obtain a feel for the technique.

(1) The Convergence of the Distribution of Project Return.

Risk analysis is a method of generating the distribution of

project return ¢. It can be shown that as the number of simulations

n increases, the distribution generated 0', becomes a closer
approximation to ¢. If NPV is the criterion measuring project
return, then after n simulations the best estimates of the mean
and standard deviation of ¢ (the distribution of NPV), are given

by respectively:

n n - '
X =:f  x/oeds=(Z (x; = $)%/(n - 1))%°
i=l 1 i=1 :

where Xs is the NPV of the ith simulation.

If it is assumed that ¢ is normal, then a confidence interval
may be placed on yu, the mean of ¢. The 95% confidence interval
is given by

X-A§usgx+A

where A = tas/ /n, and ta is the appropriate value of the t-distribution

. (see Davies (67), page 53). When n is large the t-distribution

approximates closely to the normal distribution and ta = 1,96 (when n

= 10, ta = 2,23; when n = 100, ta = 1.99).

" The expression for A shows that as n + =, A + 0; thus by increasing

n, the confidence interval around u may be progressively smaller.
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‘A compromisge mﬁst therefore be achieved between the precision of the
-;stimate of§a.nd the cost of comput.er time. In this respect it is
important to note that the cost of the latter increases linearly with
n, buf the rate of convergence of the confidence interval becomes

progressively slower, becauseAis porportional to 1/«| n.

Figure 1 shows how the 95% confidence interval on the mean,
varied with n in an actual case; the results are reproduced graphic-
ally in Figure 2. Another point which Qas examined, as a formality, |
was the dépendence of the distribution of project return on the
random number sequence. (Random number seqﬁences, generated by
computers, require a starting number to initiate the sequence, and
different vstarting numbers generate different sequences). Figure 2
includes the results of repeating run 5 of Figure 1, using different
sequences of random numbers. As might be expected, the fhree values
of the mean (runs, 10, 11, 12) all lie within the 95% confidence

'}
interval of the mean of the run 5.

Figure 1

SOME RUNS TO EXAMINE THE CONVERGENCE

OF THE MEAN
Run | No.of No. x 8 t 95% confidence
No,| simulations | starting a interval on X
n random no. (tas/,f?l)
sequence
1 20 7 -152.0 | Is56.7 2.09 -26 5
2 50 7 -151.7 | 357.8 2.01 216.4
31 75 1 -157.4 | I55.7 | 2.00 12,9
4 95 7 -159.5 | =57.1 1,99 f12.0
3 | 100 7 -164.1 | %57.7 1.99 PR
6 110 7 . =162.4 | 56,5 1.98 *10.7
1 150 7 -160.9 1'58.1 1.97 : 9.4
8 | 500 - -160.9 | %58.1 1.96 5.1
9 .{ 1000 - -160.9 | 58,1 1.96 t 3%
10 | 100 9 -157.2 | 261.5 1.99 t12.2
1 100 13 -162.5 -54 9 1.99 £10.9
12 | 100 5 -160.8 | *s8.4 1.99 1.6
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. % These are estimated figures and assume x = -160.9 and s = ¥ 58.1
(see run 7)

(2)  The Sensitivity of the Project Return to the Estimate of

Confidence Interval

The treatment of uncertainty using the method of risk analysis,
depends fo a very large extent on the ability of personnel to make
estimates of confidence intervals surrounding the mode values of
variables. Suppose for éxample that, instead éf giving a set of 95%
confidence limits on a variable, the respondent gives a 90% interval..
The project assessor runs the computer programme on the assumption
that a 95% interval has been estimated, and consequently the uncert-

ainty calculated by the risk analysis is an underestimate.

The extent of errors, introduced in this manner, was investigated
by making the assumption that x%, instead of 95%, confidence intervals
were estiméted on each variable. Run 5 of Figure 1 was then repeated
with x taking the values of 80%; 90% and 99.7%. (The latter was
chosen because the 99.%% confidence limits of a normal distribufion
are close to six standard.deviations apart.) The results are preéented »
in Fiéure 3, it is clear that if errors of interpretation of this type
are made, then considerable differences between the }ieal' uncertainty,
and thé'uncertainty calculated by the programme can arise. Since the
estimates of confidence interval must be highly subjective, the value
of the uncertainty of project return must be treated with éaution.
Figure 4 shows that sobiong as.the mode values of the normal distrib-
utions are estimated consistently, the value of the mean project
return is largely unaffected by errors in the estimation of confidence

interval,
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ij) The Effect of Fitting Rectangular Distributiontto the Data,

Though, intuitively, for the purposes required, the normal
distribution has more suitable properties than the rectangular
distribﬁtion, it was considered useful to examine the result of
fitting recténgular distributions to the data subject to uncertainty.
The object was to illustrate how the estimate of project ﬁncertainty
was dependent on the choice of distribution fitted to the basic
data (the estimates of mode and 95% confidence limits). Run 5 of
Figure 1 was again taken as a tesﬁ case, and rectangular distribut-
ions were fitted go that the end points of the distribution and
confidence interval coincided. The distributions of project return

in the two cases are presented in Figure 5.

It is clear that under the assumptions the effect was not great.
The mean value of the project return increased slightly from -164.1
for run 5 to -167.4. The distribution produced by the rectangular
distributions was flatter than that produced by the normal distribut-
ions, a fact that waé reflected by an increase in standard deviation
from ¥ 57,7 for run 5 to % 62.7. On the other hand, the maximum width
of the distribution was less, and was reduced from 317.9 to 251.9.
The latter is easily explained, as the rectangular distributions
restrictvvariables to take values between the upper and lower confidence

limits only.

More pronounced differences may be obtained by making different
assumptions. For example, if the end points of the rectangular
distributions were made to coincide with the 99,7% confidence limits

of the corresponding normal distributions, then clearly the resulting
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distribution of project return would have a greater spread.

Such considerations simply underline the need for caution when

drawing conclusions concerning the project uncertainty.
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Appendix 4

THE EXTENSION OF THE RESULTS OF THE SENSITIVITY ANALYSIS.

When the values of variables in the financial criterion are
changed, the mean and unceftainty (standard deviation) of the
distribution of project return are also changed. The extent of the
change may be estimated by rerumning the rigk analysis programme
with new input data, or more simply by applying the results of the
sensitivity analysis (see Section 3.3.2 and Figure 4.11). This
Appendix suggests how the results of the sengitivity analysis may -
be interpolated, or extrapolated, and presents some supporting

examples.,

ij) The Change in mean return due to the change in the mean of a

variable

In Appendix 1, the NPV of a project was defined by an expression
of the form:
N
NPV = &,

i=o (1 + r)i

S.(P.-V.) - C,-F,-W,
171 i 1 i i

The sensitivity of the project return (NPV) to a change in one
of the.variables was found by changing the value of the variable by 10%
and noting the change in the NPV (see Section 3.3.2), Normally a
selection from the variables Si’ Pi, Vi, Ci or Fi’ would be considered
in a sensitivity analysis. For example, if the sensitivity of the
Project return to capital cost in year 1 was required, then the
change in NPV for a 10% change in C, would be determined. On the
other hand the sensitivity of the return to capital cost, in general,

would be found by changing C, by 10% for all i. Under both of these

i
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assumptions, for a given discount rate r, the expression for NPV

is linear in the variable under examination.

Linear interpolation or extrapolation, may therefore be used to
extend the results of the sensitivity analysis, to give the change
in the mean return for a change in the value of one of the variables.
However it must be ensured that the changes do not violate the basic
assumptions of the evaluation. For example the demand (Si) must not

be allowed to exceed the available production capacity.

(2) The change in project uncertainty due to a change in the

uncertainfy of one of the variables.

For convenience the expressibn for NPV is written NPV =
f(xl, xz,.....xn). The variance (the square of the standard deviation)
of the NPV is then given (to a good approximation) by:

var(Nv) = var (x) (‘}31:1)2 + var (x,) (%xﬁzy2 + vevnevar (x) (%xiln)z,.....(i)

where var (il) represents the variance of variable Xy, ete. (See
Davies (67), page 41). This expression may be used as a guide to
interpolating the results of the sensitivity analysis on the project

uncertainty.

Suppose Uo is the uncertainty of the project in the base case, and
Ul is the uncertainty of the project with variable x set at its mean
value, Then, AU in the sensitivity analysis (Figure 4.11) is defined

by U, -TU;. From (i) above, the variance of the base case is given by:

T = var () ()% var ) (G )%+ weee vam () ()7

and by definition of the sensitivity analysis, if variable X ig under
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examination, theavar (xl) = o (since x, is fixed at its mean value)

and

U? = var (x2) (%ié)z + var (¥3) (%53)2 * eeee. var X (%ﬁg)z .

’ ' ar 2 2 2
Thus’var(xl) (El) =UO-U1 -........'......;.......v....(ii)

is the contribution of variable X to the variance of the base case,
Now suppose it is required to estimate the effect of reducing‘the 95%
confidence interval on variable Xy By pl% (iﬂstead of by the 100% of
the sensitivity analysis). The contribution C of variable X to the

variance of the project is then given by:
2,4f 2
C = var (xl) (l—pl/100) (azi) ,

vwhere var (xl) is the variance of variable x, in the base case.

1
From (ii), C = (Uﬁ - Ui) (1 - pl/100)2, and hence the associated variance
of NPV is given by: T

var (V) = (07 - ©2) (1 - p,/100)° + U2 .

c _
As the standard deviation of the project return has been used to

measure uncertainty, the change in uncertainty AU (from the base case)
due to a py7% reduction in the 95% confidence interval on variable Xy
is given by :

AU - Uo;(uﬁ - Uf).(l'l’i/mo)z + Ui)% veeenseeso(iil)

This formula was tested by comparing the AU's determined from
(iii), with those determined by use of the risk analysis programme. In
- the case considered Uo, the uncertainty of the project, in the base case
was £57.Tk. With one of the variables fixed at its mean value (i.e.,

with a 100% reduction of the confidence interval on this variable), the
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gsensitivity analysis gave U, = £28.8k, and thus AU = £28.9k.

1l
The change in uncertainty for 25%, 50% and 75% reductions of the
confidence interval on the variable was then determined using both

formula (iii), linear interpolation, and the risk analysis programme.

The results are presented in the Figure 1 below.

Figure 1
’ 3
P AT
(% reduction of 95%  [Calculated using |Estimated from | Estimated
: . the risk analysi iii) abo using linear
confidence interval) programme alysis [(111) above Iﬁtg%polation,
0(base case) 0 - -
25% 9.7 0.4 7.2
50% 19.2 19.6 14.4
75% 26.2 26.3 . 21.7
100%(sensitivity 28.9 - -
analysis -
calculation)

It is clear from the Table that in the case considered
formula (iii) offered a reasonable approximation to the A Urs,
Purthermore the estimates based on (iii) were much superior to estimates

based on linear interpolation.

(3) Changes in more than one Variable.

The results described above refer, of course, to changes in just
one variable (e.g., capital cost). If it is required to estimate the
changes in either the project return or uncertainty owing to changes
in more than one variable, thenthe scope of the sensitivity analysis
approach described above is considerably reduced. Though as was

gshown in some tests the enalysis can provide a rough guide
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Appendix 5

ANSOFF'S BOOK CORPORATE STRATEGY (11)

The opening Chapters of the book seﬁ the scene, decisions are
broken down into the. classes: administrative, operating and strategic.
The book is principally concerned with strategic decisions which,
it is claimed, have usually received insufficiént attention in the
past.' It is then argued (Chapter 2) that 'capital investment theory!
is inadequate to cope with strategic decisions and that a fresh |
approach is necessary. The following four chapters are devoted to a
discussion of objectives and strategy. On page 44, objectives are
gtated to be measures of efficiency of the resource conversion
process. Three eleﬁents are required to define an objective, the
attribute which is chosen to measure efficiency, a scale of measure-
ment, and a 'goal! value which the firm seeks to attain., Iater
on the 'goal! value concept is extended to include a 'threshold:!
value (page 50) which ié the minimum acceptable level of performance

with respect to the objective.

. Angoff recognises that normally, an organisation has a variety
of objectives. In Chapfer 4 he proposed a hierarchy in which short
term and long term objectives are distinguished. Because of the
problemé of forecasting, it is assumed that only the former can be
conveniently handled in terms of well known financial criteria.
(e.g. NPV, ICF, rate of return), and that the latter must be
measured by indirect means. The use of 'proxy', or lower level
objectives, are suggested for this purpose; the essential point is

that proxy objectives are readily measurable, and that together they
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may be regarded as pointers to the achievement of the objective
they characterize. Thus the proxy objectives describing the long
term objective 'growth' could be:

Growth of Sales,

Growth of Market Share,

Growth of Earnings,-

Growth of Product Line.

Amongst the long term objectives of the organisation that require
further definition are:

External Flexibility: This is related to the organisation's ability
to react to external pressures (é.g. customers or competitors), or
influences (e.g. advances in technology).

Internal Flexibility: This is related to efficiency of utilisation
of the firms resources (e.g. profit/capital employed). |
Stability: This is related to the existence of cyclical patternms,

or other inbalances, that may arise (e.g. in sales or production).

Strategy is introduced in Chapter 6, Ansoff visualises strategy
as providing the 'common thread! or theme that describes the business
the firm is in and the business it wants to enter} it thus provides
guidelines and imposes constraints on fhe selection of new projects.
Four components are used to define strategy: product-ﬁarket scope,
growth vec?or, competitive advantage and synergy. The product-
market scope lists the set of products and markets the firm wishes
to develop. The growth vector defines the direction in which growth
is required in terms of products and missions., It is most simply
discussed in terms of the diagram below (page 99). (The mission

refers to the customer need that the product satisfies).
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Product
Present : New
Mission
Present Market Product
penetration Development
New ‘ Market . .ps .
development Diversification

Later on (page 116) diversification is further subdivided
into the classes: horizontal and vertical integration, céncentric
and conglomerate diversification. (The latter distinguishes
between cases where there is a tenuous thread through either the
market or technology (concentric diversification) and cases where -
there is no éommon thread (conglomorate diversification)). The
competitive advantage component of strategy specifies areas where the
firm makes a deliberate attempt to achieve an advantage over competitors,
for example, control over entry might be sought by requiring projects
to have a strong patent position or to have a high cost of entry.
Alternatively, control over the market might be attempted, by marketing
products of outstanding cost-effectiveness, or by only launching in

areas where marketing 'know-how'! is supreme.

When a new project is begun, it interacts with a number of
departments and subdivisions of the organisation, Synefgy is a
property of some of these interactions, and is manifest when resources
are such that they may be employed to the mutual advantage of the
project and the firm, It is sometimes called the '2 + 2 = 5! effect
to emphasise the point that, synergy implies that the value of the
organisation and the project is greater when taken together, than

when taken independently.,
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" The synergy component of strategy therefore defines areas where
the firm is strong and resources may be deployed to the advantage
of the project, or areas where the firm ié weak to encourage selection
of projects which will reduce, or remedy, the weakness. In the former
. case, the interaction is 'from the firm to the project'! and in the

latter 'from the project to the firm!, If the effect is equally

dependent on the project and the firm, then it is termed !'joint'..

.. Ansoff also found it useful to distinguish the manner in whibh‘
the effect is achieved by introducing the terms 'investment!?,
'operating', and 'timing! synergy. These terms indicate that
because of the special characteristics of the organisation and the
project, the investment, or the time to come into full production,
or the operating costs, are below what might be considered to be the

norm,

On page 100, Ansoff gives an example of the objectives and strategy
of a hypothetical chemical firm:
(1) Objectives: " Return on investment: Threshold 10%, goal 15%.
Sales growth rate: Threshold 5%, goal 10%.

(2) Strategy: Product-market scope: Basic chemicals and
: pharmaceuticals.

Growth vector: Product development and concentric
diversification.

Competitive advantage: Patent protection and
superior research competence.

Synergy: Use of the firm's research capabilities and
production technology.

The remainder of the book is concerned with a procedure for

formulating a product-market strategy for the firm. This begins with
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vinternal appraisal': obJjectives are sét and the 'gap! is deter-
mined between the aspirations (as expressed by the objectives) and
the achievements possible, from the existing busiﬁess. There is
provision for revising objectives up or down, so that the procedure
may always be.terminated.after 'internal appraisal!., However, in
the event of a significant 'gap!, it is more likely that the analysis
would be extended to include 'external appraisal'. This considers
diversification as a means of filling the 'gap'. A list of product-
market portfolios is drawn up and the implications of each on the
'gap! is examined., The product-market portfolio which fills the

gap in the most efficient manner is then taken to be the product-

market strategy of the organisation.

The main tool for assessing the relative merits of the different
portfolios is suggested to be a scoring model which takes account of

achievement of objectives and compliance with strategy.

The final Chaptei is dévoted to the problems of project selection
aﬁd organisation for corporate strategy. A flow diagram (page 182)
summarizes thé approach to the former. Projects are submitted to a
series of screens, first on objectives and then on strategy. DProjects
Passing these screens are then evaluated using the scoring model and
a new set of current pfojects and a 'reserve! list are selected.

The purpose of the book (page 22) was to provide a practical
framework for strategic decisions, rather than to provide a set of
procedures for iﬁmediate use. Thus the scoring model and the.
various checklists are only described in general terms, and require

adaption to meet the special needs of organisations wishing to apply them.
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