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Abstract 

 

Clinical diagnosis of chronic disease is a vital and challenging research problem 

which requires intensive clinical practice guidelines in order to ensure 

consistent and efficient patient care. Conventional medical diagnosis systems 

inculcate certain limitations, like complex diagnosis processes, lack of 

expertise, lack of well described procedures for conducting diagnoses, low 

computing skills, and so on. Automated clinical decision support system 

(CDSS) can help physicians and radiologists to overcome these challenges by 

combining the competency of radiologists and physicians with the capabilities of 

computers. CDSS depend on many techniques from the fields of image 

acquisition, image processing, pattern recognition, machine learning as well as 

optimization for medical data analysis to produce efficient diagnoses.  

In this dissertation, we discuss the current challenges in designing an efficient 

CDSS as well as a number of the latest techniques (while identifying best 

practices for each stage of the framework) to meet these challenges by finding 

informative patterns in the medical dataset, analysing them and building a 

descriptive model of the object of interest and thus aiding in medical diagnosis.  

To meet these challenges, we propose an extension of conventional clinical 

decision support system framework, by incorporating artificial immune network 

(AIN) based hyper-parameter optimization as integral part of it.  



 

v  

 

We applied the conventional as well as optimized CDSS on four case studies 

(most of them comprise medical images) for efficient medical diagnosis and 

compared the results.  

The first key contribution is the novel application of a local energy-based shape 

histogram (LESH) as the feature set for the recognition of abnormalities in 

mammograms. We investigated the implication of this technique for the 

mammogram datasets of the Mammographic Image Analysis Society and 

INbreast. In the evaluation, regions of interest were extracted from the 

mammograms, their LESH features were calculated, and they were fed to 

support vector machine (SVM) and echo state network (ESN) classifiers. In 

addition, the impact of selecting a subset of LESH features based on the 

classification performance was also observed and benchmarked against a 

state-of-the-art wavelet based feature extraction method.  

The second key contribution is to apply the LESH technique to detect lung 

cancer. The JSRT Digital Image Database of chest radiographs was selected 

for research experimentation. Prior to LESH feature extraction, we enhanced 

the radiograph images using a contrast limited adaptive histogram equalization 

(CLAHE) approach. Selected state-of-the-art cognitive machine learning 

classifiers, namely the extreme learning machine (ELM), SVM and ESN, were 

then applied using the LESH extracted features to enable the efficient diagnosis 

of a correct medical state (the existence of benign or malignant cancer) in the x-

ray images. Comparative simulation results, evaluated using the classification 

accuracy performance measure, were further benchmarked against state-of-
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the-art wavelet based features, and authenticated the distinct capability of our 

proposed framework for enhancing the diagnosis outcome. 

As the third contribution, this thesis presents a novel technique for detecting 

breast cancer in volumetric medical images based on a three-dimensional (3D) 

LESH model. It is a hybrid approach, and combines the 3D LESH feature 

extraction technique with machine learning classifiers to detect breast cancer 

from MRI images. The proposed system applies CLAHE to the MRI images 

before extracting the 3D LESH features. Furthermore, a selected subset of 

features is fed to a machine learning classifier, namely the SVM, ELM or ESN, 

to detect abnormalities and to distinguish between different stages of 

abnormality. The results indicate the high performance of the proposed system. 

When compared with the wavelet-based feature extraction technique, statistical 

analysis testifies to the significance of our proposed algorithm. 

The fourth contribution is a novel application of the (AIN) for optimizing machine 

learning classification algorithms as part of CDSS. We employed our proposed 

technique in conjunction with selected machine learning classifiers, namely the 

ELM, SVM and ESN, and validated it using the benchmark medical datasets of 

PIMA India diabetes and BUPA liver disorders, two-dimensional (2D) medical 

images, namely MIAS and INbreast and JSRT chest radiographs, as well as on 

the three-dimensional TCGA-BRCA breast MRI dataset. The results were 

investigated using the classification accuracy measure and the learning time. 

We also compared our methodology with the benchmarked multi-objective 

genetic algorithm (ES)-based optimization technique. The results authenticate 

the potential of the AIN optimised CDSS. 
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Chapter 1 - Introduction 

This chapter presents an introduction to, and the motivation for, designing 

Clinical Decisions Support Systems (CDSSs), while emphasising the current 

state of healthcare and summarising the global trends.  

Interest in CDSSs dates back to the 1960’s and efforts to improve healthcare 

and enhance the process of medical decision making. Osheroff et al. expected 

CDSSs systems to do the following things: “provide the right information, to the 

right person, in the right format, through the right channel, at the right point in 

workflow to improve health and health care decisions and outcomes” [5]. 

Recognition of the variable quality of medical care provided to patients has 

drawn attention to enhanced medical care for patients. CDSSs help improve 

medical care in the diagnosis of the patient by analysing available data for a 

pathophysiological explanation of the disease symptoms. For this, CDSSs 

provide with a diagnosis process - a replacement of the traditional hectic 

process which comprises of completing a set of inquiry questions, prescribing 

tests, procedures, and assessments of the results [4]. Further, knowing the 

diagnosis, it is a challenge to suggest the treatment.  

It is still a challenge to evolve CDSSs as replacement for physician’s knowledge 

and experience: regarding the treatment plan while keeping the patient’s 

response to therapy in view; choosing an alternative approach for medication; 

or the assessment of prognosis for cure or death risk [4]. 

Among the problems encountered in clinical practice which can benefit from the 

aid of CDSSs are computer programs that offer patients specific 
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recommendations, or management based on these specific diagnoses which 

can improve clinical decisions. Clinicians can stay abreast of the latest 

technology and apply it to caring for individual patients and plan a treatment 

accordingly [4].  

The excellent CDSSs provided efficient decision-making based on the provision 

of [4]: access to accurate patient data in a suitable quantity for making 

decisions.  

A lot of information hinders decisions making, as synthesising the knowledge 

intelligently and rapidly is difficult in that case. Additional data may confuse and 

is a major challenge to cope with. It is important to apply computation tools to 

this data to synthesise a useful outcome. 

“CDSSs provide patient-specific, situation-specific alerts, reminders, physician 

order sets, or other recommendations for direct action; and also organize and 

present information in a way that facilitates problem solving and decision 

making, as in dashboards, graphical displays, documentation templates, 

structured reports, and order sets” [4]. 

These systems help make decisions in diverse areas, like patient management, 

diagnosis and treatment -which involves doctors and nurses-while the other 

area involves higher decision making for the hospital management like 

inventory management, finance management, and record keeping [1]. 

CDSSs are categorised as knowledge-based systems, or non-knowledge-

based systems where the difference between them is summarised below. 



Introduction 

3 | P a g e  

 

1.1 Knowledge-Based Clinical Decision Support Systems 

These are expert systems aimed at building computer programs that can 

simulate human thinking. These systems have evolved over time to support real 

life patient care and help experts in decision making. These systems consist of 

three major parts: the knowledge base, the inference engine and the user 

interface. The knowledge base consists of compiled information in the form of 

if-then rules, while the inference engine comprises of formulas for combining 

knowledge rules with patient data [2].  

1.2 Non Knowledge-Based Clinical Decision Support Systems  

These systems use pattern recognition, machine learning, and data mining 

methods to learn from the patterns in clinical data. They have a narrow focus on 

a list of systems and its diagnosis for a single disease, as opposed to the 

knowledge-based approach which is a rule-based method for the diagnosis of 

many diseases. Our research aims to focus on the study and development of 

non-knowledge-based CDSSs. 

1.3 Motivation 

The development of twenty-first century CDSSs technology is vital to meet the 

changes in healthcare practices. 

CDSSs have taken on increasing importance due to challenges in (1) handling 

bulky clinical knowledge and information, (2) meaningful use of medical 

datasets and (3) providing personalised healthcare services [4].  
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The aim of our research is to build non-knowledge based CDSSs that can 

process data for clinicians so as to provide insight into medical problems and 

solve them by creating formal computational models. The system can offer: 

 Societal benefits, as it aids practitioners in better patient diagnosis, thus 

leading to better clinical outcomes. 

 Developed Electronic Health Records (EHR) of patient information to 

carry out clinical research and eliminate the manual technique of medical 

data analysis. This makes it easy for clinicians to study patients’ 

information based on currently available data. 

 The creation of an infrastructure for clinicians to use the system in their 

practices to assist in patient care, hence providing patients with counsel 

on illness prevention. 

The principal objective of our interdisciplinary research work is the development 

of robust non-knowledge-based clinical decision support systems for efficient 

medical diagnosis. Further, we have developed CDSSs based on that 

framework, for handling a variety of medical datasets while identifying the best 

practices of state of the art technologies for solving problems of medical 

diagnosis. We also investigated the latest trends in the field of CDSS, and how 

the state of the art technology might be directed to meet future needs.  

1.4 Original Contribution 

Clinical Decision Support Systems (CDSS) play an important role in the early 

diagnosis of fatal diseases like cancer. These systems help in detecting or 
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diagnosing abnormal conditions in medical datasets that may consist of images 

or other disease relevant information for multiple patients. We aim to enhance 

the performance of current CDSSs by using state-of-the-art image processing 

and machine learning techniques, especially for breast and lung cancer 

diagnosis. For this, we recently proposed a novel application of a local energy-

based shape histogram (LESH) as the feature set for recognition of 

abnormalities in X-rays, mammograms and MRI images, coupled with the 

optimised benchmark machine learning classifiers to enhance its classification 

performance. 

The major contributions include: 

1. An Application of the conventional CDSS framework for designing new 

generation applications which employ state-of-he-art machine learning 

and image processing as well as optimization techniques to enhance 

medical diagnosis.  

2. A novel application of the two-dimensional LESH feature extraction 

technique to extract resilient features from mammograms for breast 

cancer diagnosis as well as from chest radiographs for lung cancer 

detection. 

3. Novel formulation of a three-dimensional (3D) LESH model to detect 

breast cancer and its stages in volumetric medical images. It is a hybrid 

approach which combines the three-dimensional LESH feature 

extraction technique with machine learning classifiers to detect breast 

cancer from MRI images.  
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4. Application of the Artificial Immune Network (AIN) for optimising machine 

learning classifiers. 

5. Validation of the proposed CDSS framework’s performance by 

application to UCL data sets, two-dimensional mammograms, chest 

radiographs and three-dimensional MRI images.    

1.5 Organisation of Thesis 

Chapter 2 provides a general introduction to clinical decision support systems, 

moving from definition, historical perspective, review of the existing literature 

concerning diverse methods in the field of image processing, pattern 

recognition, machine learning and optimisation; which are used as the baseline 

for the contribution to knowledge in this thesis. Finally, a brief analysis of the 

key features and benefits of such systems follows.  

Chapter 3 discusses the conventional framework for developing CDSSs, while 

the following two chapters describe the CDSS applications developed on the 

basis of that framework and built around the author’s publications. Chapter 4 

presents a novel application of a local energy-based shape histogram (LESH) 

Feature Extraction Technique to Breast Cancer Detection using mammography, 

chest X-ray (radiograph) and magnetic resonance imaging (MRI). Chapter 5 

describes the application of the proposed artificial immune network (AIN) based 

optimisation technique for enhancing machine learning classifiers’ performance 

when applied to UCL machine learning repository, mammograms, radiographs 

and MRI datasets. Chapter 6 presents an analysis of the overall research work 

and discusses future directions. 
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1.6 Publications 

The following papers are the outcome of the research presented in this thesis: 

1.6.1 Published 

1. Summrina Kanwal Wajid, Amir Hussain, and Bin Luo, “An efficient 

Computer Aided Decision Support System for breast cancer diagnosis 

using Echo State Network classifier,” Computational Intelligence in 

Healthcare and e-health (CICARE) 2014, pp.17-24. 

2. Summrina Kanwal Wajid and Amir Hussain, “Local energy-based shape 

histogram feature extraction technique for breast cancer diagnosis,” 

Expert Systems with Applications, vol. 42, no. 20, pp. 6990-6999, 15 

November 2015, ISI-SCI IF: 2.9.  

3. Summrina Kanwal Wajid, Amir Hussain, Kaizhu Huang, and Wadii 

Boulila, “Lung Cancer detection using a novel application of a Local 

Energy-based Shape Histogram (LESH) Feature Extraction and Machine 

Learning Classification Techniques,” International Conference on 

Cognitive Informatics & Cognitive Computing (ICCI*CC) 2016, pp. 22-23 

Aug, 2016, Stanford University, USA. 

4. Summrina Kanwal Wajid, Amir Hussain, and Bin Luo, “An Investigation 

of Machine Learning and Neural Computation Paradigms in the Design 

of Clinical Decision Support Systems (CDSSs),” Brain-Inspired Cognitive 

Systems (BICS): 2016. 
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1.6.2 Submitted 

5. Summrina Kanwal Wajid and Amir Hussain, “Novel Artificial Immune 

Network-based Optimization of Machine Learning Classifiers,” Submitted 

to IEEE Transactions on Systems, Man, and Cybernetics: Systems, ISI 

Impact Factor (IF): 1.598. 

6. Summrina Kanwal Wajid and Amir Hussain, “Local Energy-based Shape 

Histogram (LESH)-Based Clinical Decision Support System for Breast 

Cancer Detection using Magnetic Resonance Imaging (MRI),” Submitted 

to Expert Systems with Applications., ISI-SCI IF: 2.9.  

7. Summrina Kanwal Wajid, Amir Hussain, Bin Luo, Kaizhu HUANG, “A 

Review of State-of-the-Art Machine-Learning and Neural Computation 

Methods for the Efficient Design of Clinical Decision Support Systems 

(CDSSs),” Submitted to Cognitive Computation, Impact Factor 1.933. 
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Chapter 2 - Clinical Decision Support Systems 
(CDSS): State of the Art Systems and Methods 

CDSS help physicians and radiologists to treat and analyse patients by 

combining their competency physicians with the capabilities of computers. This 

chapter introduces the general concept of the Clinical Decision Support System 

(CDSS) and its variants; its evolution over time augmented with the potential 

benefits in presenting medical diagnosis and reviewing state of the art 

techniques applied in designing next generation CDSS.  

2.1 Clinical Decision Support Systems (CDSS) and their 

Variants 

Any computerised system that helps physicians and radiologists to treat and 

analyse patients falls under the category of CDSS. These systems improve the 

diagnosis of cancer or other similar diseases by combining the competency of 

radiologists and physicians with the capabilities of computers. They are known 

by different titles, depending on their special characteristics and contributions to 

the field of medical diagnosis [1]. Some of these titles are described below.  

2.1.1 Computer Aided Detection (CADe) 

These systems process medical images so that the radiologist can detect the 

locations of previously undetected abnormalities. Everyday radiologists have to 

practise observing images, as well as inferring their patterns. To reduce errors 

occurring in this practice, the concept of double reading was introduced for 

screening the images and for thus minimising the false negative and false 

positive rates.  Double reading was not considered a practical alternative, due 
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to extensive labour requirement. Furthermore, CADe systems were introduced 

to reduce the manual overhead while reducing errors introduced due to 

observation oversight [226].  

CADe systems recognise the patterns which a radiologist examines while 

analysing a medical image. In the case of mammograms, the CADe systems 

look for micro-calcifications and masses while in the case of chest x-rays they 

search for pulmonary nodules. Similarly, in the case of breast MRI images, they 

look for a possible region of abnormality, either malignant or benign [226]. 

2.1.2 Computer Aided Diagnosis (CADx) 

When compared to CADe systems, where the focus lies in marking the 

abnormal regions in the medical image, computer-aided diagnosis (CADx) 

systems aim to evaluate abnormal regions (e.g. whether they are 

cancerous/non-cancerous). These systems are also applied in the diagnostic 

process wherein the aim is to determine the intensity or stage of a detected 

abnormality, thus helping to reduce the biopsy rate. 

It is a prime research area in medical imaging analysis where the computer 

output is considered as a “second opinion” when the physician is making a 

diagnosis decision. Hence CADx systems complement the physician in making 

a better diagnosis [227].  

CADx systems make use of state-of-the-art computational algorithms to 

improve cancer or other disease diagnosis capabilities, specifically by analysing 

medical images like mammograms, x-rays, CT scans and so on [227] and have 
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thus become an integral part of routine patient clinical observation for cancer 

detection.  

2.2 Historical Review of Clinical Decision Support Systems 
(CDSS)  

Clinical Decision Support Systems (CDSS) help in detecting or diagnosing 

abnormal conditions in medical datasets that may consist of images or other 

disease-relevant information for multiple patients. It is vital to integrate validated 

clinical information and convert it into knowledge that can be helpful in the 

diagnosis, prognosis and treatment of a patient. This entails the development of 

efficient CDSSs that can help health practitioners to provide medical health 

facilities [5].  

Following the invention of the first digital computer in the 1940s, physicians 

realised the dramatic effect these devices may have on clinical practises. 

Further, the advent of the World Wide Web (WWW), smartphones, social 

networking and wireless communication, in the 1990s, revolutionised the 

concept of international health care systems. The bulk of medical data being 

produced was also making it difficult for public health planners and health 

institution managers to cope with planning with new health care environments, 

as this required a deep understanding of the role of information technology in 

the current environment. Most health care institutes were motivated to develop 

an integrated computer-based information management environment with tools 

to assist them with patient care. These medical tools were expected to assist in 

reporting test results, the direct entry of patient information into transcribed 

reports, telemedicine etc. as well as administration of financial topics like 
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patient tracking, inventory management, analysis of treatment and procedure 

outcomes, quality assurance, access to digital libraries and drug information 

databases as well as bibliographic searches. The key motive was to evolve an 

integrated environment for clinicians and patients to foster treatment and 

problem-solving [6] [208]. 

Previous research in the clinical environment was constrained by the clumsy 

error-prone paper-based methodology of acquiring data manually for clinical 

trials and statistical analysis. To improve upon this, and hence eliminate the 

need for traditional paper-based medical records, following the 19th century 

introduction of “lab notebooks” so clinicians could record their observations and 

plans for their respective patients, electronic health records (EHR) were 

suggested, as depicted in Figure 2.1. Henceforth many organisations have 

since attempted to integrated decision-making tools with their electronic health 

records (EHR) systems to provide computer-based diagnosis to practitioners 

[6].  
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Figure 2.1 Electronic Health Records (EHR) application in clinical trials [6]. 

Medical practitioners realised there was a need to develop systems to assist 

clinicians by learning from past experiences and envisioned an interconnected 

community of clinicians and institutions, thus they built digital data resource 

using EHR. The concept was introduced as a learning health care system by 

the Institute of Medicine (IOM) in USA [7]. Through the introduction of new 

communication technologies clinicians gained a creative way to provide high 

quality care to their patients interactively. The concept of telemedicine emerged 

in the early 20th century but was initially limited for the last 30 to 40 years due to 

lack of communication facilities (only telephone conversation was possible). 

The concept of telemedicine has grown rapidly after the introduction of 

telecommunications and the internet [6].  
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Figure 2.2 First ever introduced concept of the radio doctor appeared in news in 1924 as 

a cover photo of a popular magazine of that time [6]. 

Long before the introduction of television, many creative people used to think 

about how doctors and patients could communicate over long distances 

through advanced technologies. An example of their imagination was the 

concept of the radio doctor that appeared the in news in 1924 as the cover 

photo of a popular magazine at that time, as depicted in Figure 2.2. One of the 
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early attempts to enhance health facility was the development of hospital 

information systems (HIS), which although short-term was formidable. In the 

US, the beginning was the development of the MEDINET project at General 

Electric, followed by work in other cities like Boston, Massachusetts and so on. 

Furthermore, a number of applications were developed in Massachusetts 

General Hospital (MGH) by Barnett and his group in the 1960-80 era. This was 

further followed in Warner at Latter Day Saints (LDS) Hospital (Salt Lake City, 

Utah), Kaiser Permanente (Oakland, California), Stanford University (Stanford, 

California) and at Lockheed (Sunnyvale, California) [6]. Afterwards, a new 

generation of distributed HIS began to emerge in the 1980s [6].  

In the late 1970s, with the advent of microprocessors and personal computers, 

a number of computer-based information management tools began to emerge 

as commercial products, thus the implications of personal computer (PC) in the 

application of patient care and clinical investigation was introduced [6].  

A particular role of CDSS is “diagnosis”, which is carried out as part of a 

medical process by physicians before choosing a therapy for a particular 

patient. It is a cognitive task, which incorporates patient assessment, disease 

diagnosis and management, as well as analysis of treatment results and 

monitoring of disease progression [6].  

2.3 Medical Image Analysis using CDSSs 

Early attempts to diagnose disease from medical image analysis using CDSS 

dates back to 1960 and were conducted by Lodwick et al. [8], Myers et al. [9] 

and Winsbarg et al. [10]. These studies were followed in the 1980s by the Kurt 
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Rossmann Laboratories for Radiologic Image Research in the Department of 

Radiology at the University of Chicago. The early research focused on the 

development of a picture archiving and communication system (PACS) [11]. 

The theory was extended for development of a system that would help 

radiologists in their daily work routines of reading images and diagnosing, which 

led to the concept of CDSS. Initially, the prime focus of the studies was 

diagnosis of breast cancer, cardiovascular disease and lung cancer. Fujita et al. 

[12] and Hoffmann et al. [13] focused on detection and quantitative analysis of 

lesions in vascular imaging. Giger et al. [14, 15] focused on detection of lung 

nodules in chest radiographs, while Chan et al. [16] explored mammograms for 

possible disease analysis [11]. 

By the mid-1980s, the basic structure of a CDSS for lung and breast cancer 

detection had been developed and applied at the Rossmann Laboratories. The 

system had a high false positive rate of, on average, 4 fp per mammogram for 

detecting clustered micro-calcifications, with a sensitivity of 85%. An observer 

performance study suggested that radiologists using CDSS performed better 

than those not using CDSS, and thus that CDSS systems could help improve 

diagnosis [11].  

Initial steps to introduce computer diagnosis in radiology were unsuccessful, as 

computers were less powerful, advanced image processing techniques did not 

yet exist, and digital images were not easily available [11]. Since then, the 

performance of CDSS systems has improved by orders of magnitude. Recent 

advances provide a new look at CDSS with more effective and efficient 

algorithms integrated into the clinical workflow [11]. 
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2.4 Survey on Techniques in CDSS Design 

CDSS depend on many techniques from the fields of medical image acquisition, 

image processing and pattern recognition, machine learning, data mining, 

statistics, signal processing for data collection, organisation and analysis as 

well as optimisation to enhance system performance. These techniques try to 

find a pattern in the data, which can help to build a descriptive model of the 

object of interest and diagnose any abnormalities in the dataset [11]. Machine 

learning methods can distinguish between malignant and benign cases, data 

mining enables the extraction of information patterns from quantitative data and 

aids the diagnosis of new cases, and data reduction is useful for feature 

selection.  

Medical image processing may be applied in three levels (Figure 2.3), which 

comprise the following steps: 

 Image acquisition/formation is the process of forming an image from an 

image-capturing device, which is analogous to digital conversion and 

sampling.  

 Pre-processing comprises of techniques, which help to better visualise 

objects in images with low resolution. Common methods include 

histogram transformations and filtering [17]. Filtering includes operations 

such as enhancement, de-blurring and image sharpening.  

 Segmentation partitions the image into segments by assigning labels to 

pixels in the image such that pixels with the same label share common 
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characteristics. Among the most common methods for image 

segmentation are classical region growers and clustering algorithms [17]. 

 Shape modelling is applied when necessary to describe the shape of an 

object in more detail. It is a more compact representation of an object in 

the image, also called image features. 

 Classification assigns abnormalities or diseases to a certain class based 

on the features selected from the image. 

Medical imaging techniques and modalities have evolved over time, requiring 

improved computer vision and machine learning techniques for handling novel 

modalities.  

 
Figure 2.3 Medical system diagnosis model [17]. 

2.4.1 Medical Imaging Acquisition/Formation 

It is a technology that is applied to attain images of human body [216]. Medical 

images of human organs, such as the heart, breast, lungs and brain, aid 

medical diagnosis in radiology, psychiatry, cardiology and internal medicine 
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[17]. This is a rapidly advancing field and has resulted in the improvement of 

image quality and computerised image analysis. When integrated with patients’ 

clinical information, it enriches the analysis of a case. These images come in 

different modalities, a few of which are listed and given in the table below.  

Table 2.1. Medical images and their applications [17]. 

Medical Image Modality Application 

X-rays Breast, lungs, bones 

γ-rays Brain, heart 

MRI (Medical Resonance 

Imaging) 

Soft tissues 

US (Ultra Sound) Foetus 

 

 X-rays 2.4.1.1

X-rays are two-dimensional images that result from the attenuation of x-rays in 

tissues, as depicted in Figure 2.4. 

 
Figure 2.4. Schematic representation of an x-ray [17]. 

 

X-ray source 
      Subject Detector 
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 Mammograms 2.4.1.2

X-rays of the breast are known as mammograms. Mammograms are offered as 

a regular breast-screening tool for women above the age of 40, as this has 

been shown to reduce the breast cancer mortality rate. In mammograms, signs 

of cancer are established by the presence of micro classifications (MCs) or 

masses. MCs are mostly associated with non-invasive in situ cancers, while 

masses are indicative of invasive malignancy [11]. 

The breast imaging-reporting and data system (BIRADS) describes masses, 

depending on their size, shape, margin and density, as [18]: 

1. Circumscribed masses (CIRC): These are the most commonly found 

abnormalities in mammograms. They are dense and have circumscribed 

margins, whereas malignant masses are greatly dense with irregular 

borders. 

2. Ill-defined masses (MISC): These masses have poor structure and are 

mostly malignant. Usually they are surrounded by fine tendrils. 

3. Speculated masses (SPIC): These masses have an irregular 

appearance with speculation. 

4. Calcification (CALC): These can be defined as benign or malignant, 

depending on their size, shape and distribution pattern. Their size may 

vary from minute to 3 mm in diameter. 

5. Architectural distortion (ARCH): These are speculated masses without a 

central dense mass. 
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Examples of these normalities from the Mammographic Image Analysis Society 

(MIAS) dataset [19] are shown in Figure 2.5. 

 

Figure 2.5. Samples of abnormalities in the MIAS database: (a) circumscribed mass 

(CIRC) mdb015, (b) ill-defined mass (MISC) mdb032, (c) speculated masses (SPIC) 

mdb145, (d) calcification (CALC) mdb241, and (e) architectural distortion (ARCH) 

mdb115.   

Breast cancer originates mostly in the ductal system, and initially appears as 

micro-calcifications in the docti or lobuli, in mammograms. Afterwards they 

become invasive and appear as masses. Detectable masses are in the range of 

0.5-2 cm in diameter, whereas diameters of less than 5 mm are hardly visible. 

Masses can be benign (round or oval with sharp boundaries) or malignant 

(irregular in shape with fuzzy boundaries). Detection of different types of 

abnormalities in mammograms is an active field of research. Various image 

processing techniques have been applied to distinguish among these masses 

[11]. 

Mammograms are produced in two projections (views): the craniocaudal (CC) 

and mediolateral oblique (MLO) projections. The breast is compressed 

diagonally, and x-rays run from the upper medial to lower lateral, with an 

average angle between these two views of 45 degrees. MLO views are 

considered better, as they show the upper outer quadrant and axilla more 

clearly, but CC views project the glandular disk more clearly. Masses appear 
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brighter than the tissue surrounding them, but are difficult to detect in cases 

where they are surrounded by dense tissues [11]. 

 Chest X-rays (radiographs) 2.4.1.3

Chest X-rays are used to diagnose the medical condition of the chest and 

nearby structures. Chest radiography is the result of an application of a 

radiation dose at the rate of 0.02 mSv (2 mrem) for the posterior-anterior and 

0.08 mSv (8 mrem) from a latero-lateral view [20]. A sample chest x-ray is given 

in Figure 2.6.  

 

Figure 2.6. Chest radiograph with common landmarks labelled [21]. 

 Magnetic Resonance Imaging (MRI) 2.4.1.4

MRI depicts the water molecules present in the tissues. These molecules are 

randomly oriented, but when exposed to a magnetic field they turn themselves 

in the direction of the field and spin at a particular angular frequency called 

Larmour [17]. Here, supplementary energy is produced by a radio frequency 



Clinical Decision Support Systems: State of the Art Systems and Methods  

23 | P a g e  

 

(RF) transmitter, tuned to the resonance frequency of water molecules 

producing short energy bursts. As a result, molecules align to the magnetic 

field. When returning to their original orientation, these molecules release 

energy as RF signals [17]. A schematic representation is given in Figure 2.7 

below. 

An MRI offers highly sensitive medical images specifically utilising dynamic 

limited contrast enhanced (DCE) acquisition, which enhances breast cancer 

detection and serves as imaging bio markers to guide clinical decision-making 

and avoid unnecessary biopsies.  

 

Figure 2.7. Schematic representation of MRI image acquisition. 

 TNM (Tumour, Node, Metastasis) system 2.4.1.4.1

Cancer stages in MRI are described using the TNM system, which is described 

below [22]: 

Magnetic Field 

RF Transmitter 

RF Receiver 
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 Tumour (T): ‘T’ accompanied by a letter or number (from 0-4) 

representing the size of the tumour.  

 Node (N): ‘N’ accompanied by a number, representing the expanding of 

lymph nodes. These lymph nodes may be located under the arm, around 

the collarbone and under the breastbone (regional lymph nodes). Lymph 

nodes that are expanded further away from these locations are called 

distant lymph nodes.  

 Metastasis (M): Where and how much of the tumour has spread to other 

parts of the body.  

Based on these systems, cancer stages are grouped as provided in the table 

below: 

Table 2.2. Cancer stages in MRI [22]. 

Stage 0 Tis N0 M0 

Stage IA T1 N0 M0 

Stage IB 

T0  N1mi M0 

T1 N1mi M0 

Stage IIA 

T0 N1 M0 

T1 N1 M0 

T2 N0 M0 

Stage IIB 

T2 N1 M0 

T3 N0 M0 

Stage IIIA 

T0 N2 M0 

T1 N2 M0 

T2 N2 M0 
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T3 N1 M0 

T3 N2 M0 

Stage IIIB 

T4 N0 M0 

T4 N1 

T4 N2 

Stage IIIC Any T N3 M0 

Stage IV Any T Any N M1 

2.4.2 Image Pre-processing Techniques 

Loss of information can result from the introduction of artefacts by components 

of the image-capturing device. It is important to identify and erase the outer 

effects of these artefacts, as they can hamper the diagnosis procedure [23]. 

Pre-processing of medical images includes image orientation, label and artefact 

removal, image enhancement and de-noising. Extensive research has been 

conducted to solve these issues. Some of the research may only focus on noise 

removal algorithms, while others will apply a method that will suppress noise 

and enhance image features simultaneously. Image enhancement techniques 

must keep a trade-off between local contrast and overall image intensity, since 

increasing image intensity may also increase noise. [23]. Some of the 

frequently used techniques for medical enhancements are discussed below. 

 Histogram Equalisation (HE) 2.4.2.1

This is a conventional technique to adjust image intensities, which applies a 

non-linear, monotonic mapping of intensity values of the pixels so that the 

transformed image has a uniform distribution of intensity values. Let I be the 

image with pixel intensity values ranging from 0 to L-1, where L is 256; then the 

probability of occurrence of intensity value rk can be written as [24]: 
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𝑝𝑟(𝑟𝑘) =
𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑝𝑖𝑥𝑒𝑙𝑠 𝑤𝑖𝑡ℎ 𝑖𝑛𝑡𝑒𝑛𝑠𝑖𝑡𝑦 𝑘

𝑡𝑜𝑡𝑎𝑙 𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑝𝑖𝑥𝑒𝑙𝑠 𝑖𝑛 𝑡ℎ𝑒 𝑖𝑚𝑎𝑔𝑒
 𝑘: 0 𝑡𝑜 𝐿 − 1 (2.1) 

The Cumulative Distribution Function corresponding to pr is given as: 

𝑐𝑑𝑓 (𝑘) = ∑ 𝑝𝑟(𝑟𝑘)
𝑘
𝑖=0  (2.2) 

Thus, the histogram equalisation acts as the image transformation so that the 

transformed image is obtained by mapping each pixel with intensity rk to 

corresponding level sk given as: 

𝑠𝑘 = (L − 1) ∗ 𝑐𝑑𝑓 (𝑘)  (2.3) 

This transformation is called histogram equalisation.  

 Contrast Limited Adaptive Histogram Equalisation (CLAHE) 2.4.2.2

CLAHE applies histogram equalisation (HE) to the sub-regions of an image by 

first dividing an image into contextual blocks (tiles). It then creates a histogram 

for each block using a specific number of bins and clips the histogram at a 

certain threshold. It maps each region according to the new histogram results. 

Finally, it interpolates gray-level mapping to reconstruct the final CLAHE image 

[25]. 

This approach is the most widely used technique for enhancing medical images 

and is based on histogram equalisation. 

 (HM-LCE) Histogram Modified Local Contrast Enhancement 2.4.2.3

Sundaram et al. proposed a modified histogram equalisation technique, named 

Histogram Modified Local Contrast Enhancement (HM-LCE) [26]. This 

technique allows control of the level of contrast to an image by tuning the value 
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of contrast parameter where, in case of classical HE, there is no such control 

provided. It controls the level of contrast such that the enhanced image 

histogram is uniformly distributed and the difference between the input and the 

enhanced image histogram is minimal. The method works in two stages: first it 

modifies the histogram using enhancement parameters, and then applies local 

contrast enhancement to the histogram’s modified image.  

 Local Contract Modification (LCM)_CLAHE 2.4.2.4

Shelda et al. suggested another variation of CLAHE in [209] for image 

enhancement. This technique first applies Local Contract Modification (LCM) to 

the image I given as: 

 T = E.
μ𝑀
σ

 (2.4)  

 𝐼ℎ = T ∗ (𝐼 − μ𝑚) + μ𝑚 (2.5)  

 

Where I and Ih are original and LCM enhance histogram images, respectively. 

μ𝑀 is the global mean, μ𝑀 and σ are the mean and standard deviation of local 

window of size m x m. Next it applies CLAHE to the modified image.  

 Unsharped Masking (UM) 2.4.2.5

It is a method that increases the contrast of an image, I, by using a blurring 

mask of the original image, given as: 

Iℎ𝑖
′  =  Ii + 𝑓𝑢(Ii − si (σ))  (2.6) 

Where Iℎ𝑖
′  is the processed pixel, 𝐼𝑖 is the original pixel at ith location, si (σ) is 

the smoothed image pixel value and fu is the function which determines level of 
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enhancement. Blurring is performed using Gaussian smoothing where the scale 

of smoothing function defines the limit of contrast enhancement. UM is capable 

of enhancing the high frequency component of an image, which is why it is 

specifically used for micro calcification enhancement. 

Siddharth et al. [27] proposed a modified UM scheme combined with nonlinear 

enhancement for mammogram images. It first segments the image in low-detail, 

medium-detail and high-detail regions corresponding to low, medium and high 

frequencies, respectively. Then it convolves the image as: 

 Iℎ𝑖
′ (x, y) = I(x, y) + β(x, y)g(x, y) (2.7) 

where Iℎ𝑖
′  is the final enhanced image, I(x, y) is the original image and g(x, y) 

is the output of the linear high pass filter at (x, y) location and β(x, y) is the 

constant parameter for this method, which can adopt a value within the range of 

(0-1). 

The image is simultaneously processed through UM and the nonlinear 

enhancement technique. After that both resultant images are linearly combined 

as single enhanced image. The method is useful to detect masses from the 

images since it enhances mass borders.  

 Adaptive Contrast Enhancement  2.4.2.6

 

Sundaram et al. [36] proposed an adaptive contrast enhancement 

technique for image enhancement. This technique first calculates the 

min/max/average intensities from the local window (of size m x n) of the image. 



Clinical Decision Support Systems: State of the Art Systems and Methods  

29 | P a g e  

 

The window size remains fixed for the entire image. The new adapted intensity 

values are then calculated using the conditional propagation scheme, given as: 

{
  
 

  
 
lminm,n = (1 − C) ∗ Iminm,n + C × Iminm−1,n         if lminm−1,n < lminm,n     

   

    lmaxm,n = (1 − C) ∗ lmaxm,n + C × lmaxm−1,n     if lmaxm−1,n < lmaxm,n
   

lavgm,n = (1 − C) ∗ lavgm,n + C × lavgm−1,n                                        𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒

 (2.10) 

Where C is the conductivity factor ranging from 0 to 1 and lavg is the local 

average map initialised by the original image values. lmin and lmax are local 

min/max maps. Next a transfer function is applied to stretch local image 

intensities. The transfer function is given as [36]: 

Iℎ = {
ω0 −√ω0

2 − I2                                                          if x ≤ ω0 

ω0 + √(255 − ω0)
2 − (255 − I)2    otherwise

 (2.11) 

Where I is the original input image range, ω0 is a fixed value and Ih is the range 

of output image.  

2.4.3 Segmentation Techniques 

Segmentation may be conducted manually, or it can be automatic via 

application of state of the art techniques. Here we present some of the popular 

medical image segmentation methods. Further detail and comparison is 

provided in chapter 3.  

 Thresholding 2.4.3.1

It is the simplest approach to segmentation in which one chooses a range of 

grey level values that represent an object to segment. The pixels in that range 
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are retained while the rest of them are set to zero. For quantitative image 

analysis, it is required that the threshold is chosen objectively, e.g. maximum 

pixel value in the image or some values based on image histogram analysis 

[42]. 

 Region Growing 2.4.3.2

The method starts with an interactive or automatic selection of the range of grey 

level values to represent a region or object of interest, then choosing the pixel 

to be part of a region of interest called the seed point. Consequently, an outline 

is automatically drawn around the set of pixels. 

The methods which rely on gray levels are subject to gray level inhomogeneity 

and the partial volume effect, meaning that some tissue may differ in their gray 

scale around the image or medical image pixel, while the voxel may be large 

and be comprised of more than one type of object, or there is a possibility that 

the image is blurred and the boundaries are not well defined [42].  

 Active Contours and Snakes 2.4.3.3

This is computational segmentation techniques based on complex 

mathematics, which involves using an outline or contour for representing the 

region of interest. The outline, initially, starts at a certain position and then 

calculation is performed to drive the contour towards points in the image, which 

satisfies predefined conditions based on known properties. The method 

requires understanding of the data and the selection of suitable parameter 

values. Additional conditions can be applied to develop contours around the 
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realistic shape. Among the most common variants of this method is the active 

shape model [42]. 

2.4.4 Shape Modelling and Pattern Recognition Techniques. 

Some of the pattern recognition techniques, which aim to extract useful texture 

and intensity information (features) from the image, are given below.  

 Geometric and Shape Features 2.4.4.1

Geometric and shape features are commonly used for detecting the malignancy 

of masses. They are comprised of the geometric and morphological aspects of 

the mass. There is a number of them but the most commonly used features are 

described in the Table 2.3. below: 

Table 2.3. Common shape features for masses/nodules in medical images. 

Measure Expression 

Mass area A A=|R| where R is the number of pixels inside the mass region. 

Perimeter P Number of pixels around the boundary of a mass. 

Compactness C It is a measure of mass contour complexity. The higher the 

compactness the rougher the mass contour is: 

 
𝐶 =

𝑃2

4𝜋𝐴
 

 (17) 

 

Normalised radial 

length 

Euclidean distance from mass centre to each boundary 

coordinates normalised by dividing it by maximum radial length. 

Minimum and 

maximum axis 

Shortest path connecting two points on a mass boundary but 

passing through centre is the minimum axis. The longest path 

connecting two points through a mass boundary is called the 

maximum axis. 

Eccentricity It is the length of region of interest (ROI) 
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Circularity It is a measure of similarity of the mass with respect to a circle. 

[43] 

Convexity Ratio of the perimeter of convex hull by perimeter of the original 

contour. [44]  

Dispersion Measure of irregularity of the mass. [43] 

Equivalent diameter Diameter of the circle which has the same area as ROI. [44] 

Solidity A measure of how convex or concave the mass is. [44] 

Other measures are roughness, orientation, statistical mean, variance and 

moments of the ROI. Delogu et al. [45] extracted 16 different shape features, 

such as the mass perimeter, mass circularity, mean of the normalised radial 

length etc., from segmented masses and studied the different combinations of 

these features. The features were further selected using Feature Discriminating 

Power and Linear Correlation Interplay techniques and fed to a Multi-Layer 

Perceptron Neural Network for classification. The method achieved a 

classification accuracy of 97.8%. 

 Texture Features 2.4.4.2

Image texture is a set of matrices, used to define the spatial arrangement of 

colour and intensities inside an image [46]. There are multiple approaches that 

can define texture features. Some common approaches are structural and 

statistical feature extraction techniques, as described below. 

 Grey-level first-order statistics (GLFOS) 2.4.4.2.1

These features are calculated considering individual pixel values, giving no 

weight to neighbourhood pixels. These features are the analysis of grey level 

distribution in the image I calculated as [47]: 
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 𝑀𝑖𝑛𝑢𝑚𝑢𝑚 𝐼𝑛𝑡𝑒𝑛𝑠𝑖𝑡𝑦 𝐼𝑚𝑖𝑛 = 𝑀𝑖𝑛{𝐼(𝑥, 𝑦)} (2.18) 

 

 𝑀𝑎𝑥𝑖𝑚𝑢𝑚 𝐼𝑛𝑡𝑒𝑛𝑠𝑖𝑡𝑦 𝐼𝑚𝑎𝑥 = 𝑀𝑎𝑥{𝐼(𝑥, 𝑦)} (2.19) 

 
𝑆𝑡𝑎𝑛𝑑𝑎𝑟𝑑 𝐷𝑒𝑣𝑖𝑎𝑡𝑖𝑜𝑛 𝜎 =

1

𝑚𝑛 − 1
∑ ∑(𝐼(𝑥, 𝑦) − 𝑀𝑒𝑎𝑛)2

𝑛−1

𝑦=0

𝑚−1

𝑥=0

 

(2.20) 

 Where 𝑀𝑒𝑎𝑛 =
1

𝑚𝑛
∑ ∑ (𝐼(𝑥, 𝑦))𝑛−1

𝑦=0
𝑚−1
𝑥=0  (2.21) 

 𝑆𝑡𝑎𝑛𝑑𝑎𝑟𝑑 𝐷𝑒𝑣𝑖𝑎𝑡𝑖𝑜𝑛 = √𝜎 (2.22) 

 
𝑆𝑘𝑒𝑤𝑛𝑒𝑠𝑠 =

1

𝑚𝑛(𝜎3)
∑ ∑(𝐼(𝑥, 𝑦) − 𝑀𝑒𝑎𝑛)3

𝑛−1

𝑦=0

𝑚−1

𝑥=0

 

(2.23) 

 
𝐾𝑢𝑟𝑡𝑜𝑠𝑖𝑠 =

1

𝑚𝑛 − 1(𝜎4)
∑ ∑(𝐼(𝑥, 𝑦) − 𝑀𝑒𝑎𝑛)4

𝑛−1

𝑦=0

𝑚−1

𝑥=0

 

(2.24) 

 𝑀𝑜𝑑𝑖𝑓𝑖𝑒𝑑 𝑆𝑡𝑎𝑛𝑑𝑎𝑟𝑑 𝐷𝑒𝑣𝑖𝑎𝑡𝑖𝑜𝑛

= √

1

𝑚𝑛 − 1
∑ ∑(𝐼(𝑥, 𝑦) − 𝑀𝑒𝑎𝑛)2

𝑛−1

𝑦=0

𝑚−1

𝑥=0

𝑃(𝐼(𝑖, 𝑗))
 

(2.25) 

 
𝑀𝑜𝑑𝑖𝑓𝑖𝑒𝑑 𝑆𝑘𝑒𝑤 =

1

𝑚𝑛(𝜎3)
∑ ∑(𝐼(𝑥, 𝑦) − 𝑀𝑒𝑎𝑛)3

𝑛−1

𝑦=0

𝑚−1

𝑥=0

 

(2.26) 

 Grey Level Co-Occurrence Matrix (GLCM) 2.4.4.2.2

One of the common statistical approaches is the Grey Level Co-Occurrence 

Matrix (GLCM). It extracts second order statistical features from the image. 

GLCM is a matrix with number of rows and columns equal to the grey levels G 

in the image. The matrix elements P(i, j| Δx, Δy) are the measure of the relative 

frequency with which two pixels at the distance (Δx, Δy) from each other appear 

within a neighbourhood. Here i, j denotes the intensities of the pixels. The 

elements of the GLCM matrix can also be represented as P(i,j|d, θ); the 
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element suggests statistical probability that there is a change in grey level 

between ith and jth at a particular distance d and at an angle θ[47].  

 Laws Texture Energy Measure 2.4.4.2.3

This approach to extract features applies local masks convolution kernels to the 

image. A set of nine 5X5 convolution masks are used to compute texture 

energy. The result is stored in a vector of 9 numbers for each pixel in the image 

[49].  

Karahaliou et al. [50] found that the texture properties of the area surrounding 

the micro-calcification were significant when detecting malignancies in 

mammograms. This approach considered features such as the Grey-Level First 

order statistics, Grey Level Co-occurrence Matrices and Laws Texture Energy 

Measures, which were extracted from the Surrounding Tissue of Regions Of 

Interest (ST-ROI). A redundant Discrete Wavelet Transform (DWT) was then 

applied to the image, and the wavelet coefficients’ first order statistics and co-

occurrence matrices for ST-ROI were then used as features. This combination 

of features resulted in an Az performance of 0.9989.  

 Multi-resolution Image Analysis 2.4.4.3

It is a powerful tool to analyse images which are comprised of a broad range of 

algorithms. Multi-resolution methods are of great interest to researchers in 

image processing, analysis, biological and other fields. Some of them are briefly 

described below. 
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 Wavelet Features 2.4.4.3.1

The wavelet transform is used to detect features which may have been left 

undetected in other domains[ [51][217]. Cristiane et al. applied Daubechies’ 

wavelets transform [53] to two-dimensional images by first decomposing the 

image into four levels, as demonstrated by Mallat [52]. This decomposition was 

the result of convolving the image with low and high pass wavelet band filters. 

These set of resultant coefficients at each level are given as: 

 Low level frequency coefficients 𝐴2
𝑑𝑗
𝑓 

 Vertical high level frequency coefficients 𝐷2
1𝑗
𝑓 

 Horizontal high level frequency coefficients 𝐷2
2𝑗
𝑓 

 High frequency coefficients in both directions 𝐷2
3𝑗
𝑓 

After the decomposition, only low level frequency coefficients 𝐴2
𝑑𝑗
𝑓 were fed to 

the classifier since they demonstrated the capability to enhance classification 

accuracy among multiple abnormality types as well as to detect abnormal cases 

in mammograms.  

 Curvelets 2.4.4.3.2

Curvelets were proposed by Candes and Donoho [54] as generalisations of 

wavelet transform. These are employed to represent images at different scales 

and angles. They represent a curve as a superposition of functions of various 

lengths and widths by obeying the scaling parabolic law as 𝑤𝑖𝑑𝑡ℎ ≅ 𝑙𝑒𝑛𝑔𝑡ℎ2. 

They represent edges and curves more efficiently compared to wavelets [54]. 
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Eltoukhy et al. [55] applied curvelet transform to ROI to convert images to multi-

scale decomposition levels. Further, a number of the largest coefficients were 

selected at each scale and combined as a feature vector. These features 

perform well to distinguish among different classes of abnormalities. The 

abnormality classes are micro-calcification, speculated mass, circumscribed 

mass, ill-defined mass (misclassified), architectural distortion, asymmetry and 

normal tissues. The accuracy achieved was 98.59%. 

 Contourlet 2.4.4.3.3

Do and Vetterli proposed contourlet transform in 2002, as an extension of the 

curvelet transform, to detect curves and to provide direction and anisotropy 

[56]. Contourlet transform can depict image contours efficiently using a 

minimum number of coefficients.  

In the case of contourlet transform, multi-scale decomposition is performed 

using a Laplacian pyramid; further, a directional filter bank is applied to perform 

directional decomposition. It is suitable for applications which involve more 

contours [56].  

2.4.5 Classification Techniques 

Machine learning plays an important role in CDSS for clinical data analysis. 

Modern medicine relies on medical images, which contain complex patterns 

that are not easy to detect or discriminate by the naked eye. There is thus a 

need for a learning paradigm that can understand the useful information in the 

image, interpret it and help make decisions on the basis of this information. 

Medical images come in different modalities, and there is an increasing need to 
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understand, analyse and manipulate these different modalities; thus, the 

importance of machine learning is growing day by day.  

Machine learning systems can change their behaviours based on their 

experiences. They extract a general model from the dataset and use training 

data to elucidate patterns within the dataset. The dataset can be in the form of 

a one-dimensional record or two- or three-dimensional image (either a region of 

interest or the entire image). Machine learning methods can be used in multiple 

stages of a CDSS, depending on the learning paradigm. Differences come from 

the information available in the training data and the nature of the model that 

needs to be extracted from the dataset [57]. In supervised learning techniques, 

the data takes the form of input instances and corresponding labels. If these 

labels are discrete, the learning is called a classification problem, while if they 

are continuous, it is considered a regression task [57]. If the training data does 

not have labels attached, the learning is unsupervised [57]. If some instances 

have labels while others do not, the unlabelled data cannot be discarded due to 

possible useful information attached to it, and the learning must be semi-

supervised [57]. Active learning occurs when unlabelled data instances are 

actively queried by the user [57]. In general, a machine learning algorithm is 

applied to the training set multiple times to depict the model, which requires a 

great deal of computer memory. An online learning algorithm retains the 

training data in memory for a limited period of time, reducing memory usage 

[57]. Machine learning integrates techniques from a range of fields, including 

statistics, bio-medicine and pattern recognition [57].  
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 Support Vector Machine (SVM)  2.4.5.1

SVM proposed by Vapnik [58] is a supervised learning classification technique 

with high generalisation capability. Given a two-class problem 

(normal/abnormal class) cancer detection, it takes a set of features as input 

data and predicts to which possible class each feature vector belongs. For 

feature vectors of training set (of size K) as 𝑈 = ∑ 𝑢𝑖
𝐾
𝑖=1 , the SVM classifier 

draws a hyper plane, which separates them into two distinct classes: abnormal 

(class label being 1) and normal (class label being 0). The hyper plane is given 

as below:  

𝑔(𝑈) = 𝑤𝑇𝑈 + 𝑤0 = 0 (2.28) 

Here, w is a normal vector to the hyper plane. SVM is first trained to generate a 

model that can assign a specific class to a new unknown feature vector. In case 

features are not linearly separable, they are transformed to higher dimensional 

space using some kernel methods. We selected polynomial kernel for this 

purpose, which is given below. 

 Linear Kernel 2.4.5.1.1

The linear kernel is given as follows: 

𝑘(𝑈, 𝑈,) = 𝑈𝑇𝑈, + 𝑐 (2.29) 

Where c is the optimal constant. 

 Polynomial Kernel 2.4.5.1.2

The polynomial kernel with degree d can be written as: 

𝑘(𝑈, 𝑈,) = (𝛾𝑈𝑇𝑈, + 𝑐)𝑑 (2.30) 
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Where c is the adjustable constant and d is the degree of the polynomial. 

 Gaussian, Radial Basis Function (RBF) Kernel 2.4.5.1.3

𝑘(𝑈, 𝑈,) = 𝑒𝑥𝑝(−𝛾‖𝑈 − 𝑈,‖2)   𝛾 > 0  (2.31) 

Where γ is a positive parameter to control the radius.  

 Hyperbolic Tangent (Sigmoid) Kernel or Multi-Layer Perceptron (MLP) 2.4.5.1.4

It was originally derived from neural networks as: 

𝑘(𝑈, 𝑈,) = 𝑡𝑎𝑛ℎ(𝛾𝑈𝑇𝑈, + 𝑐)  𝛾 > 0 (2.32) 

Where γ and c are adjustable constants. 

 Echo State Networks (ESN) 2.4.5.2

Echo State Networks are supervised learning Recurrent Neural Networks 

where hidden layers are sparsely connected (almost 1% connectivity). In this 

network, connectivity and weights are randomly assigned and fixed [59]. 

ESN works by first generating a large, fixed size reservoir of RNN from input 

signals, which further generates a nonlinear response signal. The output signal 

is produced as a linear combination of these response signals [59]. An ESN 

with K input network units         TK nunununu ,,, 21  , L internal units 

        TL nxnxnxnx ,,, 21   and K output units         TK nynynyny ,,, 21  with 

activation of the units at a time step n can be modelled as seen in Figure 2.8. 
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Figure 2.8. Basic ESN architecture. Dashed lines are optional connections [8]. 

The units within ESN are connected through real valued connection weights 

given as [8]: For input units of size L x K 

 in
ijw

in
W   (2.33)

For internal units: L X L matrix 

 ijwW   (2.34) 

For output units: K X (K+L+K) matrix 









 out

ij
woutW  (2.35)

For connection projected back to internal units: L X K matrix is given as: 









 back

ij
wbackW

 (2.36)

Through the learning process of ESN the activation of the internal units are 

updated as: 

        nyWnWxnuWfnx backin  11  (2.37)

 

  
 

 

 

 

 

 

K input units L internal units K output units 

Reservoir 



Clinical Decision Support Systems: State of the Art Systems and Methods  

41 | P a g e  

 

Where f = (f1…… . . fL) is internal unit output function {mostly a sigmoid function 

tanh} at time step n. The output is calculated as: 

        





  nynxnuoutWoutfny ,1,11  (2.38)

Where 𝑓𝑜𝑢𝑡 = (𝑓1
𝑜𝑢𝑡………𝑓𝐾

𝑜𝑢𝑡) are output functions and are combinations of 

input, internal and previous output vectors at time step n. [8] 

 Extreme Learning Machine (ELM) 2.4.5.3

The ELM was initially suggested as a single-hidden-layer feed-forward neural 

network (SLFN) in which there was a hidden layer feature (mapping tuning is 

optional). In the ELM, the hidden layer neurons are randomly generated and 

are independent of one another as well as of the training dataset [25]. Given the 

K training samples(𝑢𝑖, 𝑦𝑖)𝑖=1
𝑘 ∈ 𝑅𝑁 × 𝑅1, the output of an ELM, with �̃� hidden 

nodes, can be written as follows: 

𝑦𝑖 = ∑ 𝛽𝑗ℎ𝑗(𝑢𝑖) 
�̃�
𝑗=1 = ∑ 𝛽𝑗ℎ (𝑢𝑖;  𝑎𝑗 , 𝑏𝑗) 

�̃�
𝑗=1 (2.39)

Where 𝑎𝑗 ∈ [𝑎1, 𝑎2… . . , 𝑎𝑛]
𝑇 and bj are learning parameters for the jth hidden 

neuron, and 𝛽𝑗 ∈ [𝛽1, …… , 𝛽�̃� ]
𝑇is the weight vector between the hidden and 

output layer; ℎ (𝑢𝑖;  𝑎𝑗, 𝑏𝑗) is the activation function, which can be a non-linear 

piecewise continuous function, e.g. Sigmoid, Fourier, Hardlimit, Gaussian and 

Multiquadratics. ELM structure can be depicted as in Figure 2.9 as below. 
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Figure 2.9. Extreme Learning Machine [24]. 

2.5 CDSS Evaluation Methods 

The aforementioned algorithms must be evaluated for performance, as limited 

data availability makes correct segmentation or classification difficult [81]. 

Evaluation methods include hold-out sampling, bootstrap sampling, cross 

validation and leave-one-out [1].  

In hold-out sampling, the data is divided into a training and test set (generally 

following 2/3 and 1/3 ratios, respectively). The algorithm is trained on the 

training set, then applied to the test set for prediction. These predicted values 

are then compared to the real output values to calculate the accuracy [81]. In 

cross-validation, the dataset is divided into several subsets of approximately 

equal size, the algorithm is applied to these subsets iteratively with the 

accuracy calculated for each, then the accuracy is averaged over all the 

subsets. An extension to cross-validation, the leave-one-out method, splits the 

(aj,bj) 
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data into n subsets, with n being the size of the original dataset. The algorithm 

is trained and tested in n iterations when, in each iteration, n-1 instances are 

used as part of training and the remaining instance is used for testing. 

Bootstrapping takes n random instances from the dataset of size n for training, 

and the remaining ones are used for testing [81]. These methods are discussed 

in detail in chapter 3. 

2.6 The Role of CDSS in Patient Management 

It is expected that the role of CDSS will expand from providing a second opinion 

to the radiologist to carrying out the primary analysis of patient data. By joining 

medical images with other relevant information from a patient’s history, a CDSS 

can help to assess a patient’s condition. Tools from the Quantitative Imaging 

Biomarkers Alliance (QIBA) are effective novel tools that help with clinical 

decision-making and patient management by combining the efforts of 

researchers in the CDSS field and quantitative imaging systems. These 

systems will help to extract information about morphology, function, molecular 

structure and other characteristics in images of different modalities [1]. 

2.7 The Role of CDSS in Prognostic Tasks 

The main task of CDSS is being extended from discriminating among malignant 

or benign cases to prognostic estimation, which comprises a diagnosis of 

different cancer types as well as their stages. Joined with clinical information, 

this can help to determine the next step in patient management via 

computational analysis of histo-pathological data, DNA array autoradiographs 

and the morphological structure of tumours [1]. 
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2.8 Framework for Development of CDSS 

Designing a CDSS requires several steps. At first, data is collected in the form 

of clinical information and medical images. Then, the data is pre-processed to 

erase artefacts, so that relevant features can be extracted from this pre-

processed dataset. Clustering or classification of the features is then carried out 

based on similarity measures, and finally, the classification is interpreted with 

respect to the problem of interest. 

In the following chapter, the overall framework for designing CDSS applications 

is presented, where the recent methods applied in each step are discussed with 

respect to their potential merits and demerits.  
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Chapter 3 - The Conventional Framework for 
Development of Clinical Decision Support System 
(CDSS) Applications 

In the previous chapter, a number of recent techniques for developing CDSSs 

have been highlighted. We extended this research further to develop a novel 

general framework which employs state of the art machine learning, image 

processing as well as optimization techniques to enhance the performance of 

CDSSs.  

In this chapter, the conventional framework for developing CDSSs is discussed 

which has the ability to analyse the most widely used medical datasets. 

Although the proposed framework is being developed keeping in view the 

medical dataset analysis specifically, it is general enough to be adapted to the 

needs of data analysis from different domains of science.  

Section 3.2 describes the general framework which consists of acquiring the 

dataset in the beginning (section 3.2.1) which is followed by pre-processing 

(section 3.2.2) as it is vital for medical images to be analysed. After pre-

processing, features are extracted (from medical images) (discussed in section 

3.2.3) and next a set of important features are selected (section3.2.4) for further 

classification model development (section 3.2.5). 

Overall system performance can be authenticated by the implication of different 

evaluation techniques discussed in section 3.2.6.4. Further statistical analysis 

may be applied to compare the performance of two or more CDSSs’ 

performance (section 3.2.7). Finally, section 3.3 summarizes the overall system 

with the conclusion and discussion.  
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3.1 The Framework for CDSS Design 

The overall proposed framework can be depicted as in Fig 3.1 below: 

 

Figure 3.1. Overall framework for designing CDSS. 
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3.1.1 Dataset 

A typical dataset is a collection of a number of separate elements where each 

one comprises inputs as independent variables (representation of variation in 

dataset used to make predications) and dependent variables as output (whose 

variation has to be studied) [76].  

Our research and experiments on medical diagnosis encompasses the 

benchmarked datasets retrieved from the internet. These datasets include UCL 

datasets such as PIMA and BUPA [77], as well as MIAS [78] and INbreast [79] 

mammograms and chest radiograph images [80]. We further extended our 

experiments to volumetric medical images and so applied the proposed 

framework to the three-dimensional (3D) MRI dataset from the cancer atlas for 

a breast cancer TCGA-BRCA dataset provided by the cancer imaging archive 

(TCIA) – the Frederick National Laboratory for Cancer Research [81]. The UCL 

datasets do not require pre-processing but medical images must be processed 

before they can be used for classification tasks. The detail of these datasets is 

available in the coming chapters where each experiment conducted has been 

elaborated.  

3.1.2 Pre-processing 

Medical images acquired from various sources differ in their modalities. Some 

of the images are acquired in digital form, while others are acquired as 

analogue images which are later digitized. In the case of three-dimensional 

datasets, an image consists of a series of sub-images as slices and each pixel 

is called a voxel [42]. These images vary in their resolution. Taking into account 
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these differences, one needs to develop a system which can work on any 

digitized medical image. These medical images require fine tuning before they 

are used for analysis purposes. This pre-processing consists of image 

normalization and enhancement modules. 

 Image Normalization 3.1.2.1

Image normalization is a process to interpolate the medical images to a fixed 

intensity and resolution range. Since mostly 0.2 mm pixels or larger are used in 

studies of medical images, the intensity range of 12 bit/pixel is considered 

appropriate [11]. 

In the case of mammograms, the breast is compressed, thus causing breast 

thickness to decrease. All this develops a high gradient in image intensity and 

can lead to inaccurate system performance. It is necessary to correct this 

introduced gradient factor by enhancing the image intensities [11]. Let Io be the 

original image then after normalization image, I is given as: 

𝐼 = (𝐼0 −𝑀𝑖𝑛)
𝑛𝑒𝑤𝑀𝑎𝑥−𝑛𝑒𝑤𝑀𝑖𝑛

𝑀𝑎𝑥−𝑀𝑖𝑛
+ 𝑛𝑒𝑤𝑀𝑖𝑛 (3.1) 

Where the original image I0 has intensity range (Min, Max) and the new image I 

has intensity range (newMin, newMax) [24]. 

 Image Enhancement 3.1.2.2

Image enhancement is applied to improve image quality by brightening and 

sharpening its details, removing noise or increasing the contrast. The 

improvement attained is subjective but quantitative measures like image to 

noise ratio or receiver operating characteristics (ROC) may be applied to 

calculate enhancement [42].  



The Conventional Framework for Development of Clinical Decision Support 

System (CDSS) Applications 

49 | P a g e  

 

Image enhancement is categorized as spatial domain filtering and frequency 

domain filtering. Spatial domain refers to all pixels an image is composed of. 

Spatial domain filtering methods are applied to the pixels directly. The process 

can be expressed as: 

𝐼ℎ(𝑥, 𝑦) = 𝑇[𝐼(𝑥, 𝑦)]  (3.2) 

Where I(x, y) is the input image, 𝐼ℎ(x, y) is the processed image, and T is an 

operator on I defined over some neighbourhood of (x, y) [82]. 

 Spatial Domain Filter 3.1.2.2.1

This is a neighbourhood filter operation where the value of a certain pixel is 

changed by computation that involves the values of the pixel and its 

neighbourhood [42]. These filters are further categorized as rank filters and 

convolution filters.  

 Rank Filtering 3.1.2.2.2

In rank filtering algorithms, the neighbourhood pixels are arranged in ascending 

order in a list, and then the new value of the pixel of interest is the required 

value at the rank position in the list of neighbourhood pixels. The most popular 

ranks are median, maximum or minimum. The median filter replaces all the 

pixel values in the neighbourhood by the median value in the ranked list, which 

helps remove noise without blurring. In the case of minimum and maximum 

filters, each pixel value is replaced by the smallest or largest value in the 

neighbourhood [42]. A more recent and complex rank filtering method, adaptive 

contrast enhancement techniques, is discussed in section 2.4.2.7.  
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 Convolution Filtering 3.1.2.2.3

In the case of convolution filtering, a square kernel is defined around the pixel 

of interest, where each location in the kernel is assigned a numerical value 

(weight), and the pixel at the centre is replaced by a weighted sum of the values 

around it. The kernel is moved around the entire image [42]. The most common 

technique is the Gaussian filter, which is a non-uniform kernel method in which 

the coefficients are samples from a two-dimensional Gaussian function.  

 Hybrid Filter 3.1.2.2.4

A hybrid filter applies both rank filtering and convolution filtering to the image. 

The most common example is unsharp mask (section 2.4.2.5) which enhances 

the image by subtracting the weighted copy of the smoothed version of the 

image from the original image. The other example is fuzzy rule based image 

filtering, discussed in section 2.4.2.6 [42].  

 Frequency Domain Filtering 3.1.2.2.5

These methods transform an image into the frequency domain by application of 

multi resolution algorithms (e.g. wavelet transform, discussed in section 

2.4.2.8). Further in the frequency domain, the frequencies of interest are 

emphasized or de-emphasized. For sharpening the image, high frequencies are 

emphasized while for noise reduction low frequencies are de-emphasized. The 

enhancement operations are generally performed by multiplication of the 

frequency coefficients by certain weights, and then the enhanced image is 

obtained by application of the inverse transformation upon the transformed 

image [24]. 
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 Histogram Processing 3.1.2.2.6

Histograms form the basis of numerous spatial domain image processing 

techniques. This is the plot of the rate of occurrence (frequency) of each grey-

level from 0 (black) to 255 (white) [24]. Histogram-based image enhancement is 

an effective and popular technique in medical imaging.  

The basic technique in histogram equalization (HE) dispenses pixel values 

uniformly so that the enhanced image has a linear cumulative histogram. There 

are multiple adaptive HE-based techniques suggested in literature and these 

are discussed in sections 2.4.2.1-4.  

 Comparison of Image Enhancement Techniques 3.1.2.2.7

The following table summarizes the merits and demerits of difference 

enhancement techniques for mammograms with an aim to find out the best 

technique to be incorporated as part of our developed CDSSs which are 

discussed in the next two chapters.  

Table 3.1. Merits and demerits of difference enhancement techniques for mammograms. 

 Technique Advantages Disadvantages 

Histogram Processing HE 

Simple and straightforward and fast 

invertible operator. 

Good for bright and dark areas in 

medical images. Intensity values are 

effectively spread out. 

Increases background noise. 

Can produce undesirable 

effects for low colour depth 

images. 

CLAHE 

Performs better than HE. 

Reduces noise, edge-showing effect. 

No noise enhancement since pixel 

Fails to preserve some local 

information. 
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intensity limit is user selectable. 

Specially developed for medical 

imaging. 

HM-CLAHE 

Provides strong contrast 

enhancement while preserving local 

information. 

 

Rank Filtering UM 

Very simple method, a powerful tool 

to sharpen the edges of the objects 

even in the presence of noise. 

Considers the human visual system 

response while enhancing the image. 

Contrast in darker area 

enhanced more than contrast 

in lighter area. 

Also enhances the noise and 

digitized effects. 

NLUM 

Suppresses the background noise as 

compared to UM, reduces the noise 

sensitivity of UM algorithm. 

 

Hybrid Filtering Good for detecting micro 

calcifications. 

Can manage ambiguity and 

vagueness efficiently. It smoothes 

noise while preserving important 

image details like edges, visually 

better result. 

Less effective for images with 

diverse features [83]. 

Frequency Domain 

Filtering 

 

Makes barely seen features obvious 

[83]. 

It represents both frequency and time 

domain information. Image is 

converted into different sub bands, 

where each sub band can be 

handled effectively. Noise in the high 

frequency sub band can easily be 

smoothed. 

May increase false positive 

rate. [83] 

Some of the other image enhancement techniques found in literature will be 

reviewed as part of our future research endeavours as we have time and space 

constraints. It is also common to apply a combination of techniques to improve 

medical images.  
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3.1.3 Image segmentation 

This is partitioning images into non-overlapping regions so that they are 

homogenous in certain respects, like intensity, texture, shape etc. If I is an 

image, then segmentation is a process of determining image subsets Sk⊂ I so 

that their union is the whole image I, and their intersection is an empty set [84]. 

Image segmentation techniques fall into three major categories as described 

below. 

 Manual segmentation  3.1.3.1

This is the most common technique in which some image processing tools are 

used to trace boundary of the region of interest (ROI) which is mostly an object 

like mass, lesion or an organ like a breast, kidney etc. It involves an expert to 

outline the object boundary. State of the art segmentation tools which help in 

drawing the outline around the region of interest (organ or abnormality) or 

completing the open contour around them are 3D Slicer [86], ImageJ [87], ITK-

SNAP [85], etc. 

Clear instructions are required to define object boundaries of anatomical 

features [42] lest this technique may lead to erroneous results and be time-

consuming. 

 Semi-Automatic and Automatic Segmentation 3.1.3.2

Semi-automatic and automatic techniques involve human intervention to 

perform segmentation. A number of methods in this category are described in 

section 2.4.3, including thresholding, region growing and active contours and 

snakes.  
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 Mathematical Morphology 3.1.3.3

It is a set of techniques used to analyse the spatial structure of shapes, using 

set theory, integral geometry and lattice algebra [218]. Morphological 

operations are mostly performed using basic erosion and dilation. These 

techniques are also applied to refine the resultant binary image after 

segmentation. It helps to remove noise and create an outline of the objects in 

the image [42].  

It was initially suggested by Matheron and Serra, in 1964, for enhancing 

petrography and mineralogy. The first experiments were forthe  analysis of 

binary images, by the application of simple set operations of translation, union 

intersection and so on [218].  

 Comparison of Image Segmentation Techniques 3.1.3.4

A comparative analysis of these techniques with their merits and demerits is 

given in the table which is followed by the discussion. 

Table 3.2. Merits and demerits of different segmentation techniques for medical images. 

Technique Name Merits Demerits 

Manual 

segmentation 

It is more accurate as it is 

easy to ensure the segment 

boundary manually.  

Time-consuming method and results may not be 

scientifically reproducible [90]. 

Thresholding It is a simple and fast 

algorithm with minimum 

computational cost [89].  

Sensitive to noise, choosing an inappropriate 

value may lead to over or under segmentation. It 

can cause misleading edge detection [89]. 

Region Growing Provides better results 

compared to other 

segmentation techniques as 

it is initialized with an inner 

point as a seed to grow to 

outer regions [89]. 

Incorrect choice of seed may lead to inappropriate 

segmentation and seed selection is manual. 

Similarly, stopping criteria selection is a tedious 

job [89]. 
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Active Contours 

and Snakes 

Focuses on refining the 

boundary of the objects and 

thus generates closed 

contours [88].  

Computationally expensive technique, which 

demands setting up multiples [88]. 

Segmentation, in the case of medical images, can be categorized as organ 

segmentation or abnormal region of interest (ROI) segmentation [91]. In the 

case of organ segmentation, it partitions the image into breast region and 

background region. It helps limit the search for abnormalities to a limited area in 

the image. Sometimes the technique is preceded by pectoral muscle removal 

(in the case of mammography) [91].  

In the case of ROI segmentation, only the region of possible abnormality is 

segmented out of the whole mammogram. This segmentation can be manual, 

in which case information provided by radiologists is used to crop out the 

abnormal region. In the case of automatic segmentation, algorithms have to 

detect the abnormal region and crop accordingly.  

Both techniques use almost similar algorithms for segmentation. We applied 

manual segmentation to crop the region of interest from mammogram images 

as well as from chest radiographs and breast MRIs. Detailed study of different 

segmentation techniques and their comparison is part of our future plan. 

3.1.4 Feature Extraction  

Feature extraction is an essential step for medical image analysis which is 

performed after the pre-processing stage. Human beings can derive a story 

from a picture based on the background knowledge that they have. Similarly, a 

computer can extract semantic knowledge from an image and build a model for 
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it. It is a process to retrieve highly significant information from a raw image so 

that extracted information defines the object of interest uniquely and precisely 

[92].  

Feature extraction can be applied as a global, block-based, or region-based 

technique. These features represent the relevant shape in the image pattern so 

that it can be used to classify this pattern. It is also considered a form of 

dimensionality reduction, where the aim is to extract most relevant information 

from the original image and thus transform the information into feature vectors 

which are a reduced representation of the image pattern of interest. These 

features can be categorized as discussed below [92]. 

 Statistical Features  3.1.4.1

These features are the result of applying statistical analysis of pixel distribution 

within the image. Grey-level first-order statistics (GLFOS) and grey level co-

occurrence matrix (GLCM) are the example statistical features discussed in 

section 2.4.4.2. They are simple and high speed techniques applied to extract 

useful feature information from medical images.  

 Global Transformation and Series Expansion Features  3.1.4.2

These features are extracted by first transforming the image into a linear 

combination of a simple series of well-defined functions. The coefficients of 

such a linear combination are compact encoding known as series expansion. 

These features are invariant to translation and rotation operation upon the 

image. Most common are Fourier series, wavelets, Harr transform and soon, 

discussed in chapter 2. 
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 Geometrical and Topological Features 3.1.4.3

These features encode knowledge about geometry of the object in the image 

and are developed by putting together geometric elements like points, lines, 

curves or surfaces. These features include corner, edge, ridges, blobs etc. The 

shape features discussed in section 2.4.4.1 come under this category.  

 Discussion 3.1.4.4

Transformation of the image into these feature sets helps in classification and 

recognition of ROI in medical images [92]. Intensive research is performed to 

develop newer techniques and methods that would help extraction of resilient 

features from medical images and so help improve the CDSS diagnosis 

system. These state of the art methods are discussed in chapter 2. 

Some authors combined different types of features to see their impact on CDSS 

diagnosis performance. Rafayah et al. [94] and F. Moayedi et al. [95] & [96] 

experimented with three types of texture features. The first set of features 

corresponds to the maxima, mean, standard deviation, energy, entropy and 

skewness parameters for 4th level contourlet transform; second is a set of 

geometric features consisting of area, orientation, and centre of mass and the 

third comprises energy, correlation, inertia, entropy, inverse difference moment, 

sum average, sum of variance, sum entropy, difference average, variance, 

difference entropy, and information measure of correlation, extracted from co-

occurrence matrix as a feature set. These features were fed to different types of 

classifiers and ultimately reached accuracy of 96% maximum. F. Moayedi et al. 

[97] used shape and texture features extracted from the region of interest to 

discriminate between malignant and benign cases. It selected eccentricity, 
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circularity, compactness, circular disproportion and circular density from shape 

features. For texture features Reply’s K function [98] and Moran and Geary’s 

Index have been used [99]. The results were computed using ROC whose 

value fell below 0.90. 

Wang et al. [100] extracted features after applying daubechies-6 and 

daubechies-12 wavelet transform on the image. The features investigated 

include: 

1. Intensity Features: contrast, invariant moment, mean grey and gradient 

of ROIs, standard derivation inside ROIs, higher order moments of ROIs, 

mean gradient of ROI’s boundary. 

2. Geometric Features: circularity, compactness, sphericity, Fourier 

descriptor 

3. Texture Features: laws texture, co-occurrence matrix texture,  

4. Wavelet transform texture 

The system reached the accuracy of 90.6% and reduction in false positive rate 

of 3.6 marks/images. 

 Wang et al. [102] used different combinations of important features extracted 

from curvilinear and grey level co-occurrence matrix (16 texture features), 

Gabor features and statistical features extracted from Quincunx wavelet 

transform (from first 4 decomposition images at even levels) and fed them to 

structured SVM. Domínguez and Nandi [103] used multiple shape features to 
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discriminate among different types of masses and reached sensitivity of 80%. 

Eltoukhy et al. [104] classified malignant and benign masses using SVM for 

features selected from the ROI. The feature set included curvilinear, texture, 

Gabor and multi resolution features. Performance was measured using ROC 

and reached 0.97 with the maximum accuracy of 91.4%. Rashed et al. [105] 

experimented with different wavelet transforms to analyse their ability to 

discriminate among different classes of abnormalities such as clusters, 

speculated lesions, circumscribed masses, and ill-defined lesions. Moussa et 

al. [106] used wavelet (Daubechies) coefficients as feature vectors. This 

approach first extracted the horizontal, vertical and diagonal detailed 

coefficients from the image decomposition via Daubechies wavelets. It then 

normalized the coefficients and calculated the energy for each feature vector. 

These features were further reduced depending on the level of energy required 

and further used for classification purposes. Eltoukhy et al. [107] decomposed 

the ROI into 4 levels using wavelet functions Daubechies, Symlet and Bi-

orthogonal. It also applied curvelet transform to decompose ROI into 4 levels. 

Next it selected the 100 largest coefficients at each decomposition level and 

combined them into a feature vector of 400 coefficient length. This feature 

vector is used to classify among benign, malignant and normal cases as well as 

for classification among different types of abnormalities available in the MIAS 

dataset. The result turned out to be promising. Sakka et al. [108] & Yang et al. 

[109] experimented with different families of wavelets at different levels of 

decomposition and compared their results. According to their results 

Daubechies at level 4 decomposition work best. Wajid et al. the LESH feature 
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extraction technique (chapter 4) in conjunction with SVM to detect malignancy 

as well as to distinguish between various types of malignancies in mammogram 

images [210]. The technique was further extended to an experiment with an 

ESN classifier for mammogram images [211]. An application of the LESH 

feature extraction technique combined with SVM, ESN and ELM classifiers was 

employed on chest radiographs to distinguish between lungs with and without 

nodules as well as to make a distinction between normal and abnormal lung 

nodules [214]. 

Different feature extraction techniques have their specific capabilities to 

highlight important aspects of information within the images. In general shape 

features are mostly used to analyse masses. Texture features are used for both 

masses and micro calcification detection and the same is the case with multi 

resolution features. It is important to note that for micro calcification, multi 

resolution features perform better than any other feature extraction technique. 

Wavelet features also turned out to be excellent in discriminating among 

different types of abnormalities in mammograms. Other feature extraction 

methods  found in literature are intensity, morphological, grey level and 

temporal features, etc. We applied the LESH feature extraction technique, 

which is described in chapter 4. It turned out to be more resilient as compared 

to other state of the art feature extraction techniques, as is evident from the 

results in chapter 4. 
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3.1.5 Feature Selection 

The quality of features is important for better classification results. Studies have 

shown that high separate potential is possible with few feature sets. Feature 

selection is critical to the whole process of developing an efficient CDSS, which 

consists of detecting the relevant features and discarding the irrelevant 

features. 

Lippman declared that: “Features should contain information required to 

distinguish between classes, be insensitive to irrelevant variability in the input, 

and also be limited in number, to permit efficient computation of discriminant 

functions and to limit the amount of training data required” [110].  

This is the process of selecting the most informative features from the current 

feature set. Extracted features may contain redundant and irrelevant 

information which can hinder the predictor performance and increase 

computational cost [111].  

In the presence of a large number of features, classification algorithm may 

over-fit, which will result in performance degeneration. To avoid the curse of 

dimensionality, dimensionality reduction has been applied which is to choose a 

small subset of relevant features from the original feature set based on certain 

evaluation criteria. The criteria may be accuracy of the classifier, low 

computational cost and so on [112]. 

Feature selection helps to: 

 Improve prediction performance of the predictor/classifier. 
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 Provide cost effective classifier 

 Provide better understanding of the process to generate data 

Feature Selection techniques broadly fall into 3 categories as given below 

[112].  

 Filter Model 3.1.5.1

This selects features based on general characteristics of the data with no data 

mining technique involved. The data characteristics can be correlation 

coefficients, entropy measure etc. Some of the example algorithms are Iterative 

Search Margin Based Algorithm (Simba), and Greedy Feature Flip Algorithm 

(G-flip) [113]. These are faster methods with better generalization capability as 

they are independent of any induction algorithm [114].  

 Wrapper Model 3.1.5.2

This uses predefined data mining algorithms and performance for feature 

selection. Some of the common examples are forward and backward selection 

method. 

 Embedded Model 3.1.5.3

To overcome the shortcomings of the two above-mentioned methods (listed in 

Table 3.3 below), the embedded model was proposed, which incorporates 

some statistical criteria into select candidate features. Secondly, it chooses the 

subset of the features with highest classification accuracy. Hence, this method 

achieves accuracy and efficiency of both models thus achieving feature 

selection and model fitting simultaneously [115]. 
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Other techniques are statistical t-test based feature selection [117], Genetic 

Algorithm [72], Heuristic Reduct Algorithm [118] and so on. 

We experimented with the feature selection technique suggested by [119]. In 

this technique they selected a set of the largest coefficients among the 

available wavelet coefficients and compared the performance of their selection 

of coefficients. We applied this technique for wavelet and LESH features and 

got promising results. Our future endeavours include detailed study of other 

feature selection techniques. 

 Comparison of the Feature Selection Techniques  3.1.5.4

Table 3.3. Merits and demerits of different feature selection techniques. 

Technique Name Merits Demerits 

Filter Model Easily scalable to high-dimensional 

datasets.  

Simple and fast computational 

hazards. 

Independent of the classification 

algorithms [114]. 

They give the least consideration to 

interaction with a classifier. 

They are univariate methods, meaning 

each feature is considered separately, and 

dependency between features is not 

considered [114].  

 

Wrapper Model It takes into account the relationship 

between feature subset and model 

selection. 

Gives weight to features’ 

interdependencies. 

 

The technique is prone to over-fitting. 

It has high computational cost. 

 

Embedded Model It considers interaction with the 

classification model. 

It has lower computational cost 

compare to wrapper model 

wrapper methods. 

It is specific to a given learning algorithm. 
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3.1.6 Classification Model Selection 

Automated classification of medical images is an increasingly important tool for 

physicians in their daily activity. It includes two tasks: investigation of the 

relationship between image features and the object classes and selection of 

image feature set which helps to distinguish unambiguously between object 

classes with the least effort and minimum error. Even with the best available 

feature set, separation of objects into classes of interest is not possible. 

Sometimes transition from one class to the other is gradual, in that case we 

cannot find well-separated classes in feature space, even if we select the 

optimal feature set. There is a pressing need to select an appropriate model for 

classification which depends on the current dataset as well as on the classifiers 

which have been applied.  

 Hyper parameter Optimization for Classification  3.1.6.1

Given a machine learning classifier, we aim to maximize its classification 

performance using optimization techniques. This goal is accomplished by 

searching for the optimum values of the hyper-parameters in a given search 

space (model selection). We studied the methods of enhancing the 

performance of CDSS by optimising classification performance using start of 

the art optimisation techniques. The objective function in this can be any of the 

classification performance measures, naming performance accuracy, receiver 

operating characteristic (ROC), Area Under ROC (AUROC), sensitivity, 

specificity etc.  
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Given a machine learning classifier A, we aimed to find a function f that can 

maximise the classification performance P(D;f) for a dataset D = {(u1, y1), . . . 

,(un, yn)} using some optimisation techniques. This algorithm says A maps the 

dataset D(train) (a selected sample from D) to a function f, through optimising 

training criterion, with respect to a parameter set θ. Further, these algorithms 

comprise some values for their performance boost called hyper-parameters λ, 

as when chosen appropriately for learning upon a dataset becomes Aλ. So that 

𝑓 = Aλ (𝐷
(𝑡𝑟𝑎𝑖𝑛)) provides us with best results. Choosing an appropriate value 

of λ is significant to improve classification performance. The problem of finding 

out the best values of this λ hyper-parameter is called hyper-parameter 

optimisation. Here we studied the optimisation of this performance via hyper-

parameter optimisation, which is of practical importance to machine learning 

classification [60]. We can write this optimisation problem as: 

λ(∗) = 𝑎𝑟𝑔max
λ ∈ Ʌ

𝑃 [(𝐷; Aλ (𝐷
(𝑡𝑟𝑎𝑖𝑛))]  (3.3) 

The goal of obtaining generalisation performance P is that the algorithm A can 

be achieved via application of cross validation. This technique splits a given 

dataset D into disjoint sets D(train) and D(Valid) and classification performance is 

calculated as a mean of all the performances P applied on validation sets D(Valid) 

so that the problem is transformed into:  

λ(∗) = 𝑎𝑟𝑔max
λ ∈ Ʌ

𝑚𝑒𝑎𝑛𝑑∊𝐷(𝑣𝑎𝑙𝑖𝑑)𝑃 [(𝑑; Aλ (𝐷
(𝑡𝑟𝑎𝑖𝑛)))  (3.4) 

Where Aλ is trained on 𝐷(𝑡𝑟𝑎𝑖𝑛) and evaluated on (𝐷(𝑣𝑎𝑙𝑖𝑑)) when class 

validation is applied to split dataset into disjoint training and validation sets [60]. 
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Many algorithms have been suggested in the literature to find optimum values 

of the hyper-parameters in order to optimise the machine learning classifiers. 

These algorithms address the problem of optimisation by solving: 

λ(∗) ≡ 𝑎𝑟𝑔max
λ ∈ Ʌ

Ψ(λ) 

≈ argmaxλ ∈{λ(1)……{λ(𝑆)}Ψ(λ) ≡ λ̂ (3.5) 

The above equation expresses the hyper-parameter optimisation with respect 

to response function, Ψ(also called response surface) [60]. 

In the case of different optimisation techniques, learning algorithms and 

datasets; Ʌ 𝑎𝑛𝑑 𝛹 will be different. So the aim of the learning algorithm is to find 

the optimum value of λ from among S trial points {λ
(1)
…… λ

(𝑆)
} drawn from the 

search space Ʌ by evaluating Ψ(λ) for each of them and then return the value of 

λ
(𝑖)

that works the best as λ̂. [60] 

We summarised some well-known hyper-parameter optimisation techniques 

below. 

 Manual Search 3.1.6.2

The straightforward technique for tuning hyper-parameters is the manual 

search. In case of manual searching, knowledge about a problem is used to 

identify the region in a search space Ʌ which is more promising to develop an 

intuition to choose certain values of S hyper-parameters as λ = {λ(1) …… λ(𝑆)}. 

This search method provides better insight into the surface function Ψ and 

there are no technical overheads involved [60].  
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 Grid Search 3.1.6.3

A traditional method for optimisation is grid search, which is an exhaustive 

search through the manually selected subset of hyper-parameter search pace 

Ʌ. This search is guided by the performance metric, which is calculated via 

cross-validation on training dataset. If a learning algorithm A has S hyper-

parameters λ = {λ(1)…… λ(𝑆)}  (to find the optimum value of) and each one of 

these is adopted among a set K of selected values {𝐿𝑖
1……𝐿𝑖

𝐾} , i:1..S, then a set 

of trials will be formed by combining every possible combination of these values 

giving 𝑇 = ∏ |𝐿(𝑘)|𝐾
𝑘=1  elements for trails. This makes grid search suffer from 

curse of dimensionality [61]. The grid search works better in the case of low 

dimensional spaces, like one- or two-dimensional spaces, and provides better 

results than manual searching [60].  

 Random Search 3.1.6.4

Random search is considered better than and grid searching [60]. It identifies 

the promising region in the search space by first gaining basic knowledge of the 

problem domain. Further, it independently draws values for trial set 

{λ(1)……{λ(𝑆)} by randomly choosing a combination of values from the range of 

each hyper-parameter value. This method is simple, and easy to implement 

trivial to parallelism [60], but also employs a big advantage of efficiency in high-

dimensional search space because function Ψ has low effective dimensionality 

here (if a function can be approximated by the other function in low-dimension 

space, it has low effective-dimensionality).  
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The Grid search number of wasted trials is exponential (curse of 

dimensionality), which turned out to be irrelevant for a particular dataset. But 

random search thrives at low effective dimensionality, so it searches within the 

relevant dimensionalities [60]. 

 Bayesian Optimisation  3.1.6.5

It is derivative-free technique used for the global optimisation of noisy black-box 

functions. When applied to hyper-parameter optimisation, it first constructs a 

probability model M of λ(∗) by evaluating it and by considering prior information 

about the dataset. This model is used to select subsequent configuration of λ 

using the acquisition function 𝑎𝑀: Ʌ → 𝑅. This acquisition function quantifies 

knowledge about λ by calculating a predictive distribution of model M at 

arbitrary configuration of λ ∈  Ʌ. The function is maximised over Ʌ to find the 

next value of λ to be evaluated. There are different acquisition functions in 

research, like the Sequential Model-based Algorithm Configuration (SMAC) [62, 

63], SPEARMINT [64], Tree Parzen Estimator (TPE) [65] and so on.  

Other than these basic optimisation techniques, there have been heuristic 

optimisation algorithms suggested in the literature and we will discuss some of 

them here. 

 Particle Swamp Optimisation (PSO) 3.1.6.6

PSO is a population-based stochastic global optimisation technique based on 

biological systems (social systems), which is the study of the collective 

behaviour of individuals interacting with their environment and each other 

(swamp intelligence) [66]. It assumes the scenario that social interaction 
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produces information which evolves over time and distance and thus helps to 

provide solutions to certain problems [67]. 

PSO has been designed in keeping with the new concept of artificial life (A-life) 

imitations of bird flocking, fish schooling and swamp theory. It is also related to 

the concept of evolution theory [68].  

Kennedy et al. simulated the search pattern of a bird flock searching for food in 

a given area. Assuming food is available at a random location in an area, not all 

birds know its whereabouts, so they get closer to the food during each iteration 

by following the bird which is nearest to the food. In PSO, each single solution 

is considered as a bird called a particle in search space. All particles have their 

fitness value (evaluated by the fitness function that needs to be optimised) and 

have velocities which directs their flight. These particles fly through the search 

space by following optimum particles [68].  

 PSO Based hyper-parameter Optimisation 3.1.6.6.1

Solving the problem of hyper-parameter optimisation using PSO aims to find 

the optimum value of λ from the search space Ʌ, by choosing S trial points 

{λ
(1)
……{λ

(𝑆)
}, which are drawn according to swamp optimisation technique and 

then return the value of λ
(𝑖)
 that works the best as λ̂. [60] 

Taking each λ
(𝑖) as a particle in PSO, its fitness value is the classification 

performance P. Each λ
(𝑖)

 keeps a record of its previous position at best fitness 

value given as pbest in the global search space. Another best fitness value 

position is tracked by the swamp optimiser, which is obtained by any particle in 
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the search space nbest. When a particle takes its whole search space as its 

topological neighbour, its best position becomes global optimum gbest. Each 

particle moves in the direction of its best solution (position) and ultimately 

particles discover the best solution (position) in the swamp. Each particle 

updates its own velocity and position in each iteration as:  

𝑣 = 𝑤𝑣 + 𝑐1 × 𝑟1 × (𝑝𝑏𝑒𝑠𝑡 − 𝜆) + 𝑐2 × 𝑟2 × (𝑔𝑏𝑒𝑠𝑡 − 𝜆) (3.6) 

𝜆 = 𝜆 + 𝑣 (3.7) 

Where w is the inertia coefficient introduced by Shi and Eberhart [69]. It 

remains in the interval [0, 1] and balances the global exploration and local 

exploitation; c1 and c2 are learning rates; r1 and r2 are random numbers in the 

interval [0, 1], v is within the interval [−𝑣𝑚𝑎𝑥, 𝑣𝑚𝑎𝑥] and vmax is a designated 

maximum velocity. The search terminates according to the criteria of the max 

number of iterations or designated value of the fitness reached [70, 71]. 

 Multi-Objective Genetic Algorithm (MOGA) 3.1.6.7

Multi-Objective Optimisation (MOO) is the application of optimisation to 

problems having more than one objective function to be optimised 

simultaneously, e.g. when we have to compromise between maximising the 

comfort of a car while minimising its cost. These problems do not have a single 

solution and there is a need to optimise each objective function simultaneously 

while keeping a trade-off between them. There are many possible pareto-

optimal solutions (where one of the objective functions cannot be improved 

without degrading the performance of any other objective function) for such 

problems where all of them are considered equally good. Converting such 

problems to single objective optimisation is an important research field. Many 
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methods are presented to convert multi-objective problems to single objective 

optimisation, one of which is called scalarisation. Evolution-based MOGA is 

most popular among them and is presented here.  

In the case of MOGA, it has both objective and fitness function. Objective 

function is the optimisation condition of GA (feature of the problem domain) 

whereas fitness function is the measure of quality of a particular solution of 

satisfying that condition and assigning a corresponding real-value to that 

solution [75].  

 MOGA as Optimiser 3.1.6.7.1

MOGA is based on the concept of pareto-dominance, which quantifies a 

relationship between two chromosomes. Given in a population of chromosomes 

of hyper-parameters, if λ
(𝑖) is dominatin λ

(𝑗)
, that means fitness of λ

(𝑖) is better 

than fitness of λ
(𝑗) for all objectives or, at least for one of objective, λ

(𝑖) is strictly 

better than λ
(𝑗)

. 

Implementing a pareto-based fitness assignment, MOGA was suggested by 

Fonseca and Fleming [76]. All individuals of the GA population are ranked 

according to the number of chromosomes in the current population, by which it 

is dominated, e.g. if a certain hyper parameter λ
(𝑖) from the population at a 

certain generation t is dominated by pi (t) individuals then rank is given as: 

𝑟𝑎𝑛𝑘(λ(𝑖) , 𝑡) = 1 + 𝑝𝑖
(𝑡)

 (3.8) 

The algorithm is given as: 



The Conventional Framework for Development of Clinical Decision Support 

System (CDSS) Applications 

72 | P a g e  

 

 

Figure 3.2. MOGA for optimisation. 

Step 1: Apply binary or real-value encoding of hyper-parameters 

Step 2: Generate initial population randomly as solutions for a certain 

problem.  

Step 3: Calculate the objective values of chromosomes in the population 

and record the pareto-optimal solutions.  

Step 4: Calculate objective values. In this case, the objective function 

𝑓(λ(𝑖)) is a combination of sub-objective functions. Given a chromosome 
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λ
(𝑖)

 with two sub objective functions then the overall objective function is 

represented as follows: 

    𝑓(λ(𝑖)) = 𝑓1(λ
(𝑖)) + 𝑓2(λ

(𝑖))  (3.9) 

Where 𝑓1(λ
(𝑖)) = performance and 𝑓2(λ

(𝑖)) = time complexity 

Step 5: Evaluate fitness as: 

𝑓𝑖𝑡𝑛𝑒𝑠𝑠 (λ(𝑖)) 𝑓 (λ(𝑖))  (3.10) 

Step 6: Reproduce chromosomes using a standard selection method.  

Step 7: Apply crossover.  

Step 8: Apply mutation. 

Step 9: Apply elite strategy: The elite strategy retains the top k solutions in 

order to keep quality solutions in each generation. 

Step 10: Replace the new population generated with the previous one.  

Step 11: Search for the pareto optimal solutions in the new population and 

update the old pareto optimal solutions with new ones. 

Step 12: If the number of generations equals the pre-specified number then 

stop, otherwise go to step 4. 

Other well-known methods in the literature for hyper-parameter optimisation are 

gradient-based method [77], ant colony optimisation [78], simulated annealing 

[79] and Covariance Matrix Adaptation Evolution Strategy (CMA-ES) 

evolutionary algorithm [80] etc., which were not studied due to time constraints. 
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 Evolutionary Strategy (ES) 3.1.6.8

Evolutionary strategy is a global optimization technique based on the theory of 

natural evaluation. It belongs to the field of evolutionary computation, and is 

self-adaption in nature, based on the mutation-selection theory given as (µ, λ)-

ES [219]. 

ES was first introduced by Rechenberg [220-221] and further modified and 

presented by Schwefel [222-223] where its first numerical experiment was 

performed by Hartmann [224]. ES turned out to be good at providing 

approximate solutions, even in cases of complicated optimization problems 

[219].  

Rechenberg introduced the concept of convergence velocity in (1 + 1)-ES, as a 

scenario where mutation-selection was performed to produce one offspring in 

each generation by using Gaussian N(0,1) mutation. He further extended his 

theory to (µ + 1)-ES which entails multiple members, where multiple offspring 

was produced and then better generation was selected over the worst parents. 

A further extension was (µ+λ)-ES which performs as multiple parents versus 

multiple offspring [219]. 

 Evolution Strategy for Hyper-Parameter Optimization 3.1.6.8.1

Given a learning algorithm A for classification, ES is applied to find the best 

hyper-parameter value of λ, as λ̂, so that equation (3.5) holds true for λ taken 

from search space Ʌ which consists of S trial points {λ(1)……{λ(S)}. ES 

performs the search using the three basic operations given below:  
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1. Mutation: It is the basic operation which introduces genetic variation 

among the population space.  Although it is adapted and based on the 

problem at hand, it is conventionally performed by adding Gaussian-

distribution-based random numbers to the search space given as: 

λ
(𝑖)𝑛+1

= λ
(𝑖)𝑛

+𝑁(0, 𝜎𝑖
𝑛
) (3.11) 

Where σi  is the strategy operator which represents mutation step size and n is 

the generation number.  

𝜎(𝑖)
𝑛+1

= 𝜎(𝑖)
𝑛
exp (τ.N(0,1)   (3.12) 

Here τ represents the learning rate of the self-adaptation speed. 

2. Recombination: Recombination is a process of combining the 

information of µ number of parents to produce offspring. In the case of 

ES, recombination can either be discrete or intermediate. Discrete 

recombination combines randomly selected components of the µ parent 

to produce offspring. Whereas intermediate recombination gives each of 

the µ parents equal participation in the reproduction of the next 

generation offspring. Each offspring is taken as an average of the parent 

vectors [225].  

3. Selection: It is performed to select the best candidate for the next 

generation. There are different selection operations in ES. The selection 

(µ, λ) operator only takes λ offspring, while (µ+λ) operator selects better 

candidates from both offspring as well as parent vectors [225].  
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 Comparative analysis of optimization techniques 3.1.6.8.2

The hyper parameter optimization techniques span from conventional methods 

like manual, grid and random search to heuristic algorithms like GA, ES, PSO 

and so on. All of these methods have their merits and demerits. Overall, we 

provide a summarized comparison below: 

Table 3.4. Merits and demerits of different optimization techniques. 

Optimization 

Technique 

Merits Demerits 

Manual Search  No technical overhead involved 

and provides better insight into 

response function.  

Cannot reproduce results, which 

is necessary for scientific 

research. 

Grid Search It provides better results than 

manual search and is reliable 

for low dimensional spaces.  

Suffers from curse of 

dimensionality. 

Random Search Better than manual search as 

well as grid search with respect 

to time complexity. 

Simple, easy to implement 

trivial to parallelism 

Efficient in high-dimensional 

search space as response 

function has low effective 

dimensionality. 

Bayesian Optimization Faster than random and grid 

search (especially in higher 

dimensions). 

Incorporates proper 

mathematical justification [121]. 

 

There is a high chance of fall in 

local minimum (exploitation). 

Particle Swamp 

Optimization 

Computationally efficient as 

compared to other population- 

based algorithms.  

Easy to implement and few 

parameters to adjust [120]. 

 

The method easily suffers from 

partial optimism [120]. 

Multi-objective genetic 

algorithm 

Solves complex multi-objective 

problems. 

Low speed, perfect-optimization 

not guaranteed. 
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Evolutionary Strategy It exhibits self-adaptation 

search capability; hence is 

faster to converge.   

Evolutionary Strategy has 

individuals as a real number 

vector and is suitable for an 

application which deals with 

floating point values. 

The machine learning classifiers are parameterized by a set of hyper 

parameters, which are used to configure various aspects of the classifier and 

have varying effect on the resulting model performance. The search for the best 

hyper-parameter values is a formidable optimization task (also called model 

selection).  

Researchers have studied the impact of applying different optimization 

techniques to enhance machine learning classifiers performance. We consider 

starting with the basic manual search technique that manually examines a 

given set of hyper-parameter values for a possible solution. Next is the grid 

search, which explores each possible combination of hyper-parameter values 

for a potential solution. Although the grid search does not suffer from the 

demerits of a manual search (i.e., the manual search cannot reproduce its 

results scientifically), the grid search suffers from the curse of dimensionality. 

To overcome the weakness of the grid search, a random search was introduced 

by James et al. [60]. A random search arbitrarily chooses the elements from the 

given search space by selecting only those hyper-parameter dimensions that 

are effective.  

Further research has extended the above results to discover the ability of 

heuristic search algorithms for a classifier’s hyper-parameter optimization 
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(model selection). Among these possibilities is Particle Swamp Optimization 

(PSO), which is a stochastic global optimization technique that is based on 

biological systems (social systems) and involves the study of collective 

behaviour of individuals who are interacting with their environment and one 

another (swamp intelligence) [124]. This approach assumes the scenario that 

social interaction produces information that evolves over time and distances 

and, thus, helps to provide solutions to certain problems [125]. Kennedy et al. 

transformed this behaviour into a mathematical form and applied it successfully 

to optimization problems. In the list are evolutionary algorithm (EA) namely, 

genetic algorithms (GA) and multi-objective genetic algorithms (ES). These 

algorithms are based on the natural phenomena of adaptation and genetics in 

biological systems and how these phenomena can be imported to computer 

systems. Other well-known methods in the literature for hyper-parameter 

optimization are gradient-based methods [126], ant colony optimization [127], 

simulated annealing [128], and the covariance matrix adaptation evolution 

strategy (CMA-ES) evolutionary algorithm; these methods are not covered here 

due to space constraints. 

Researchers have applied the following methods successfully to enhance the 

performance of machine learning classifiers. Hsu et al. applied a grid search to 

building a model for the SVM, with different kernels, to optimize the 

classification performance and reported a noticeable improvement in the 

classification performance [21]. James et al. applied random search to improve 

neural networks [129]. Imbault et al. applied genetic algorithms and simulated 

annealing techniques to optimize the hyper-parameters of an RBF kernel-based 
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SVM and proved that both of these techniques generate similar enhancement. 

Han et al. improved the ELM performance by optimizing the input weights and 

hidden biases using PSO selection [130], while Cho et al. applied the Bacterial 

Foraging Algorithm for the same purpose [131]. In the case of ESN, these 

methods work by tuning specific ESN parameters such as the reservoir size, 

input, reservoir and output weight scale, the sparsity of the weight matrices, and 

the leaking rate [132]. Sebastián Basterrech et al. applied the Particle Swamp 

Optimization (PSO) to find the optimum initial hidden weights for the ESN 

model [133]. They tested their algorithm on three-time series datasets (Sante 

Fe Laser, NARMA, Internet Traffic) for solving prediction problems. Krause et 

al. applied a ES to obtain an optimum ESN solution for an application to 

multiple motor-pattern learning [134]. Their application worked by tuning the 

ESN parameters: weight scale; sparsity ratio and reservoir size. Jiang et al. 

applied the CMA-ES evolutionary algorithm to optimize the ESN parameters 

[135]. The method was tested on the classic double-pole-balancing control 

problem. Their approach replaced gradient-based quadratic optimization (used 

in Jaeger’s classical ESN algorithm to output the weights) with evolutionary 

algorithms. Han et al. proposed fast subspace decomposition (FSD) of an echo 

state network (FSDESN) as a new model of an ESN that extracts a subspace 

from the reservoir to remove the collinear components [136]. The method 

combines fast FSD with ESN to optimize the performance; it was tested on two 

multivariate chaotic benchmark tasks: prediction of the Henon Map and 

prediction of the Lorenz System. Devert et al. used an adaptive evolutionary 

methodology to optimize the weights of the network, using an artificial 
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embryogenic, and applied it to benchmark the disc and half-disc problems 

[137]. Yuan et al. applied GA and Particle Swamp Optimization (PSO) to select 

the best parameters and a suitable population size for SVM [138], whereas 

İlhan et al. applied GAs for enhancing the SVM performance by optimizing its 

parameters as well as selecting a subset of features [56]. Huang et al. 

proposed an optimized version of SVM, called Sparse Support Vector 

Classification (SSVC), which enhances the testing speed of the classifier by 

minimizing the number of required support vectors. It was accomplished by 

setting the value of irrelevant parameters to zero [139] in a Bayesian setting. 

 Classification  3.1.6.9

Classification is an integral part of many decision-making systems for 

prediction, forecasting, diagnosis and pattern recognition [141]. It is a procedure 

to assign a class/label (from among the predefined classes) to new cases in a 

dataset on the basis of the information that is incorporated into its feature set. A 

good classifier is judged by its accuracy, speed, comprehensibility, time to learn 

and avoidance of over-fitting [28]. In the literatures, there have been many 

famous proposals for constructing classifiers in machine learning; these 

proposals include generative models, neural networks, and discriminative 

models.   

 Probabilistic and Statistical Models 3.1.6.9.1

Probabilistic and statistical models incorporate regression analysis, discriminant 

analysis, time series analysis, and principal component analysis, among many 

other methods. The most famous probabilistic models, Bayesian models, are 

based on the probabilistic Bayesian framework, which calculates the probability 
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of a sample belonging to a certain class given the data and prior assumptions. 

An example is the Naïve Bayes (NB) classifier, which assumes independence 

between features [11]. 

 Bio-inspired Algorithms 3.1.6.9.2

Several machine learning algorithms are inspired by biology. Neural networks 

imitate the human nervous system by representing information as nodes that 

are connected by weighted links (synapses). The learning algorithm adjusts the 

weights in the neural network so that it can predict the class of unseen 

examples correctly [11]. Neural networks are distinguished by their architecture, 

such as back-propagation or feed-forward. The most famous neural networks 

are self-organising maps [142] and Hopfield networks [143]. Due to their 

predictive power, they are used for classification and clustering problems [11].  

 Evolution-based methods 3.1.6.9.3

Evolution-based methods are inspired by the Darwinian theory of evolution and 

include genetic algorithms and genetic programming. Other systems based on 

natural processes include artificial immune systems [145] and ant-colony 

optimization [144]. 

 Symbolic learning and rule-induction methods 3.1.6.9.4

Symbolic learning and rule-induction methods represent a model as a set of 

rules and can be further categorized as learning by role, by being told, by 

analogy, by example, and by discovery. Algorithms include decision-tree 

induction, the ID 3 decision tree building algorithm, C 4.5, CART, and logic 

programming [146]. These algorithms search for the attributes that are best 
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suitable for dividing the dataset into classes by minimising the entropy, or 

information uncertainty. After classification, the results are represented as 

decision trees or production rules. 

 Analytic learning and fuzzy logic Models 3.1.6.9.5

Analytic learning and fuzzy logic represent knowledge as logical rules and 

perform reasoning on them. Advanced representation of these rules has been 

developed as fuzzy systems and fuzzy logics. These systems do not rely on 

binary assignments of 0 (false) or 1 (true), as in Boolean logic, but rather permit 

the full range of real values between 0 (completely false) and 1 (completely 

true), to make approximate reasoning [146]. 

 Instance-based methods 3.1.6.9.6

Instance-based methods do not extract a model, but instead use the full training 

dataset to classify new samples. Methods such as KNN (k-nearest neighbours), 

weighted regression, and case-based reasoning come under this category 

[146]. Finally, kernel methods characterize each sample using a kernel function, 

which maps the samples from original space to high-dimensional feature space. 

Support vector machines (SVMs) are the most prominent. 

 Comparison of Classification Techniques 3.1.6.9.7

A brief comparison of machine learning techniques is provided in the table 

below.  

Table 3.5. Merits and demerits of different classification techniques. 

Technique Name Merits Demerits 

Probabilistic and Computational time for Less accurate 
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statistical 

model[147] 

training is minimal. compared to other 

classifiers. 

Neural Network 

Based 

Classification 

Inherently parallel which 

can be used to speed up 

the computational process 

via parallel processing 

[147]. 

Requires long learning 

time. 

Symbolic learning 

and rule-induction 

methods 

 

Simple and fast. 

Easy to understand. 

Long training time. 

Instance-based 

methods 

 

The most robust and 

accurate methods among 

all well-known 

classifiers[147]. 

Large storage 

requirements. 

 

 

Classification plays an important role in improving the accuracy of the CADSSs. 

Researchers experimented with various classifiers. J.C. Fu [101] compared 

performance of two classifiers, General Regression Neural Network (GRNN) 

and Support Vector Machine (SVM) for detection of micro calcifications in 

mammogram images. It used texture features in the spectral and spatial 

domain. The results reported were 97% for SVM and 96% for GRNN. Wang et 

al. [100] used intensity, geometric and texture features to distinguish 

abnormalities from normal cases. The classification was performed using SVM 

and Relevance Feedback SVM (RF-SVM). The results reported were sensitivity 

within the range of 85.9%-90.6% and false-positive fall to 3.6 per image. F. 

Moayedi et al. [97] applied Support Vector Machine based Fuzzy Neural 

Network (SVFNN) as the classifier. F. Moayedi et al. [96] experimented with 

weighted SVM and Successive Enhancement Learning (SEL) weighted SVM 

for classification. The accuracy of the classifiers turned out to be within the 
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range of 0.73-0.86 for weighted SVM and 0.85-0.96 for SEL weighted SVM 

[101]. Wang et al. [102] introduced the Structured SVM (s-SVM) classifier for 

diagnosis of malignant cases. Eltoukhy et al. [107] applied a supervised 

classifier system based on Euclidean Distance to the multi resolution and 

curvelet features extracted from the segmented region in MIAS database 

mammograms. Classification Accuracy turned out to be 96.36% at the 

maximum for curvelet features and 95% for wavelet features [108] F. Moayedi 

et al. [95] applied SEL weighted SVM, SVFNN and kernel SVM classifiers to 

curvelet based texture features. The maximum accuracy was achieved with 

SEL weighted SVM which was 96.6%. Yu et al. [148] combined Markov 

Random Field based texture features with auxiliary features, such as mean 

pixel values, standard deviation and the edge density from suspicious micro-

calcification regions. These features were fed to the Back Propagation Neural 

Network (BPNN) classifier and resulted in a maximum specificity of 98.8%.  

Krishnan et al. applied two different kernel functions, the polynomial kernel 

function and Gaussian radial basis function, for classification purposes. The 

performance of the classification was analyzed using the overall classification 

accuracy, sensitivity and specificity measures [149]. Yua et al. proposed two-

class SVM classification for the detection of masses in mammogram images 

[150]. This technique uses Moran’s index and Geary’s coefficient as feature 

vectors to be classified and uses radial basis as a kernel function. ED Übeyli 

compared the classification accuracy of different classifiers, including the multi-

layer perception and support vector machine, on the Wisconsin dataset [151]. 

Huang et al. proposed a computer-aided diagnosis method for diagnosing the 
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gastroesophageal reflux disease (GERD) from endoscopic images of the 

esophageal-gastric junction using a hierarchical heterogeneous descriptor 

fusion support vector machine (HHDF-SVM) [155]. El-Naqa et al. used 

polynomial and Gaussian radial basis functions as kernels in SVMs [152]. 

Huang et al. applied SVMs with Radial Basis functions for classification of the 

malignant masses, but before applying the classifier, they found the best values 

of the RBF model (C, γ) by applying cross-validation [153]. Polat et al. 

suggested the Least Square Support Vector Machine (LS-SVM), which uses a 

linear equation for training the SVM [154]. Hussain et al. compared the 

performance of SVMs with different kernels to detect breast cancer on the 

Wisconsin dataset [156]. L. Chisci et al. predicted epileptic seizures from the 

online analysis of EEG data using SVM with 100% sensitivity [157].  

 Classification Model Validation 3.1.6.10

It is essential to validate the accuracy of a classification model to predict its 

future accuracy as well as to choose among a number of possible classifiers. 

This can be accomplished by applying some benchmark methods as described 

below.  

 Holdout Method 3.1.6.10.1

This method partitions the dataset into two mutually exclusive subsets, training 

set and test set. A portion of the dataset is assigned as a training set, while the 

rest is considered test set [158]. The accuracy of a classification model tends to 

increase as more data points are incorporated into the training set, hence this is 

a pessimist estimator as only a selected subset of the whole dataset is provided 

for training. The more instances for test set, the larger the bias in estimate, 
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whereas leaving less data points for testing set will largely increase the 

variance of the accuracy estimation [158]. 

 Cross-validation 3.1.6.10.2

The k-fold cross-validation technique divides the dataset D into k mutual 

exclusive subsets (folds) of almost the same size D1,D2,…Dk. The classifier is 

trained and tested on these k subsets, and then an estimate of the accuracy is 

computed as the average of the accuracies computed for each fold. In the case 

of this cross validation scheme, increasing k->n leads to leave-one-out cross 

validation, with decreased bias accuracy estimation. Decreasing k increases 

accuracy variance, due to increased instability of training sets [158].  

Cross-validation is sometimes called stratified, in cases where each k partition 

reflects the distribution the same as among classes of the original dataset. 

When compared to regular model evaluation cross-validation, stratification 

turned out better than original in terms of bias and variance [158]. 

 Model Evaluation 3.1.6.11

In order to evaluate the performance of CDSS, developed using supervised 

machine learning techniques, classification performance (binary or multiclass) 

is to be measured. In the case of the binary classification model, the aim is to 

classify each data point of the given dataset among two classes, positives (P) 

and negatives (N), according to a classification rule. In the clinical domain: a 

positive value normally indicates an abnormal condition which needs to be 

investigated, for example presence of a disease whereas in the case of multi-

class analysis it is the class of the abnormality, or its stage [76].  
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Consequently, there are four possible outcomes when predicting the class label 

for each data element in the dataset, namely [76]:  

TP (True Positive): A positive case is predicted correctly,  

TN (True Negative): A negative case is predicted incorrectly,  

FP (False Positive): A positive case is predicted incorrectly, 

FN: False Negative: A negative case is predicted incorrectly. 

Generally, the evaluation measures of classification algorithms are defined in 

the form of the matrix called the confusion matrix. The confusion matrix for a 

binary classification problem-with only two classes is shown in table below. 

Table 3.6. Confusion Matrix 

Actual Predicted 

Negative Positive 

Negative TN FP 

Positive FN TP 

 

Keeping the above in view sensitivity, the measure of accuracy of predicating 

true cases is given as: 

 Sensitivity =
𝑇𝑃

𝑇𝑃+𝐹𝑁
 (3.13)

And specificity, the measure of accuracy of predicting false cases is given as: 

 Specificity =
𝑇𝑁

𝐹𝑃+𝑇𝑁
 (3.14) 

And  

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
(𝑇𝑃+𝑇𝑁)

(𝑇𝑁+𝐹𝑁+𝐹𝑃+𝑇𝑃)
 (3.15) 
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The above-mentioned performance measures lack the ability to characterize 

the predictive power of a classifier properly. For this reason, receiver-operating 

characteristic (ROC) curves are also used to analyse the classifier 

performance.  

It is a simple graphical representation of classifier performance. Receiver 

operating characteristics (ROC) graphs are increasingly employed in medical 

decision making, machine learning and data-mining research for visualizing 

classification performance.  

An ROC is a two-dimensional graph which depicts relative tradeoffs between 

benefits (true positives) and costs (false positives). In ROC, the FP rate is 

plotted on the X axis while the TP rate is plotted on the Y axis [159].  

ROC performance can be expected with a single numeric value called the area 

under the ROC curve, abbreviated as AUC [160]. AUC has a value range 

between 0 and 1.0 since it is computed over the area of the unit square. In case 

the prediction is performed using random guessing, ROC may come up as a 

diagonal line between (0, 0) and (1, 1), which produces an AUC value of 0.5. In 

general, no realistic classifier has an AUC value below 0.5. The AUC value can 

be understood as the probability of a classifier ranking a randomly chosen 

positive instance higher than a randomly chosen negative instance [159].  

 Statistical Tests for Comparison of Classifiers 3.1.6.12

The statistical are generally applied by researchers to evaluate and then draw 

conclusions from their scientific research. There are a lot of them mentioned in 
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literature but we applied t-tests, and ANOVA to analyse and compare the 

performance of our classifiers.  

There is no established procedure for comparing performance of more than one 

classifier over multiple datasets. There are a number of statistical techniques 

which are adopted by the researchers to decide whether the difference between 

classifiers is real or random.  

 t-test 3.1.6.12.1

The t-test, also called the Student's t-test, compares the performance of two 

classification algorithms by assessing whether the means of two classifiers’ 

performance are statistically different from each other. It checks the null 

hypothesis (H0): means of the accuracy measure of two classifiers is the same 

with respect to alternate or research hypothesis (H1): means of the accuracy 

measure of two classifiers are different.  

The t-test is based on two values, t-score or t-ratio, which are used to find out 

the p-value from a standard t-table. The t-score is computed as the difference 

of means of the datasets being tested divided by variability of data, represented 

as the standard error of the difference as mentioned in the equation below: 

𝑡 =
∑𝑑

√𝑛 (∑𝑑
2)−(∑𝑑)2

𝑛−1

 (3.16) 

Where ∑𝑑 = 𝑆𝑢𝑚 𝑜𝑓 𝑡ℎ𝑒 𝑑𝑖𝑓𝑓𝑒𝑟𝑒𝑛𝑐𝑒𝑠 𝑏𝑒𝑡𝑤𝑒𝑒𝑛 𝑒𝑎𝑐ℎ 𝑝𝑎𝑖𝑟 𝑜𝑓 𝑜𝑏𝑠𝑒𝑟𝑣𝑎𝑡𝑖𝑜𝑛𝑠. We 

applied the paired t-test to dependant samples from the same dataset.  
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To perform the t-test, the following steps need to be followed: given two sample 

sets (assuming of same size n):  

 Calculate the t-ratio using equation (3.16), 

 Find the corresponding p-value of the t-statistic in a t-table (Figure 3.3) at 

a certain level of significance alpha, 

 In case the value of the t-statistic is less than alpha it is significant, thus 

concluding the sample sets are different [161]. 
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Figure 3.3. A sample t-table 
1
 

3.2 Conclusion and Discussion 

This chapter describes a general framework to develop efficient CDSSs with a 

focus on existing state of the art technique which has been adopted at each 

stage of the overall CDSS framework. Our review of the existing machine 

learning, pattern recognition and evolutionary algorithm techniques (in chapter 

2) directed us towards building CDSSs with better medical diagnosis 

                                            
1
 www2.palomar.edu 

https://www2.palomar.edu/users/rmorrissette/Lectures/Stats/ttests/ttests.htm
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capabilities (starting from chapter 3 as a general framework, with chapter 4 and 

chapter 5 as implications of this framework in conjunction with implication of 

novel and better techniques to develop CDSSs with better diagnosis 

performance. The next two chapters describe those systems with different 

applications in field of medical health care and diagnosis (chapter 4 and chapter 

5). 
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Chapter 4 - A Novel Application of a Local Energy-
based Shape Histogram (LESH)‒based CDSS for 
Breast Cancer Detection using Mammography and 
Magnetic Resonance Imaging 

4.1 Introduction 

The previous chapter describes the general framework of CDSS for medical 

diagnosis. Building upon that framework, this chapter presents our proposed 

CDSSs based on the novel application of the LESH feature extraction technique 

for diagnosing cancer from mammograms, chest radiographs and MRI images. 

The LESH feature extraction technique has proved to be robust for solving 

problems involving pattern recognition. The LESH feature extraction technique was 

initially proposed by Sarfraz and Hellwich for face recognition systems of different 

face and head poses [163‒165] and Zakir et al. applied LESH to automatically 

detect and recognise different road signs [166].  

Looking at the capability of the LESH feature for discriminating between different 

medical abnormalities found in two-dimensional images, we further extended the 

technique to develop a three-dimensional (3D) LESH feature extraction technique 

for volumetric images and then applied it to detect cancer from breast MRI images.  

Most of the algorithms mentioned in literature reviews focus on one type of 

abnormality (either mass or micro calcification) and try to diagnose its malignancy, 

whereas we aimed to propose a method which can efficiently deal with different 

medical image modalities (mammograms and MRI) as well as different types of 
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abnormalities with higher accuracy rates. The algorithm produces better results in 

discriminating between malignant and benign cases as well as different types of 

abnormalities. When combined with benchmarked machine-learning classifiers, 

our proposed system demonstrates prominent performance improvement 

compared to a state-of-the-art CDSS for breast cancer diagnosis.  

The rest of the chapter is organised as follows: section 4.2 describes the details of 

the LESH feature extraction technique for two-dimensional and three-dimensional 

images. Next, the effectiveness of the proposed algorithm when incorporated as 

part of overall CDSSs (discussed in chapter 3) is demonstrated using two-

dimensional and three-dimensional data sets and compared with a benchmark 

wavelet-based feature extraction technique in section 4.3. Lastly, the chapter 

concludes with the final remarks about the proposed technique in section 4.4.  

4.2 Local Energy-based Shape Histogram (LESH) 

The LESH feature extraction technique works by computing a histogram of the 

local energy pattern within the image of interest. A histogram is a simple technique 

that forms the basis of many spatial domain image processing techniques [24]. It 

provides useful image statistics that can be used to further analyse and process 

the image. Details of LESH features are provided below for two-dimensional and 

three-dimensional images separately. 
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4.2.1 Two-dimensional (2D) LESH Feature Extraction Technique 

LESH works by converting an image into a combination of local energies along 

different orientations. Morrone and Owens suggested that features extracted at the 

points of maximum phase congruency can be helpful in image analysis [167]. The 

type of phase and amplitude of local maxima of the energy function determine the 

type, sign, and contrast of a feature. Local energies are calculated along different 

orientations using the phase congruency method suggested by Morrone and 

Owens [167]. Before calculating the phase congruency (PC), image I is first 

convolved with a bank of 2D log-Gabor filters with different orientations n and 

scales c. The transfer function for log-Gabor is given as: 

 𝐺( 𝜔) = exp{−
(𝑙𝑜𝑔(

𝜔

𝜔0
))

2

2(𝑙𝑜𝑔(
𝑘

𝜔0
))

2

 

}   (4.1)

Where ω0 is filters central frequency and 
𝑘

𝜔0
 is a constant that varies ω0 central 

radial frequency. 

Let  𝐺𝑐𝑜
𝑒𝑣𝑒𝑛 and 𝐺𝑐𝑜

𝑜𝑑𝑑 be the even-symmetric and odd-symmetric filters at scale c 

and orientation n. Then, convolution with Fourier transform(fft) of image I results in 

(in frequency domain) the response vector given as: 

[𝑒𝑐𝑛(𝑥, 𝑦), 𝑜𝑐𝑛(𝑥, 𝑦)]=[ fftI(x,y).* 𝐺𝑐𝑛
𝑒𝑣𝑒𝑛, fftI(x,y).* 𝐺𝑐𝑛

𝑜𝑑𝑑 ] (4.2) 

 

where I(𝑥, 𝑦) represents a location in the image. Hence, the amplitude of the 

response at a given scale and orientation can be computed as: 
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𝐴𝑐𝑛 = √(𝑒𝑐𝑛(𝑥, 𝑦))
2
+ (𝑜𝑐𝑛(𝑥, 𝑦))

2
 (4.3) 

And phase angle is given as: 

∅𝑐𝑛(𝑥, 𝑦) = 𝑎 tan(
𝑜𝑐𝑛(𝑥, 𝑦)

𝑒𝑐𝑛(𝑥, 𝑦)
⁄ ) (4.4) 

Let ∅̅𝑛(𝑥, 𝑦) be the phase angle at orientation n, given as: 

(∅̅𝑛
𝑒𝑣𝑒𝑛 (𝑥, 𝑦), ∅̅𝑛

𝑜𝑑𝑑 (𝑥, 𝑦)  ) =  
(∑ 𝑒𝑐𝑛(𝑥,𝑦),   ∑ 𝑜𝑐𝑛(𝑥,𝑦)𝑐  𝑐 )

√(∑ 𝑒𝑐𝑛(𝑥,𝑦)𝑐 )2+(∑ 𝑜𝑐𝑛(𝑥,𝑦)𝑐 )2
  (4.5) 

And a sensitive phase deviation measure is given as: 

ΔΦ𝑛(𝑥, 𝑦) = cos (𝜙𝑛(𝑥, 𝑦) − �̅�𝑛(𝑥, 𝑦)) − |sin (𝜙𝑛(𝑥, 𝑦) − �̅�𝑛(𝑥, 𝑦))| (4.6)

Finally, local energy is computed as:  

𝐸(𝑥, 𝑦) = √(∑ 𝑒𝑐𝑛(𝑥, 𝑦)𝑛 )2 + (∑ 𝑜𝑐𝑛(𝑥, 𝑦)𝑛 )2  (4.7)  

Last, two-dimensional phase congruency for the image is computed as local 

energy normalised by the sum of Fourier amplitude components as: 

 𝑃𝐶(𝑥, 𝑦) =
∑ W(x,y)⌊𝐴𝑛(𝑥,𝑦)ΔΦ𝑛𝑛 (𝑥,𝑦)−𝑇⌋

∑ 𝐴𝑛𝑛 +𝜖
 (4.8)

where T is the noise cancellation factor and W(x,y) is the weighting of the 

frequency spread. An and 𝜙𝑛 represent the amplitude and phase angle, 

respectively, of local complex value Fourier components at location (x,y) of the 

image of size, and 𝜖 is a constant value incorporated to avoid division by zero 

[168]. An and 𝜙𝑛  are calculated using the logarithmic Gabor wavelets filter [167].  
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These filters are designed so that they can detect features at all orientations. The 

sum of energies for every orientation is normalised by overall sum and scales of 

amplitude [168]. The resultant LESH feature vector is calculated as follows: 

ℎ𝑟,𝑏 = ∑𝑊𝑟 × 𝑃𝐶 (𝑥, 𝑦) × 𝛿𝑟−𝑏 (4.9)

𝑊𝑟 =
1

√2𝜋𝜎
𝑒

−[(𝑥−𝑟𝑥0)
2+(𝑦−𝑟𝑦0)

2]

𝜎2
⁄

 (4.10)

where Wr, is the Gaussian weighting function of region r in the image, PC 

represents the local energy computed by the equation and 𝛿r-b, represents 

Kronecker’s delta of the orientation label map 𝐿 and current bin 𝑏 [163]. Table 4.1 

depicts the overall algorithm for LESH feature extraction. 

Table 4.1. LESH feature extraction algorithm. 

Algorithm: Let I be a two-dimensional medical image with a certain pixel 

location given as (x,y).  

Begin: 
1. Convolve the image I with a bank of 2D log-Gabor filters 𝐺( 𝜔)  given in 

“(4.1),” with different orientations n and scales c. The resultant convolution 
response vector is given in “(4.2)”.  

2. Calculate the amplitude of the response using “(4.3),”. 
3. Calculate sensitive phase deviation measure using “(4.6)”.  
4. Calculate local energy using “(4.7)”.  
5. Calculate two-dimensional phase congruency for the image using “(4.8)”.  
6. Compute the LESH feature vector using “(4.9), & (4.10)”. 

End; 
 

 

4.2.2 Three-dimensional (3D) Local Energy-based Shape Histogram (LESH) 
Feature Extraction 

Our proposed 3D LESH is an extension of 2D LESH features by Sarfaraz and 

Hellwich [163], which we developed for extracting informative patterns from 
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volumetric medical images for medical diagnosis. LESH is calculated in the 

following steps: 

 Convolution with 3D log Gabor 4.2.2.1

A Fourier transform (fft) of the 3D image I is convolved with a bank of 3D log-

Gabor filters with different orientations n and scales c( in frequency domain). A 3D 

log-Gabor filter is devised as the product of one-dimensional log-Gabor function of 

the radial frequency and the Gaussian function of the angular distance with 

rotational symmetry of spherical coordinates given as: 

𝐺( 𝜔, Θ) = exp{−
(𝑙𝑜𝑔(

𝜔

𝜔𝑖
))

2

2(𝑙𝑜𝑔(
𝜎𝜔
𝜔𝑖
))

2

 

} × 𝑒𝑥𝑝 (−
𝛼(Θ)2

2 𝜎𝛼
2 ) (4.11) 

where Θ = (θ,𝜙) is the filter orientation on a sphere of unit radius and θ is the 

elevation angle and 𝜙 is the azimuth angle. 𝜔𝑖 is the central radial frequency of the 

ith filter and 𝜎𝜔 and 𝜎𝛼  are the standard deviations controlling the filter bandwidth 

[170, 178] and 𝛼(Θ) = arccos (.
𝜔.v

‖𝑣‖
) , 𝑣 =

(cos𝜙 .  cos 𝜃 , cos 𝜙 . sin 𝜙 , sin 𝜃 )   and 𝜔 is the point in the frequency 

space in Cartesian space [170, 178]. Let  𝐺𝑐𝑜
𝑒𝑣𝑒𝑛 and 𝐺𝑐𝑜

𝑜𝑑𝑑 be the even-symmetric 

and odd-symmetric filters at scale c and orientation n. The convolution (in the 

frequency domain) results in the response vector can be given as: 

[en(s, Θ), 𝑜𝑛(𝑠, Θ)]=[fftI(s).* G( ω, Θ)cn
even, fftI(s).* G( ω, Θ)cn

odd]  (4.12) 
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Where s indicates a location (x,y,z) in the image I. Hence, the amplitude of the 

response at a given scale and orientation can be computed as: 

𝐴𝑛(𝑠, Θ) = √(𝒆𝒏(𝑠, Θ))
2
+ (𝒐𝒏(𝑠, Θ))

2
 (4.13) 

And the sensitive phase deviation measure proposed by Kovesi [168] is given as: 

ΔΦ𝑛(𝑠, Θ) = cos (𝜙𝑛(𝑠, Θ) − �̅�𝑛(𝑠, Θ)) − |sin (𝜙𝑛(𝑠, Θ) − �̅�𝑛(𝑠, Θ))|  

= 𝒆𝒏(𝑠, Θ)�̅�𝑒(𝑠, Θ) + 𝑜𝑛(𝑠, Θ)�̅�𝑜(𝑠, Θ) − |𝒆𝒏(𝑠, Θ)�̅�𝑜(𝑠, Θ) − 𝑜𝑛(𝑠, Θ)�̅�𝑒(𝑠, Θ)| (4.14) 

Where 

�̅�𝑒(𝑠, Θ) = ∑ 𝒆𝒏(𝑠, Θ)/𝐸(𝑠, Θ)𝑛 , (4.15) 

�̅�𝑜(𝑠, Θ) = ∑ 𝒐𝒏(𝑠, Θ)/𝐸(𝑠, Θ)𝑛  (4.16) 

Finally, local energy is computed as: 

𝐸(𝑠, Θ) = √(∑ 𝒆𝒏(𝑠, Θ)𝑛 )2 + (∑ 𝒐𝒏(𝑠, Θ)𝑛 )2 (4.17) 

 Computation of 3D Phase Congruency 4.2.2.2

The 3D phase congruency is computed as local energy normalised by the sum of 

Fourier amplitude components as: 

𝑃𝐶3𝐷(𝑠, Θ) =
∑ W(𝑠,Θ)⌊𝐴𝑛(𝑠,Θ)ΔΦ𝑛𝑛 (𝑠,Θ)−𝑇⌋

∑ 𝐴𝑛(𝑠,Θ)𝑛 +𝜖
 (4.18) 

Where ⌊. ⌋ means the enclosed measure is equal to itself if positive and is zero 

otherwise, for the spatial location s=(x, y, z) in the 3D MRI image, and Θ = (θ,Φ) is 

the filter orientation with unit radius for the sphere, θ is elevation and Φ is azimuth 

angle. Here,  𝐴𝑛(𝑠, Θ)is the image energy at location s, computed using the 3D 
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Gabor filter at scale index n, which varies from 1 to N (total number of scales being 

used), and filter orientation 𝛩. T is the threshold which controls the noise level of 

the image energy map and 𝜖 is a small constant to avoid division by zero [168].  

𝑊(𝑠, Θ) =
1

1+𝑒γ(𝑑−𝑙(𝑠,Θ)) 
 is the phase congruency weighting function devised by 

Kovesi [168‒169], where d is the threshold value for the filter response spread. 

Below this, the phase congruency value is penalised and γ is the gain factor, which 

controls the sharpness of the filter response spread [170].  

Given that 𝑙(𝑠, Θ) =
1

𝑁
(
∑ 𝐴𝑛(𝑠,Θ)𝑛

𝐴𝑚𝑎𝑥(𝑠,Θ)+𝜖
)  is the filter response spread measure computed 

as the sum of amplitudes (An) divided by the highest individual response (Amax) the 

width of the distribution is obtained [170]. 

 Local Energy-based Shape Histogram Feature Extraction 4.2.2.3

The histogram of the local energy of each sub-region along each filter is generated 

and combined to preserve the relationship between different regions. The sum of 

energies for every orientation is normalised by the overall sum and scales of 

amplitude [169]. The resultant LESH feature vector is calculated as follows: 

ℎ𝑟,𝑏 = ∑𝑊3𝑑 × 𝑃𝐶3𝐷(𝑠, Θ) × 𝛿𝑟−𝑏  (4.19) 

𝑊𝑟 =
1

√2𝜋𝜎
𝑒

−[(𝑥−𝑟𝑥0)
2+(𝑦−𝑟𝑦0)

2+(𝑧−𝑟𝑧0)
2]

𝜎2
⁄

   (4.20) 

where Wr is the Gaussian weighting function of region 𝑟 in the 3D MRI image, 

𝑃𝐶3𝐷(𝑠, Θ) represents the local energy computed by the equation and 𝛿r-b, 
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represents Kronecker’s delta of the orientation label map 𝐿 and current bin 𝑏. Table 

4.2 illustrates the overall algorithm for 3D LESH feature extraction. 

Table 4.2. 3D LESH feature extraction algorithm. 

Algorithm: Let I be a 3D MRI image with a certain pixel location given as 

s=(x,y,z).  

Begin: 
1. Convolve the image I with a bank of 3D log Gabor filter 𝐺( 𝜔, Θ) given in 

“(4.12),” with different orientations n and scale c. The resultant convolution 
response vector is given in “(4.12)”.  

2. Calculate the amplitude of the response using “(4.13)”. 
3. Calculate sensitive phase deviation measure using “(4.15)”.  
4. Calculate local energy using “(4.18)”.  
5. Calculate three-dimensional phase congruency for the image using “(4.18)”.  
6. Compute the LESH feature vector using “(4.19), & (4.20),”. 

End; 
 

 

4.3 Simulation Results  

The effectiveness of our proposed LESH-based CDSS to identify cancer via 

medical image analysis is established using different 2D and 3D image modality 

data sets as described below.  

4.3.1 Case Study I: Mammogram Data Sets  

We selected two mammogram data sets to conduct this study, and they are 

discussed below.  

 Mammogram Data Sets 4.3.1.1

We experimented with two publicly available mammogram data sets: 

Mammographic Image Analysis Society (MIAS) and INbreast data sets. The MIAS 

data set [78] contains images with 1024x1024 pixel resolution, which have been 
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digitised with 50-micron pixel edges; they are available in Portable Gray Map 

(PGM) format. The data set contains 322 mammogram cases from 161 patients. 

Of these 322 mammograms, 207 are normal, 51 are malignant, and 64 are benign. 

The images have been labelled by radiologists and provide a variety of abnormal 

cases: micro calcification (25 cases), circumscribed masses (23 cases), 

architectural distortion (19 cases), speculated masses (19 cases) and 

miscellaneous (15 cases). Almost 50% of the images are comprised of 

backgrounds with different types of noise.  

The INbreast data set contains 115 cases (410 images) with different types of 

abnormalities [79]. The images were acquired from the Centro Hospitalar de S. 

João [CHSJ], Breast Centre, Porto, with the permission of the Portuguese National 

Committee of Data Protection and Hospital’s Ethics Committee. The images are in 

Digital Imaging and Communications in Medicine (DICOM) format, with 

annotations and metadata being available. The prominent abnormalities are 

masses (108 cases) and calcifications (308 cases) with only 3 cases of 

architectural distortion and 14 cases of asymmetry. Three hundred ninety-six ROI 

were gathered from the data set for experimentation; out of those, 117 were 

masses (some cases had multiple masses) and 279 were calcifications. 

 Experimental Set-up 4.3.1.2

The region of interest (ROI) was manually segmented from the mammogram 

images using the information from the centre of abnormality and the radius of a 

circle enclosing it (provided with the dataset). All the ROIs were of different sizes 
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and thus were resized as 64x64. The dataset was further split into testing and 

training sets using ten-fold cross-validation, where 9 folds are used for training and 

the 10th fold is used for evaluation. The results are averaged and reported in 

Section 4.3.1.8.  

The overall system framework is depicted in Figure 4.1 below. 

 

Figure 4.1. Overview of proposed methodology. 

 Image Pre-processing 4.3.1.3

Mammograms are inherently noisy images. This noise hinders the true detection of 

small micro calcifications and masses. Mammograms were pre-processed to 

suppress the noise and enhance important image features. The pre-processing 

includes two steps: image normalisation and then application of Contrast Limited 

Adaptive Histogram Equalisation (CLAHE). Image normalisation and enhancement 

techniques are discussed in section 2.4.2.2.  
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 Extraction of Region of Interest (ROI)   4.3.1.4

After the pre-processing, ROIs were extracted from 113 abnormal cases of the 

MIAS data set and 396 abnormal cases from the INbreast data set [79]. The 

abnormalities included circumscribed masses (CIRC), ill-defined masses (MISC), 

speculated masses (SPIC), calcification (CALC) and architectural distortion 

(ARCH). Figure 2.5 shows the examples of these abnormalities from the MIAS 

data set. The ROI were extracted according to the information available in the 

database about the centre of the abnormality and the radius of the area within 

which the abnormality lies. 

 Feature Extraction  4.3.1.5

A histogram of the local energy information, LESH, was obtained for 16 sub-

regions of the ROI for 8 different orientations as the feature set. This resulted in a 

128-dimensional feature vector (16 x 8 = 128). The histogram of the local energy of 

each sub-region along each filter was generated and combined to preserve the 

relationship between different regions. Next, an orientation map was generated by 

assigning an orientation that had the largest energy across all scales to each pixel. 

The local histogram was calculated as mentioned in section 4.2 above.  
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Figure 4.2. LESH vector for different abnormalities obtained from software developed by 

(Zakir et al., 2011) (a) circumscribed masses (CIRC); (b) CIRC after enhancement; (c) LESH 

vector for CIRC; (d) ill-defined masses (MISC); (e) MISC after enhancement; (f) LESH vector 

for MISC; (g) speculated masses (SPIC); (h) SPIC after enhancement; (i) LESH vector for 

SPIC; (j) calcification (CALC); (k) CALC after enhancement; (l) LESH vector for CALC; (m) 

architectural distortion (ARCH); (n) ARCH  after enhancement; (o) LESH vector for ARCH.      
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 Feature Selection 4.3.1.6

We selected a subset of N-largest coefficients, say hN, from LESH feature vectors,  

ℎ𝑟,𝑏, and fed them to the benchmark machine-learning classifiers. Cristiane et al. 

[119] applied the same technique for dimensionality reduction and classification 

improvement. They experimented with different numbers of largest wavelet 

coefficients as features for classification and reported the results.  

 Classification  4.3.1.7

Experiments have been conducted with MIAS and INbreast data sets to distinguish 

malignant and benign cases and to classify abnormalities according to their types.  

 Results and Discussion 4.3.1.8

The selected LESH features, hN, were fed to the SVM classifier with different 

kernel functions. SVMs are supervised learning models that are used for 

classification and regression analysis (section 2.4.5.3). The results were given with 

classification accuracy (for details see section 3.2.6.4) and the ROC curve as 

measures of performance. The ROC curve plots the fraction of true positives out of 

positives against the fraction of false positives out of negatives (for details see 

section 3.2.6.4.1). The ROC plots in Figures 4.3, 4.4, 4.5 depict classification 

performance for the MIAS and INbreast data sets for different SVM kernels. The 

area under the curve (AUC), Az, signifies the classification performance and 

ranges between 0 and 1, with 1 being the highest performance. All reported results 

were averaged with 10-fold cross validation; they are presented in the tables 

below. 
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The results show that almost all SVM classifiers performed better with the LESH 

feature set. The prominent performance was achieved by the SVM linear classifier, 

which performed at a stable rate of 99.73% over all multiple feature selection sets 

(Table 4.3) and with an Az value of 0.9975 ±0.0010 (Table 4.4) while using the 

INbreast data set. The results were verified for the MIAS data set when an 

accuracy of 100% was achieved by the SVM linear classifier (Table 4.5) and an Az 

value of 1.0000 for 70 selected LESH features (Table 4.6). The second dominant 

classifiers were the polynomial and RBF; MLP showed an overall low performance 

accuracy. 

The results in Table 4.7 verify that LESH is a good choice when discriminating 

between different types of abnormalities. The SVM linear classifier was capable of 

classifying mass or calcifications with no errors (Tables 4.7 and 4.8) for the 

INbreast data set. The polynomial classifier was second, followed by RBF, in terms 

of the performance score; MLP again showed a low performance. In the MIAS data 

set, a few cases existed for different abnormalities. Multiclass SVM classification 

was performed on the basis of the one-for-all scheme to distinguish between 

different types of abnormalities, as noted in Figure 4.2. Application of the proposed 

feature set in conjunction with SVM as well as ELM classifiers resulted in a higher 

performance (Table 4.9-4.10), which affirms the importance of LESH features. 

LESH features are invariant to the intensity of contrast exhibits in the mammogram 

image, and hence are suitable for medical image analysis. LESH is based on the 

phase congruency model, but is computed in a way that does not make them 
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rotation-invariant. Extending the research on how to compute them as rotation-

invariant will be part of our future endeavours.  

In summary, the results reported in Tables 4.3‒4.9 suggest that LESH features 

have the power to emphasise important features in the images and that these 

features can be used to extract useful information. These features perform well 

with different kernel methods; selecting a subset from all available features does 

not deteriorate classification performance. 

We conducted the experiments using the ESN classifier (described in section 

2.4.5.2) code by Herbert Jaeger et al. [171]. The results have been reported using 

classification accuracy, sensitivity and specificity measures. We applied a 10-fold 

cross validation to authenticate the performance of our techniques. The results are 

displayed in the Table 4.14-4.15, which provides a summarised comparison of 

ESN with naive Bayes and k-nearest neighbours (kNN) classifiers. These results 

affirm the better performance of ESN as a classifier. 

The selected LESH features, hN, were fed to the benchmark machine learning 

classifiers and the results are reported in the tables (Table 4.3-4.10) below.  

Table 4.3. LESH-based classification accuracy % (malignant/benign) for INbreast data set. 

Features 

Selected 

SVM 
with 
RBF 

SVM 
with 
Linear 

SVM 
with 
MLP 

SVM with 
Polynomial 

50 99.46 99.73 93.28 99.46 

70 99.73 99.73 93.61 99.46 

100 99.73 99.73 92.80 99.46 
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All 99.45 99.73 92.78 99.73 

 

 

Table 4.4. LESH-based classification Az value (malignant/benign) for INbreast data set. 

Features 

Selected 

SVM 

with 

RBF 

SVM 

with 

Linear 

SVM 

with 

MLP 

SVM with 

Polynomial 

50 0.9955 0.9964 0.9472 0.9940 

70 0.9975 0.9970 0.9487 0.9937 

100 0.9980 0.9982 0.9440 0.9936 

All 0.9955 0.9975 0.9448 0.9975 

 

 

Table 4.5. LESH-based classification accuracy % (malignant/benign) for MIAS data set. 

Features 

Selected 

SVM 

with 

RBF 

SVM 

with 

Linear 

SVM 

with 

MLP 

SVM with 

Polynomial 

50 99.09 99.09 94.44 99.17 

70 99.09 100.00 94.54 98.18 

100 99.09 99.09 93.63 96.36 

All 99.09 99.09 94.62 96.51 

 

Table 4.6. LESH-based classification Az value (malignant/benign) for MIAS data set. 

Features 

Selected 

SVM 

with 

RBF 

SVM 

with 

Linear 

SVM 

with 

MLP 

SVM with 

Polynomial 

50 0.9944 0.9944 0.9430 0.9900 

70 0.9917 1.0000 0.9444 0.9733 

100 0.9929 0.9929 0.9279 0.9616 

All 0.9929 0.9936 0.9470 0.9583 
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Table 4.7. LESH-based classification accuracy % (mass vs micro calcification) for INbreast 

data set. 

Features 

Selected 

SVM 

with 

RBF 

SVM 

with 

Linear 

SVM 

with 

MLP 

SVM with 

Polynomial 

50 99.50 100.00 86.61 99.75 

70 99.49 100.00 87.62 99.74 

100 99.50 100.00 91.56 99.75 

All 99.44 100.00 87.09 100.00 

 

 

Table 4.8. LESH-based classification Az value (mass vs micro calcification) for INbreast data 

set. 

Features 

Selected 

SVM 

with 

RBF 

SVM 

with 

Linear 

SVM 

with 

MLP 

SVM with 

Polynomial 

50 0.9967 1.0000 0.8990 0.9982 

70 0.9964 0.9964 0.9172 0.9983 

100 0.9965 1.0000 0.9057 0.9982 

All 0.9960 1.0000 0.9087 1.0000 

 

Table 4.9. LESH feature with multiclass (one vs all) SVM classifier performance accuracy % 

for MIAS data set. 

Abnormality 

Type 

SVM with 

RBF 

SVM with 

Linear 

SVM with 

MLP 

SVM with 

Polynomial 

ARCH 85.45 100.00 79.90 100.00 

MISC 100.00 95.45 79.90 100.00 

SPIC 95.67 82.17 90.00 95.45 

CIRC 97.56 100.00 72.15 92.20 

CALC 97.56 97.10 77.89 97.56 
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Table 4.10. LESH-based features extraction binary classification (Using ELM ) results with 100 & 50 features selected in %. 

Performance Measure 

for ELM with 100 LESH 

features selected 

Performance Measure 

for ESN with 100 LESH 

features selected 

Performance Measure 

for SVM with 100 LESH 

features selected 

Performance Measure 

for ELM with 50 LESH 

features selected 

Performance Measure 

for ESN with 50 LESH 

features selected 

Performance Measure 

for SVM with 50 LESH 

features selected 

Accur

acy 

Sensit

ivity 

Specif

icity 

Accur

acy 

Sensit

ivity 

Specif

icity 

Accur

acy 

Sensit

ivity 

Specif

icity 

Accur

acy 

Sensit

ivity 

Specif

icity 

Accur

acy 

Sensit

ivity 

Specif

icity 

Accur

acy 

Sensit

ivity 

Specif

icity 

97.34 98.71 97.56 99.05 100.0 97.22 97.00 92.58 100.0 98.18 97.87 97.32 84.29 88.11 81.28 99.17 98.83 99.70 

 

Figure 4.3. ROC for classification of malignant/benign cases for MIAS data set. 
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Figure 4.4. ROC for classification of malignant/benign cases for INbreast data set. 

 

Figure 4.5. ROC for classification of masses/calcifications cases for INbreast data set. 

 Comparative Analysis of LESH and Wavelet-based Feature Extraction for 4.3.1.9

Classification Performance 

In this study, LESH features were compared with wavelet transform-based feature 

extraction technique, which was used by Moussa et al. [106] and Cristiane et al. 
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[119]. In Cristiane et al. [119], the classification results of applying different types of 

wavelets to extract features from mammograms were compared. The N-largest 

wavelet coefficients were selected as feature vectors; later the SVM classifier was 

applied. These results were reproduced using Daubechies wavelets [37] for the 

100 largest coefficients, as recommended by Cristiane et al. [119]. These results, 

shown in Tables 4.11‒4.15, indicate superior performance using LESH features in 

both binary and multiclass classification cases. 

Table 4.11. Wavelet-based (Daubechies) feature extraction classification results for binary 

classification between malignant and benign cases for INbreast  data set.. 

Measure 
SVM 
with 
RBF 

SVM 
with 
Linear 

SVM 
with 
MLP 

SVM with 
Polynomial 

ACCURACY % 99.19 99.46 94.56 99.46 

Az 0.9928 0.9919 0.9433 0.9919 

Table 4.12. Wavelet-based (Daubechies) feature extraction classification (mass vs micro 

calcifications) results for INbreast  data set. 

Measure 

SVM 

with 

RBF 

SVM 

with 

Linear 

SVM 

with 

MLP 

SVM with 

Polynomial 

ACCURACY % 98.73 100.00 95.67 99.75 

AZ 0.9898 1.0000 0.9600 0.9980 

 

Table 4.13. Wavelet-based feature extraction for multiclass (one vs all) SVM classifier 

performance accuracy % for MIAS data set. 

Abnormality 

Type 

SVM 

with 

RBF 

SVM 

with 

Linear 

SVM 

with 

MLP 

SVM with 

Polynomial 

ARCH 80.10 94.10 80.10 92.44 

MISC 78.34 76.67 86.56 71.89 
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SPIC 73.56 71.56 86.56 67.12 

CIRC 67.12 79.90 46.15 98.00 

CALC 76.67 100.00 96.10 100.00 

 

     

(a) (b) (c) (d) (e) 

Figure 4.6 Samples of abnormalities in the MIAS database which have been misclassified (a) 

circumscribed mass (CIRC) mdb017, (b) ill-defined mass (MISC) mdb263, (c) speculated 

masses (SPIC) mdb179, (d) calcification (CALC) mdb231, and (e) architectural distortion 

(ARCH) mdb188. 

 Some cases of misclassification are shown in Figure.4.6. This misclassification is 

due to some of the texture pattern resembling within two or more different kinds of 

abnormalities. It was thus hard for the algorithm to discriminate between them e.g. 

in cases of circumscribed and speculated masses. On the other hand, different 

abnormalities may be found at the same region of interest e.g. a mass as well as a 

micro-classification are sometimes in the same place. Another possible reason for 

misclassification can be that the abnormality is covered in dense breast tissues so 

that its texture is not that recognizable. 
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Table 4.14. Wavelet-based (Daubechies) feature extraction binary classification results. 

Performance Measure for ESN 

with all wavelet feature 

coefficients selected in % 

Performance Measure for SVM 

with all wavelet feature 

coefficients selected in % 

Performance Measure for ESN 

with 100 wavelet feature 

coefficients selected in % 

Performance Measure for SVM 

with 100 wavelet feature 

coefficients selected in % 

Accuracy 
Sensitivi

ty 

Accurac

y 

Sensitivi

ty 

Accurac

y 

Sensitivi

ty 

Accurac

y 

Sensitivi

ty 

Specificit

y 

Accurac

y 

Sensitivi

ty 

Specificit

y 

98.04 98.30 98.04 98.30 89.60 98.30 58.27 74.93 66.06 94.90 92.95 97.61 

 

Table 4.15. Summarised results of other classifiers with lesh and wavelet features averaged over 10-fold cross-validation. 

Method 

Performance Measure with 

50 LESH features selected 

Performance Measure  

with 100 LESH features 

selected 

Performance Measure with 

100 wavelet features selected 

Performance Measure  

with all wavelet features 

selected 

Accura

cy 

Sensitiv

ity 

Specific

ity 

Accura

cy 

Sensitiv

ity 

Specific

ity 

Accura

cy 

Sensitiv

ity 

Specific

ity 

Accura

cy 

Sensitiv

ity 

Specific

ity 

NaiveBay
es 

87.45 100.00 96.30 98.25 100.00 96.90 81.9 98.00 70.00 97.90 90.56 100.00 

kNN 98.70 100.00 98.90 99.09 97.90 100.00 91.97 100.00 83.33 98.18 100.00 97.98 
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 Comparative Analysis of Classification Accuracy using LESH with log-4.3.1.10

Gabor (conventional LESH)  vs. LESH with Gabor filter 

In conventional LESH feature extraction technique, the Fourier transform of the 

image is convolved with log-Gabor. We reformulated the framework LESH feature 

extraction by convolving the Fourier transform of the image with a simple Gabor 

filter in the frequency domain given as: 

𝐺( 𝜔) = exp {−
𝜎2

2 
(𝜔 − 𝜔0)

2}   (4.21) 

Where ω0 is the central radial frequency and the rest of the LESH framework is the 

same as described in Section 4.2.1. Some of the results of the Gabor filter-based 

LESH techniques are given in Tables 4.16-4.19 below. 

Table 4.16. Gabor-based LESH feature extraction-based classification results for binary 

classification (malignant/benign) for the MIAS data set. 

Measure 
SVM 
with 
RBF 

SVM 
with 
Linear 

SVM 
with 
MLP 

SVM with 
Polynomial 

ACCURACY % 80.08 94.45 90.00 95.45 

Az 0.8095 0.9475 0.8900 0.9500 

 

Table 4.17. Gabor-based LESH feature extraction-based classification results for binary 

classification (malignant/benign) for the INbreast data set. 

Measure 
SVM 
with 
RBF 

SVM 
with 
Linear 

SVM 
with 
MLP 

SVM with 
Polynomial 

ACCURACY % 99.73 99.46 91.44 99.73 

Az 0.9979 0.9958 0.9233 0.9979 
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Table 4.18. Gabor-based LESH feature extraction-based classification (mass vs micro 

calcifications) results for the INbreast  data set. 

Measure 

SVM 

with 

RBF 

SVM 

with 

Linear 

SVM 

with 

MLP 

SVM with 

Polynomial 

ACCURACY % 98.49 99.49 99.25 99.50 

AZ 0.9964 0.9964 0.9923 0.9964 

 

Table 4.19. Gabor-based LESH feature extraction-based classification for multiclass (one vs 

all) SVM classifier performance accuracy % for the MIAS data set. 

Abnormality 

Type 

SVM 

with 

RBF 

SVM 

with 

Linear 

SVM 

with 

MLP 

SVM with 

Polynomial 

ARCH 75.51 100.00 87.51 100.00 

MISC 85.63 95.92 73.47 97.96 

SPIC 71.43 91.56 87.76 93.88 

CIRC 79.59 79.59 79.59 91.84 

CALC 87.76 87.76 75.51 97.96 

 Statistical Analysis of classification performance using log Gabor- and 4.3.1.11

simple Gabor-based LESH feature extraction techniques.  

Given  𝜇𝑙𝑔 𝑎𝑛𝑑 𝜇𝑔 be the mean performance accuracies for SVM with Linear kernel 

, when 100 LESH features were selected, we tested the hypothesis: 

        (4.22) 

 

  

 

Table 4.20. The results of t-test at level of significance = 0.05. 

Method 

Alternate 

Hypothesis 

Ha 

P-value T-value 
Null Hypothesis 

H0  

𝐻0: 𝜇𝑙𝑔 − 𝜇𝑔=0 

Against 

𝐻𝑎:  𝜇𝑙𝑔 − 𝜇𝑔 >0 
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Method 

Alternate 

Hypothesis 

Ha 

P-value T-value 
Null Hypothesis 

H0  

MIAS 

(Malignant/B

enign) case 

𝜇𝑙𝑔 − 𝜇𝑔>0 

 
0.001 2.31 Reject 

INBreast 

(Malignant/B

enign) case 

𝜇𝑙𝑔 − 𝜇𝑔>0 

 
0.031 1.85 Reject 

INBreast 

Mass/Calc) 

𝜇𝑙𝑔 − 𝜇𝑔>0 

 
0.021 3.45 Rccept 

The results of the t-test (Table 4.20) suggest that the log Gabor-based LESH 

feature extraction technique performs better, when compared to Gabor filter-based 

LESH technique. This difference in performance is statistically significant; hence, 

the log Gabor-based LESH technique is a better choice for diagnosing 

malignancies.  

 Statistical Analysis of different classifiers performance using the t-test  4.3.1.12

The t-test was applied to the performance accuracy resulting from 10-fold cross-

validation applied to different feature sets for ESN and SVM classification results.  

Let  𝜇𝐸  𝑎𝑛𝑑 𝜇𝑆 be the mean performance accuracies for ESN and SVM classifiers, 

respectively. We tested the hypothesis: 

        (4.23) 

 

  

 

𝐻0: 𝜇𝐸 − 𝜇𝑆=0 

Against 

𝐻𝑎:  𝜇𝐸 − 𝜇𝑆 >0 

Or 

𝐻𝑎:  𝜇𝐸 − 𝜇𝑆<0 
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Table 4.21. The results of t-test at level of significance = 0.05. 

Method 

Alternate 

Hypothesis 

Ha 

P-value T-value 
Null Hypothesis 

H0  

LESH with 

100 features 
 0.0901 1.4531 Accepted 

LESH with 

50 features 
 0.0017 3.9322 Rejected 

Wavelet with 

all features 
 0.0004 4.9456 Rejected 

Wavelet with 

100 features 
 0.0000 10.5156 Rejected 

The result of the t-test is given in the tables above (Table 4.21). It also suggests 

that ESN performs as good as SVM, when 100 feature coefficients are selected 

from the LESH feature set, while SVM performs better when 50 feature coefficients 

are selected. Similarly, ESN performs better when all wavelet coefficients are fed 

to it as input, but its performance is weaker when a selected set of the largest 

wavelet coefficients is fed to it, in which case SVM performs better. 

 Statistical Analysis of classifiers’ performance for a different feature 4.3.1.13

subset selection using the t-test  

To analyse the impact of a different feature subset selection on classification 

accuracy, we plotted the subset of the highest degree LESH coefficients selected 

vs. accuracy, using different classifiers in Figure 4.7-4.8. These plots indicate that 

there is a certain number of features which assist in diagnosing the abnormality 

with better performance. 

𝜇𝐸 − 𝜇𝑆>0 

𝜇𝐸 − 𝜇𝑆>0 

𝜇𝐸 − 𝜇𝑆 <0 

𝜇𝐸 − 𝜇𝑆 <0 
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Figure 4.7.  Classification accuracy vs number of features selection for INBreast dataset 

(malignant/Benign). 

 

Figure 4.8. Classification accuracy vs number of features selection for MIAS dataset 

(malignant/Benign). 

We applied a t-test to the performance accuracy resulting from selecting different 

feature subsets for the MIAS dataset. The results for a different subset of features 
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were computed using 10-fold cross-validation. For the experiment we selected only 

one feature set as (50, 70, 100, and all).   

Let  𝜇50 , 𝜇70, 𝜇100 𝑎𝑛𝑑 𝜇𝑎𝑙𝑙 be the mean performance accuracies for different 

feature subset selections. Then, we tested the null hypothesis against the alternate 

hypothesis, as given in Table 4.22 below: 

Table 4.22. The results of t-test at level of significance = 0.05. 

Null Hypothesis 

Ha 

Alternate 

Hypothesis 

Ha 

P-value T-value Conclusion  

𝜇70 − 𝜇50 =0 

 

𝜇70 − 𝜇50>0 

 
0.28 3.18 Accepted 

𝜇100 − 𝜇70 =0 

 

𝜇100 − 𝜇70>0 

 
0.03 2.54 Rejected 

𝜇𝑎𝑙𝑙 − 𝜇100 =0 

 

𝜇𝑎𝑙𝑙 − 𝜇100>0 

 
0.23 3.18 Rejected 

The result of the t-test suggests that the 100 selected features are statistically 

significant in boosting the classification performance. The result can be further 

compared with each pair of feature subset selections, and we shall be keeping this 

as another of our future analysis endeavours, due to shortage of space and time.  
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4.3.2 Case Study II: Lungs Cancer Detection using JSRT Data Set of Chest 
Radiographs 

 Data Set 4.3.2.1

Experimentation is conducted on a digital data set of chest radiographs provided 

by the Japanese Society of Radiological Technology (JSRT)2, which is available 

for free online. This data set contains images of 2048x2048 pixels, with pixel size 

being 0.175 mm. All images (with and without nodules) have been declared and 

classified as malignant or benign on the basis of histologic and cytologic 

examination. The data set consists of 154 lung nodules (100 malignant cases, 54 

benign cases), and 93 non-nodules images [80].   

 Image Pre-processing 4.3.2.2

Chest radiographs have low contrast, which hinders detection of nodules in the 

images. We applied the CLAHE (Contrast Limited Adaptive Histogram 

Equalisation) method for image enhancement.  

 Image Segmentation 4.3.2.3

Next we applied the algorithm developed by Wong et al. [174] to extract lung areas 

from chest radiographs for application of algorithm which can discriminate between 

lungs with and without nodules. However, we applied manual segmentation to 

extract the ROI, i.e. region with nodules (from lungs with nodules), to further 

classify them as malignant or benign cases. Figure 4.9 shows a sample chest 

radiograph, its segmented form, and sample of extracted nodules. The ROI was 

                                            
2
 http://www.jsrt.or.jp/jsrt-db/eng.php 
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extracted according to the information available in the database about the location 

of the nodule. 

 Feature Extraction and Selection  4.3.2.4

From the segmented ROI, the histogram of the local energy information, LESH, 

was calculated for 16 sub-regions of segmented areas at 8 different orientations as 

the feature set. This resulted in a 128-dimensional feature vector (16 x 8 = 128). 

We selected a subset of N-largest coefficients, hN, from LESH feature vectors, hr,b, 

and fed them to the classifier. 

 

                   (a) 

 

                 (b) 
 

                  (c) 

 

                 (d) 

Figure 4.9. Sample chest radiograph from JSRT database (a) sample radiograph (b) 

segmented image (c) sample ROI containing malignant nodule (d) sample ROI containing 

benign nodule. 

 Classification with selected Machine Learning Classifiers 4.3.2.5

Classification is an integral part of CDSSs for prediction and diagnosis of a specific 

disease. It is a procedure to assign a class/label (from among the predefined 

classes) to new cases in a data set on the basis of the information that is 

incorporated into their feature set. We experimented with SVM, ESN and ELM 

machine learning classifiers and they are briefly described in section 2.4.5.  
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 Results and Discussion 4.3.2.6

We conducted experiments with JSRT chest radiographs to distinguish between 

lungs with and without nodules as well as to classify segmented nodules as 

malignant or benign. The results were evaluated using classification accuracy, 

sensitivity and specificity. Experiments were conducted using MATLAB. For 

application of ESN, we employed the version developed by Herbert Jaeger et al. 

[59], and, for ELM, we used the original model developed by G.B. Huang [19].  

Once the classifier is trained with the training data set using 10-fold cross-

validation, testing is performed and the results are evaluated using accuracy, 

sensitivity and the specificity performance measures (for different subsets of higher 

degree LESH coefficients) described and displayed in Tables 4.23 and 4.24. 

Although the wavelet-based feature extraction technique performs better in 

conjunction with SVM, when compared to any other classifier (Table 4.23), we note 

that LESH outperforms it- albeit with a little margin. As accurate detection of 

malignancies is critical in cancer diagnosis—to avoid unnecessary surgery—these 

results are considered as an improvement.   

A comparison of the various classifiers’ performances with respect to different 

subsets of selected features can be clearly seen in Figure 4.10 and Figure 4.11. 
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Figure 4.10. Comparison of different classifier performances with different-sized feature 

subset selections (nodule non-nodule lungs). 

 

Figure 4.11. Comparison of different classifier performances with different-sized feature 

subset selections (malignant vs benign). 
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Table 4.23. LESH features extraction-based binary classification results for lungs with/without nodules (average of 10-fold cross-

validation). 

Features 

Selected 

Performance Measure for 

SVM with RBF 

Performance Measure for 

SVM with Polynomial 

Performance Measure for 

ESN Classifier  

Performance Measure for 

ELM Classifier 

Accura
cy 

Sensitiv
ity 

Specific
ity 

Accura
cy 

Sensitiv
ity 

Specific
ity 

Accura
cy 

Sensitiv
ity 

Specific
ity 

Accura
cy 

Sensitiv
ity 

Specific
ity 

1 90.05% 93.00% 93.15% 91.00% 91.62% 92.00% 88.08% 89.20% 90.00% 90.01% 89.23% 90.53% 

2 90.56% 93.00% 93.00% 94.05% 92.16% 93.15% 90.34% 93.56% 96.00% 93.34% 88.23% 90.23% 

5 94.15% 95.66% 95.18% 94.34% 94.00% 94.34% 92.67% 93.56% 95.67% 95.45% 93.45% 94.67% 

10 95.87% 97.00% 96.44% 94.33% 96.00% 95.13% 93.00% 94.33% 96.00% 96.00% 94.13% 95.00% 

20 96.27% 96.00% 94.33% 94.13% 97.08% 95.13% 94.00% 95.15% 97.00% 95.37% 95.01% 97.08% 

30 96.67% 97.00% 96.00% 95.42% 95.00% 96.00% 95.11% 94.33% 98% 96.71% 96.00% 97.08% 

40 97.67% 97.00% 98.00% 97.42% 97.00% 98.00% 97.11% 96.33% 100% 97.71% 96.00% 99.08% 

50 99.18% 100% 98.71% 98.78% 98.89% 98.71% 97.44% 96.43% 100% 98.68% 100% 97.78% 

70 98.33% 99% 100% 96.75% 95% 100% 97.34% 98% 100% 97.37% 100% 98% 

100 98.80% 100% 98.44% 100% 100% 100% 97.44% 96.15% 100% 98.67% 96.77% 97.78% 

All        98.75% 100% 98% 99.18% 99% 99.33% 92.05% 90.91% 93.94% 98.68% 100% 97.78% 

Table 4.24. LESH features extraction-based binary classification results for malignant and benign nodules (average of 10-fold cross-

validation). 

Features 

Selected 

Performance Measure for 

SVM with RBF 

Performance Measure for 

SVM with Polynomial 

Performance Measure for 

ESN Classifier  

Performance Measure for 

ELM Classifier 
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Accura

cy 

Sensitiv

ity 

Specific

ity 

Accura

cy 

Sensitiv

ity 

Specific

ity 

Accura

cy 

Sensitiv

ity 

Specific

ity 

Accura

cy 

Sensitiv

ity 

Specific

ity 

1 90.29% 88.00% 100% 88.96% 83.00% 100% 89.23% 87.90% 94.46% 91.12% 94.00% 97.00% 

2 93.08% 94.00% 97% 94.42% 93.00% 97% 90.44% 90.00% 94.45% 92.30% 91.18% 94.00% 

5 93.75% 96.00% 100% 95.08% 94.00% 95.56% 91.45% 90.09% 92.55% 93.08% 94.00% 96.41% 

10 95.00% 97.00% 100% 96.71% 95.00% 100% 95.56% 90.00% 95.60% 97.33% 96% 100% 

20 96.38% 96.00% 100.00
% 

95.12% 97.00% 100% 95.33% 91.12% 97.45% 95.04% 97.00% 100% 

30 97.33% 99.00% 100.00
% 

96.12% 96.00% 96.00% 96.33% 90.43% 98.00% 98.75% 98.00% 100.0% 

40 98.67% 99.00% 98.00% 97.42% 97.00% 98.00% 97.11% 91.33% 100% 98.71% 98.00% 99.08% 

50 99.33% 99% 100% 93.54% 96% 97.33% 95.24% 90% 100% 98.15% 92.59% 93.33% 

70 97.33% 98.17% 99.09% 93.54% 97.21% 97.33% 96.78% 98.70% 99.09% 97.55% 97.00% 98.43% 

100 99.71% 99% 100% 97.33% 96% 100% 100% 100% 100% 96.30% 94.87% 100% 

All 98% 99% 96% 97.38% 96% 100% 100% 100% 100% 94.44% 92.31% 100% 

 

Table 4.25. Wavelet (daubechies) features extraction based binary classification results for lungs radiograph data set with 100 selected 

feature coefficients (average of 10-fold cross-validation). 

Classificatio

n 

Performance Measure for 

SVM with RBF 

Performance Measure for 

SVM with Polynomial 

Performance Measure for 

ESN Classifier  

Performance Measure for 

ELM Classifier 

Accura

cy 

Sensitiv

ity 

Specific

ity 

Accura

cy 

Sensitiv

ity 

Specific

ity 

Accura

cy 

Sensitiv

ity 

Specific

ity 

Accura

cy 

Sensitiv

ity 

Specific

ity 

Nodule/non-
nodule 

97.17% 96.71% 97.89% 98.73% 97.33% 100% 94.87% 87.50% 98.10% 94.74% 73.33% 98.34% 
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Classificatio

n 

Performance Measure for 

SVM with RBF 

Performance Measure for 

SVM with Polynomial 

Performance Measure for 

ESN Classifier  

Performance Measure for 

ELM Classifier 

Accura

cy 

Sensitiv

ity 

Specific

ity 

Accura

cy 

Sensitiv

ity 

Specific

ity 

Accura

cy 

Sensitiv

ity 

Specific

ity 

Accura

cy 

Sensitiv

ity 

Specific

ity 

Malignant/be
nign 

98.67% 99% 98% 98.71% 98% 100% 95.24% 98.89% 97.75% 
96.12% 92.45% 97.45% 

 

Table 4.26. Gabor-based LESH features extraction based binary classification results for lungs radiograph data set with 100 selected 

feature coefficients (average of 10-fold cross-validation). 

Classificatio

n 

Performance Measure for 

SVM with RBF 

Performance Measure for 

SVM with Polynomial 

Performance Measure for 

ESN Classifier  

Performance Measure for 

ELM Classifier 

Accura

cy 

Sensitiv

ity 

Specific

ity 

Accura

cy 

Sensitiv

ity 

Specific

ity 

Accura

cy 

Sensitiv

ity 

Specific

ity 

Accura

cy 

Sensitiv

ity 

Specific

ity 

Nodule/non-
nodule 

95.77% 97.00% 95.10% 96.05% 95.13% 98% 93.23% 88.60% 96.01% 93.75% 72.63% 97.35% 

Malignant/be
nign 

96.75% 95% 100% 97.46% 98% 96.67% 94.45% 96.19% 98.89% 
95.52% 94.00% 97.03% 
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 Statistical Analysis of classifiers’ performance for different feature subset 4.3.2.7

selections using the t-test  

We compared the classification performance differences (taking SVM with RBF as 

the test case) due to different feature subset selection (50, 70, 100, and all) using 

the t-test and the results are given in Table 4.23-4.24 above. Let 

𝜇50 , 𝜇70, 𝜇100 𝑎𝑛𝑑 𝜇𝑎𝑙𝑙 be the mean classification performance accuracies with 

different feature subsets for differentiating between malignant and benign cases. 

Then, the null hypothesis tested against the alternate hypothesis is provided in 

Table 4.27 below: 

Table 4.27. The results of the t-test at level of significance = 0.05. 

Null Hypothesis 

Ha 

Alternate 

Hypothesis 

Ha 

P-value T-value Conclusion  

𝜇70 − 𝜇50 =0 

 

𝜇70 − 𝜇50>0 

 
0.20 3.18 Accepted 

𝜇100 − 𝜇70 =0 

 

𝜇100 − 𝜇70>0 

 
0.02 1.54 Rejected 

𝜇𝑎𝑙𝑙 − 𝜇100 =0 

 

𝜇𝑎𝑙𝑙 − 𝜇100>0 

 
0.14 3.18 Accepted 

The above-mentioned t-test results suggest that N=100 selected features 

outperform the other selected feature sets in enhancing the classification accuracy 

for diagnosing malignant cases. Further analysis of the feature subset selection 

and its effect on classification accuracy for other classifiers is part of our future 

plan.  
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 Comparative Analysis of Classification Performance using log-Gabor 4.3.2.8

based LESH Features (conventional LESH) vs. Gabor based LESH Features 

using t-test 

In the conventional LESH feature extraction technique, the Fourier transform of the 

image is convolved with the log-Gabor filter (section 4.2.1). We reformulated the 

framework for the computation of the LESH features by convolving the Fourier 

transform of the image with a simple Gabor filter given in equation (4.21) and the 

results are given in Table 4.26 above.  

Given  𝜇𝑙𝑔 𝑎𝑛𝑑 𝜇𝑔 be the mean performance accuracies for SVM with RBF kernel, 

when 100 LESH features have been selected, we tested the hypothesis: 

        (4.24) 

 

Table 4.28. The results of t-test at level of significance = 0.05. 

Case 

Alternate 

Hypothesis 

Ha 

P-value T-value 
Null Hypothesis 

H0  

(Malignant/B

enign) case 

𝜇𝑙𝑔 − 𝜇𝑔>0 

 

0.004 2.31 Reject 

Nodule/Non-

Nodule 

𝜇𝑙𝑔 − 𝜇𝑔>0 

 

0.003 1.85 Reject 

The results of the t-test (Table 4.28) suggest that in every case log-Gabor filter-

based LESH techniques outperform simple Gabor-based LESH techniques. The 

test can further be expanded to analyse the performance of other classifiers. 

𝐻0: 𝜇𝑙𝑔 − 𝜇𝑔=0 

Against 

𝐻𝑎:  𝜇𝑙𝑔 − 𝜇𝑔 >0 
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 Comparative Performance Analysis of LESH and Wavelet and SVM 4.3.2.9

Classifiers using t-test.  

We compared the performance of the LESH feature extraction technique with that 

of the benchmarked wavelet features extraction technique suggested by Cristiane 

et al. [53]. They applied Daubechies wavelets transformed by first decomposing 

the image into four levels as prescribed by S. Mallat [119]. The decomposition was 

performed by convolving the image with low and high pass band filters. Afterwards, 

only low-level frequency coefficients were considered as features and fed to the 

classifier, since they demonstrate a higher capability to distinguish different 

patterns of abnormalities. We experimented with a selection of the largest 100 

wavelet features so as to reproduce some results reported in Cristiane et al. [53], 

who experimented with different numbers of selected high-degree wavelet 

coefficients and applied SVM to classify them. Although wavelet based feature 

extraction technique performs better in conjunction with SVM as compare to any 

other classifier (Table 4.25), we note that LESH outperforms it- although with a 

little margin. As accurate detection of malignancies is critical in cancer diagnosis—

to avoid unnecessary surgery—these results are considered as an improvement.    

 t-test  4.3.2.9.1

We compared the performance of the LESH-based feature extraction technique 

with that of the wavelet-based technique using the t-test. It was accomplished by 

comparing the difference between two means of the resultant classification 

accuracy calculated using the LESH feature extraction technique (100 features 
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selected) and the wavelet feature extraction technique (100 features selected) at a 

significance level of 0.05.  

Let  𝜇𝐿 𝑎𝑛𝑑 𝜇𝑊 be the mean performance accuracies (mean is calculated from 10-

fold cross-validation results) for LESH and wavelet classifiers, respectively. We 

tested the hypothesis: 

𝐻0: 𝜇𝐿 − 𝜇𝑤=0 (LESH performs same as wavelets) 

against 

𝐻𝑎:  𝜇𝐿 − 𝜇𝑤 >0 (LESH performs better than wavelets) 

 

𝐻𝑎:  𝜇𝐸 − 𝜇𝑆<0 (4.25)  

And the results are given in Table 4.29 below. 

Table 4.29. The results of t-test at level of significance = 0.05. 

Method Alternate 
Hypothesis 
Ha 

P-value t-value Null Hypothesis 
H0  

SVM 

(polynomial) 

 0.47 1.83 Accept 

SVM (RBF)  0.19 1.83 Accept 

ESN  0.112 1. 83 Accept 

ELM  0.45 1.83 Accept 

4.3.3 Case Study II: 3D Breast MRI images 

The workflow of the proposed breast cancer diagnosis scheme based on 3D LESH 

feature extraction technique is depicted in Figure. 4.12. 

 

𝜇𝐿 − 𝜇𝑤 >0 

𝜇𝐿 − 𝜇𝑤>0 

𝜇𝐿 − 𝜇𝑤 >0 

𝜇𝐿 − 𝜇𝑤>0 
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Figure 4.12. Workflow of the proposed methodology. 

 Breast MRI Data Set 4.3.3.1

We collected 137 breast cancer MRI cases from the cancer atlas for breast cancer 

TCGA-BRCA data collection provided by The Cancer Imaging Archive (TCIA) from 

the Frederick National Laboratory for Cancer Research [81].  

These MRI images are in Digital Imaging and Communications in Medicine 

(DICOM) format. DICOM combines images and metadata to create a rich 

description of a medical imaging procedure. The data set consists of T1-weighted, 

T2-weighted, pre-contrast, post-contrast images. The T2-weighted contrast‒

enhanced MR breast images were selected for the analysis.  

 Image Enhancement 4.3.3.2

For improved diagnosis capability, MRI images were further enhanced with the 

Contrast Limited Adaptive Histogram Equalisation (CLAHE) technique.  
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 Image Segmentation  4.3.3.3

We extracted 193 (110 abnormal and 93 normal) regions of interest (ROI) from the 

TCGA-BRCA MRI images manually using the ITK-SNAP tool version 3.2.0 [85], 

according to the information provided about the location of the abnormality in the 

pathological reports for each patient. In the pathology report, cancer location and 

its stages are defined by the different tests performed by the physicians. These 

stages are ways to describe the cancer location, its growth and where it has 

spread. Once a stage is clear, it helps the doctor to decide which treatment is best 

to predict patient prognosis and recovery. The TCGA-BRCA data set contains MRI 

images samples for stages I‒III. Figures 4.13, 4.14 and 4.15 show sample MRI 

images for stages I, II and III, respectively. With regard to the abnormal cases, 

most belong to stage II. The statistics of the abnormal ROI consist of 22 stage I, 70 

stage II and 18 stage III cases. 

   

Axial View Sagittal View Coronal View 

Figure 4.13. Sample T2-weighted MRI displaying Stage I from the TCGA-BRCA data set. 
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Axial View Sagittal View Coronal View 

Figure 4.14. Sample T2-weighted MRI displaying Stage II from the TCGA-BRCA data set. 

 

   

Axial View Sagittal View Coronal View 

Figure 4.15. Sample T2-weighted MRI displaying Stage III from the TCGA-BRCA data set. 

 Feature Extraction 4.3.3.4

We applied the LESH feature extraction technique to segmented ROI from MRI 

images and compared it with the benchmark wavelet-based feature extraction 

technique. The segmented ROI was divided into 16 sub-regions (each of size 32 X 

32X16 voxels) further padded with zeroes to make it 32 x 32 x 32 size, thus 

calculating the Gaussian weight and hence the 3D-LESH (equation 4.19-4.20) for 

each sub-region. Furthermore, the LESH features were computed for each sub-

region along 8 different orientations, accumulating into a 128-dimensional LESH 
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feature vector (16 x 8 = 128). This distribution of the voxels is depicted in Figure 

4.16 below.  

 

Figure 4.16. Graph depicting the breakdown of the ROI into sub-regions, for 3D 

LESH feature vector computation.  

 Feature Selection 4.3.3.5

We studied the impact of selecting a subset of N-largest LESH coefficients, say hN, 

from LESH feature vectors, ℎ𝑟,𝑏, for classification purposes. These selected 

features coefficients were fed to the classifier, to distinguish between different 

stages and between normal and abnormal cases.  
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 Classification with Selected Machine Learning Classifiers 4.3.3.6

Classification is an integral part of CDSSs for prediction and diagnosis of a specific 

disease. It assigns a class/label (from among the predefined classes) to new cases 

in a data set on the basis of the information incorporated into their respective 

feature set.  

The selected LESH features, hN, were fed to the classifiers SVM, ESN and ELM, 

and their performance was evaluated using classification accuracy and (AUC) Az 

value. 

 Results and Discussion 4.3.3.7

Experiments were conducted with TCGA-BRCA data sets to distinguish abnormal 

and normal cases and to classify abnormalities according to their stages in MRI 

images. We reported using classification accuracy and the ROC curve plots to 

measure the significance of the results generated.  

We ran a grid search with 10-fold cross-validation to determine suitable 

parameters for SVM classifiers. In the case of SVM with the Radial Basis Function 

(RBF) kernel, the slope parameter γ and the penalty parameter C were tuned, 

while in the case of SVM with the linear kernel, only C was tuned. The polynomial 

kernel of degree two was employed for the experimentation.  The results are 

shown in Tables 4.30‒4.32.  All reported results were averaged with 10-fold cross-

validation.  
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The overall results indicate that LESH features combined with SVM classifiers 

provide efficient classification performance (Tables 4.30 & 4.31). The significant 

performance was achieved by the SVM linear classifier, which performed at the 

classification accuracy of 99.47% when 100 or all LESH features were selected 

(Table 4.30) and with an Az value of 0.9956 ±0.0046 (Table 4.31) for classifying 

normal and abnormal cases. The SVM with RBF kernel also performed well by 

reaching the accuracy of 98.95±0.52 (Table 4.30) and  Az value of 0.9909 ±0.066 

(Table 4.31). The ELM also resulted in the high classification accuracy of 99.47% 

(Table 4.30) and Az value of 0.9856 ±0.0136 (Table 4.31) overall. Finally, SVM 

with the polynomial kernel reached the maximum performance of 98.48 % and Az 

value of 0.9909, when 100 LESH feature were selected, and similarly ESN showed 

the maximum performance of 91.52 % and Az value of 0.9226 with 100 selected 

LESH features.  

The results in Table 4.32 verify that LESH is a good choice for detecting the 

cancer stage. In this respect, ELM outperformed any other classifier by 

distinguishing between different stages at the rate of 95.45% for stage I, 98.18% 

for stage II and 98.18% for stage III. The SVM linear classifier was capable of 

distinguishing between different stages of the breast cancer with maximum 

accuracy of 88.09% for stage I, 73.45% for stage II and 78.18 % for stage III 

(Table 4.32). The polynomial classifier was second in overall performance, 

followed by RBF, with its performance score; ESN again showed a low 

performance.  
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In all cases, multiclass classification was performed based on the one-for-all 

scheme to distinguish between different stages of abnormalities. Application of the 

proposed feature set in conjunction with machine learning classifiers affirmed the 

importance of LESH features. 

In summary, the results reported in Tables 4.30‒4.32 emphasise the superiority of 

LESH features for distinguishing between different stages of cancer, as well as 

detecting the existence of cancer in the medical images. Further, it is evident that 

selecting a subset from all available features does not deteriorate classification 

performance significantly. The ROC curve for different classifiers depicted in 

Figure 4.17 provides a comparison of the overall performance of these classifiers.  

Table 4.30. LESH-based classification accuracy % (abnormal/normal) for MRI data set. 

Features 

Selected 

SVM 
with 
RBF 

SVM 
with 
Linear 

SVM with 
Polynomial 

ESN ELM 

50 98.95 98.94 98.74 90.65 97.89 

70 97.37 98.95 98.45 91.52 98.01 

100 99.47 99.47 98.42 91.52 98.92 

All 98.43 99.47 98.45 85.83 99.47 

 

 

Table 4.31. LESH-based classification Az value (abnormal/normal) for MRI data set. 

Features 

Selected 

SVM 

with 

RBF 

SVM 

with 

Linear 

SVM with 

Polynomial 

ESN ELM 

50 0.9909  0.9954   0.9859 0.8946  0.9758 

70 0.9700 0.9650 0.9598 0.9222 0.9701 

100 0.9954  0.9954    0.9909 0.9226  0.9894 
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All 0.9843 1.0000 0.9864 0.8990 0.9861 
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Table 4.32. Selected LESH feature (50,100 & all) with multiclass (one vs all) SVM classifier performance accuracy % for MRI data set. 

Stage SVM with Linear SVM with RBF SVM with Polynomial ESN ELM 

 50  100 All 50 100 All 50 100 All 50 100 All 50 100 All 

I 88.09 71.72 96.09 72.72 85.37 89.36 60.90 83.86 93.09 86.87 80.89 89.99 97.27 95.45 95.45 

II 73.45 72.72 86.36 77.27 53.63 84.46 67.27 77.72 81.81 73.63 81.78 86.79 97.27 95.45 98.18 

III 78.18 70.91 91.09 77.73 68.18 86.54 81.18 83.36 83.36 87.90 84.45 92.34 96.36 95.45 98.18 

            

 

Figure 4.17. ROC for classification between Abnormal/Normal cases for MRI data set (Linear SVM, and RBF SVM curves are overlapping, 

whereas Polynomial SVM curve is partially overlapping and thus some part of it is invisible.)
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 Statistical Analysis of classifiers performance for different feature subset 4.3.3.8

selection using the t-test  

To observe the impact of different highest degree 3D-LESH coefficients upon the 

classification performance, we plotted these coefficients vs. classification 

performance accuracy (Figure 4.18). It can be seen that there is a certain range of 

coefficients where the 3D-LESH features perform consistently, while a certain set 

of features may assist in boosting the classification performance significantly.  

 

Figure 4.18. No. of LESH Features selected vs. Accuracy for the MRI dataset. 

Furthermore, we compared the classification performance differences due to 

different feature subset selection (50, 70, 100, and all) using the t-test and the 

results are given in Table 4.33 below. Let 𝜇50 , 𝜇70, 𝜇100 𝑎𝑛𝑑 𝜇𝑎𝑙𝑙 be the mean 

classification performance accuracies with different feature subsets for 

differentiating between malignant and benign cases. Then, the null hypothesis 

against the alternate hypothesis is provided in the Table 4.20 below: 
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Table 4.33. The results of the t-test at level of significance = 0.05. 

Null Hypothesis 

Ha 

Alternate 

Hypothesis 

Ha 

P-value T-value Conclusion  

𝜇70 − 𝜇50 =0 

 

𝜇70 − 𝜇50>0 

 
0.34 2.13 Accepted 

𝜇100 − 𝜇70 =0 

 

𝜇100 − 𝜇70>0 

 
0.04 2.34 Rejected 

𝜇𝑎𝑙𝑙 − 𝜇100 =0 

 

𝜇𝑎𝑙𝑙 − 𝜇100>0 

 
0.17 2.15 Accepted 

The above-mentioned t-test results suggest that N=100 selected features 

outperform the other selected feature set in enhancing the classification accuracy 

for diagnosing malignant cases. Further analysis of the feature subset selection 

and its effect on classification accuracy is part of our future plan.  

 Comparative Analysis of the log-Gabor- and Gabor-based LESH Feature 4.3.3.9

Extraction Technique for Classification Performance using t-test. 

We revised our experiments with the 3D-LESH feature extraction technique by 

replacing log-Gabor filter convolution with Fourier transform, with that of the 

Gabor- based convolution, where the Gabor filter is given as: 

𝐺( 𝜔, Θ) = exp {−
𝜎2

2 
(𝜔 − 𝜔0)

2}  × 𝑒𝑥𝑝 (−
𝛼(Θ)2

2 𝜎𝛼
2 ) (4.26) 

Where parameters for the equation (4.26) are defined in Section 4.2.2.1, in detail. 

Tables 4.34-4.35 below summarise the results produced by the application of the 

Gabor-based LESH feature extraction technique, when used for classification. 
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Table 4.34. Gabor-based LESH feature extraction-based classification results for binary 

classification between normal and abnormal cases for the MRI data set. 

Measure SVM 
with 
RBF 

SVM 
with 
Linear 

SVM with 
Polynomial 

ESN ELM 

ACCURACY % 99.47 99.47 97.92 90.00 95.99 

Az 0.9960 0.9856 0.9613 0.8623 0.9615 

 

Table 4.35. Gabor-based LESH feature extraction-based multiclass (one vs all) classification 

performance accuracy % for the MRI data set. 

Abnormality 
Type 

SVM 
with 
RBF 

SVM 
with 
Linear 

SVM with 
Polynomial 

ESN ELM 

STAGE I 82.50 98.75 82.50 87.87 94.89 

STAGE II 81.25 80.00 77.50 83.72 96.72 

STAGE III 97.50 97.56 81.25 95.46 97.54 

      

 

Further application of the t-test for comparing the performance of the log-Gabor-

based LESH feature extraction technique and the Gabor-based feature extraction 

technique is given below.  

Let  𝜇𝑙𝑔 𝑎𝑛𝑑 𝜇𝑔 be the mean performance accuracies for the log-Gabor-based 

LESH and the Gabor-based LESH techniques, when classification is performed 

using SVM with Linear kernel. We tested the hypothesis: 

𝐻0: 𝜇𝑙𝑔 − 𝜇𝑔=0 (log-Gabor-based LESH performs same as Gabor-based LESH) 

against 

𝐻𝑎:  𝜇𝑙𝑔 − 𝜇𝑔 >0 (log-Gabor-based LESH performs better than Gabor-based LESH)

 (4.27) 
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Table 4.36. The results of the t-test at level of significance = 0.05 for binary classification. 

Method Alternate 
Hypothesis 
Ha 

P-value t-value Null Hypothesis 
H0  

SVM 
(Linear) 

𝜇𝑙𝑔 − 𝜇𝑔>0 

 
0.0019 3.19 Reject 

SVM 
(polynomial) 

𝜇𝑙𝑔 − 𝜇𝑔>0 

 
0.004 2.34 Reject 

SVM 
(RBF) 

𝜇𝑙𝑔 − 𝜇𝑔>0 

 
0.003 1.89 Reject 

ESN 
𝜇𝑙𝑔 − 𝜇𝑔>0 

 
0.0012 2.33 Reject 

ELM 𝜇𝑙𝑔 − 𝜇𝑔 > 0 0.007 3.20 Reject 

The results in Table 4.36 suggest that log-Gabor-based 3D-LESH features have 

higher capability to discriminate among malignant and benign cases, when 

compared to Gabor-based 3D-LESH features. 

 Comparative Analysis of LESH and Wavelet-Based Feature Extraction for 4.3.3.10

Classification Performance 

We compared the performance of the LESH feature extraction technique with the 

benchmarked wavelet feature extraction technique applied by Cristiane et al. [53] 

[30]. We extended this technique to three-dimensional MRI images with selection 

of the largest 100 wavelet features, as this seemed an appropriate choice for 

reducing the curse of dimensionality while keeping the performance intact. The 

results, presented in Tables 4.37 and 4.38 below, indicate obvious superior 

performance with LESH features use in both binary and multiclass classification. 

 

Table 4.37. Wavelet (Daubechies) feature extraction-based classification results for binary 

classification between normal and abnormal cases for MRI data set. 

Measure SVM 
with 
RBF 

SVM 
with 
Linear 

SVM with 
Polynomial 

ESN ELM 
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ACCURACY % 71.36 72.42 73.47 50.50 93.28 

Az 0.7460 0.7568 0.7659 0.5443 0.9249 

 

Table 4.38. Wavelet-based feature extraction for multiclass (one vs all) classification 

performance accuracy % for MRI data set. 

Abnormality 
Type 

SVM 
with 
RBF 

SVM 
with 
Linear 

SVM with 
Polynomial 

ESN ELM 

STAGE I 70.90 66.36 68.18 66.67 85.45 

STAGE II 57.27 83.63 55.45 49.80 84.54 

STAGE III 88.18 93.63 93.63 75.00 85.98 

      

 

 Statistical Analysis of the Results with t-test 4.3.3.11

The t-test was applied to calculate the significance of the improvement in accuracy 

by using LESH features compared with the wavelet texture features. We selected 

ELM-based classification accuracy for the test, since it has a higher performance 

ratio in both cases. The other classifiers’ performances may also be tested, but we 

leave this for future research because of limited space. Let  𝜇𝐿 𝑎𝑛𝑑 𝜇𝑊 be the 

mean performance accuracies for LESH and wavelet classifiers (mean is 

calculated from 10-fold cross-validation results), respectively. We tested the 

hypothesis: 

𝐻0: 𝜇𝐿 − 𝜇𝑤=0 (LESH performs same as wavelets) 

against 

𝐻𝑎:  𝜇𝐿 − 𝜇𝑤 >0 (LESH performs better than wavelets) (4.27) 

   

The results are given in Table 4.39 below. 
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A 0.05 level of confidence was used for experiments, which is standard for 

statistical testing. The results for binary classification (abnormal/normal) are shown 

in Table 4.39 below. The probability value (p-value) determined whether the null 

hypothesis should be rejected. In both binary and multistage cases, the p-value 

was higher than the 0.05 confidence level, which suggests that the difference 

between the classification accuracy was prominently significant. Thus, it can be 

stated that our proposed 3D LESH feature extraction technique performs 

significantly better than the wavelet-based technique. Other feature extraction 

methods may also be compared with our technique in future.   

Table 4.39. The results of t-test at level of significance = 0.05 for binary classification. 

Method Alternate 
Hypothesis 
Ha 

P-value t-value Null Hypothesis 
H0  

SVM 
(Linear) 

 0.00004 9.39 Reject 

SVM 
(polynomial) 

 0.000019 7.45 Reject 

SVM 
(RBF) 

 0.000002 9.43 Reject 

ESN  0.000004 8.94 Reject 

ELM  0.038 2.002 Reject 

  

4.4 Conclusion & Discussion 

The correct diagnosis is vital in designing an efficient CDSSs since FP as well as 

FN are both harmful. FP can cause unnecessary biopsies or other treatments that 

can be expensive and painful for the patients. Similarly, FN can cause an actual 

cancer to go undiagnosed, and thus may lead to mortality. A combination of 

𝜇𝐿 − 𝜇𝑤 >0 

𝜇𝐿 − 𝜇𝑤>0 

𝜇𝐿 − 𝜇𝑤 >0 

𝜇𝐿 − 𝜇𝑤>0 

𝜇𝐿 − 𝜇𝑤>0 
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resilient methods at each stage of CDSSs help to enhance overall system 

performance, as evident from our proposed CDSSs described in this chapter.  

LESH has been proved to be a superior feature descriptor. As mentioned earlier, 

LESH is a histogram of local energy, which is at a maximum level at the abrupt 

change of image intensity. Accordingly, it marks the texture variations in the local 

area. The highest degree coefficients correspond to the most significant and 

prominent set of features in the local area within an image. A subset of these 

features can be selected with some compromise on classification accuracy, which 

hence reduces the dimensionality. Experiments were performed with different 

numbers of the highest degree coefficients and determined that N = 100 is the 

most appropriate number for improving classification accuracy. Overall, the results 

suggest that LESH generates an effective set of features that improves 

classification performance compared to a state-of-the-art wavelet-based feature 

selection approach, which is also evident from results above.   

The reason for that is that although wavelets have efficient image representation 

they fail to represent discontinuities along curves and edges. Other competitive 

features are curvelets and contourlets. Curvelets are superior to wavelets by 

sustaining edges. Contourlets are closer to curvelets and are counted as a discrete 

form of curvelet transforms but have less clear directional features [177]. Other 

than wavelets, many feature extraction techniques have been mentioned in section 

3.2.4. Most of these techniques focus their study on a specific type of abnormality 

and try to detect its malignancy, whereas LESH-based methodology has the 
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advantage of detecting the malignancy of any type of abnormality and can 

differentiate between different types of abnormalities with considerable efficiency.  

When compared with a state-of-the-art wavelet-based feature selection approach, 

the overall results suggest that LESH generates an effective set of features that 

improves classification performance. This is due to the inability of wavelet features 

to represent discontinuities along curves and edges [177].  

In lung cancer detection, CDSSs face multiple challenges due to inhomogeneous 

lung regions; similarity in density of arteries, ribs, bronchi, veins, and bronchioles in 

the lung region; and different types of nodule shapes like cavities and ground glass 

nodules [175]. All these make lung and nodule segmentation, feature extraction 

and classification cumbersome tasks [175]. Nodule characteristics such as shape, 

size, texture etc. can aid in the predicting their malignancy. Other factors which 

may add to system performance in detecting abnormalities in lungs include image 

acquisition and reconstruction parameters, the nodule location, data-set size, and 

optimisation of the system using cross-validation [176].   

Most state-of-the-art methods employed by researchers to extract features from 

lung nodules ROI fail to represent discontinuities along curves and edges, and 

hence are incapable of presenting a resilient set of feature vectors that may help in 

the classification of different types of abnormalities. However, our proposed LESH 

feature extraction technique is capable of marking significant pattern variations in 

the medical images efficiently in both cases of classification, i.e. for distinguishing 
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lungs with/without nodules and for discriminating between malignant and benign 

nodules (Table 4.23 & 4.25).  

Lastly, the chapter also presented a novel technique for detecting breast cancer in 

volumetric medical images based on a three-dimensional (3D) LESH model. It is a 

hybrid approach, which combines the 3D LESH feature extraction technique with 

machine learning classifiers to detect breast cancer from MRI images. The 

proposed system applies contrast-limited adaptive histogram equalisation 

(CLAHE) to the MRI images before extracting 3D LESH features. Further, a 

selected subset of features is fed to a machine learning classifier, namely support 

vector machine (SVM), extreme learning machine (ELM) or echo state network 

(ESN), to detect abnormalities and to distinguish between different stages of 

abnormalities. The results indicate the high performance of the proposed system. 

When compared with the wavelet-based feature extraction technique, statistical 

analysis testifies to the significance of our proposed algorithm. 

The next chapter is a step further to enhancing the performance of each CDSSs 

described here through the novel application of the artificial immune network 

(AIN)‒based hyper-parameter optimisation technique.    
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Chapter 5 - Nature-Inspired Algorithm for Machine 
Learning Classifier Optimisation  

The last chapter details our experiments and results related to the application of 

the CDSS framework (discussed in chapter 3) upon three different genres of 

datasets. We further extended these experiments to observe the implications of a 

novel AIN-based optimisation technique on enhancing the diagnostic capabilities of 

conventional CDSS. It was accomplished by the application of an Artificial Immune 

Network (AIN) for optimising machine learning classification algorithms 

incorporated as an integral part of CDSS. AIN accomplishes this task by searching 

for the best hyper-parameter set for a specific machine learning classification 

algorithm (also called model selection).  

 AIN belongs to the field of natural computing which has its roots in the workings of 

the immune system. Natural computing is the process of extracting ideas from 

nature to develop a computational model for problem-solving [192]. The research 

in this field aims to devise a theoretical model of the natural phenomenon that can 

be implemented in computers to reproduce the qualitative methods to solve 

complex problems, which cannot be satisfactorily solved by conventional 

techniques like linear, non-linear or dynamic programming. It works by simplifying 

the mechanisms presented in natural phenomena and so helps to make large 

numbers of entities traceable and highlight the minimal features necessary to 

enable some particular features of the system to be reproduced and observe some 

emergent approaches. Among the many approaches within computing inspired by 
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nature, the most well-known ones are the artificial networks, evolutionary 

algorithms, swarm intelligence and artificial immune systems [192]. 

In this chapter, we aimed to theoretically explore the immune system and apply 

AIN to solve the problem of machine learning classifiers optimisation. The rest of 

the chapter is organised as follows: section 5.1 describes some background 

knowledge of natural immune systems, its computational representation as an 

artificial immune system 5.2 describes the proposed AIN algorithm for optimising 

machine learning classifiers. 5.3 provides simulation results of the application of 

this optimisation technique using diverse types of datasets. Finally, the chapter 

ends with the discussion section, 5.4.  

5.1 The Biological Immune System (IS)  

A natural immune system consists of cells and molecules that work together with 

our body to maintain a dynamic internal state of equilibrium. The immune system 

has the ability to resist disease-causing agents called pathogens and toxic 

substances called antigens. These pathogens can be viruses, bacteria, fungi etc. 

The primary role of the immune system is to detect these pathogens and eliminate 

them [193]. Cells (also called agents) in innate immune systems detect the 

pathogens by considering their specific molecular pattern, which can never be 

found in the host body cells. Once pathogens are detected, innate immune system 

cell signals (chemical signals) join with other immune cells to fight against 

pathogens [192]. 
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The immune system has an adaptive property since they evolve through 

encounters with antigens. The immune system cells are also categorised as B-

cells and T-cells (lymphocytes), which together help us to recognise and destroy 

specific substances/antigens produced and are capable of generating responses 

[192]. 

The immune system clones B-cells in an effort to remove infectious antigens. In 

cloning, B-cell goes through somatic hyper mutation to remove infection as well as 

prepare for any future attacks [192]. 

The system retains a memory of encounters with pathogens, which is recalled on 

further exposure to the same pathogens. 

5.1.1 Immune System Concepts 

The immune system is comprised of B-cells (receptors which can recognise 

antigens) and T-cells (cells identifying antigens residing on the surface of other 

cells). Many theories have been proposed in literature to explain the immune 

system’s responses to antigens. Most important of them are clone section [194] 

and affinity maturation [196, 197] for developing an adaptive immune system for 

problem-solving [192].  

 Clonal Selection 5.1.1.1

This process produces a clone of B-cell or T-cell, which is capable of recognising 

an antigen-stimulus. This reproduction process may perform a mutation in 

proportion to cell affinity to the antigen parent cell [192].  
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 Immune Memory 5.1.1.2

Immune memory is acquired and maintained using clone expansion and selection 

and an immune network. In this network highly stimulated B-cells survive and less 

stimulated B-cells are removed [192].  

 Immune Network 5.1.1.3

Jerne [195] suggested that B-cells exhibit a mutually reinforcing network, which 

stimulates as well as suppresses each other to avoid over population of B-cells to 

get a stable memory. In a self-regulatory fashion, a self-organising system is made 

up of immune cells and molecules, which interact with each other and the 

environment to produce dynamic behaviour [192]. 

 Learning in Immune Networks 5.1.1.4

This is a cognitive process which learns and responds as (1) recognises molecular 

shapes (2) preserves encounters with antigens (3) defines boundaries for networks 

(4) can and infer about future antigen patterns. In producing dynamic patterns of 

activities to regulate and maintain networks, these are metadynamics (which 

control the production and death of immune cells). The metadynamic has an 

oscillating pattern of production and death, which stabilises over time. It preserves 

the identity of IS overtime but is still allowed to adopt to a new situation [192] 
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5.1.1.1 Self/Non-Self Discrimination 

For IS to be in proper function it should be able to distinguish between its own cells 

and foreign cells, which are basically indistinguishable, otherwise it will kill its own 

antibodies and cause autoimmune diseases. So negative selection is vital. 

We discuss the simulation of the immune system for computational modelling 

below. 

5.2 Artificial Immune Systems (AIS) 

AIS are inspired by theoretical immunology and observe the immune function 

model. They encompass the algorithms that are developed using the ideas and 

metaphors from the biological immune system to solve problems [192].  

The researchers, inspired by AIS, are developing algorithms to solve complex 

component problems. AIS have been applied in the area of fault diagnosis, 

computer security, virus detection, etc. Its main model comprises of the following 

features: 

1. Recognition of malfunctioning self-cells and harmful non-self cells.  

2. Feature extraction: Antigen Presenting Cells (APC) in IS extracting features 

from disease-causing cells (antigen) while removing noise from them and 

presenting them to other cells (lymphocytes). 

3. Diversity: involves generation and maturation whereby the immune system 

adapts (somatic hyper mutation) to the foreign elements that confront it.  
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4. Learning: comprised of a process which helps the immune system to fine-

tune its response over time. 

5. Affinity maturation: B-cell produces antibodies (novel patterns) for increased 

affinity to antigens. Fighting with more antigens will increase affinity in 

antibodies. Affinity maturation consists of mutation and selection, and 

makes IS better at pattern recognition. 

5.2.1 Immune Engineering Framework to design AIS  

Castro and Timmis [l92] proposed a layered framework for AIS, as below: 

1. Population generation: representation of the components of the application 

domain 

2. Affinity maturation: a mechanism to represent and evolve interaction among 

different system components and its environment: set of input, output and 

fitness function etc. 

3. Algorithm to define dynamics (behaviour of the system): the examples are 

colonel selection, negative positive selection, immune network algorithms 

and bone marrow. 

We will focus on immune networks here as our algorithm to optimise the machine 

learning classification is based on the immune network paradigm. These networks 

are described below. 
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5.2.2 Artificial Immune Networks (AIN) 

This is a dynamic system, where the cells recognise each other and present some 

patterns of dynamic behaviour even without any foreign intervention. The network 

approach is helpful in developing computation tools due to its properties like 

learning, memory, self-tolerance, the diversity of cell population, and its interaction 

with the self and the environment. In general, the dynamics of continuous as well 

as discrete networks can be depicted as [192]: 

RPV = NSt − NSu + INE − DUE (5.1) 

Where RPV is the rate of population variation, NSt is network simulation, NSu is 

the network suppression, INE is the influx of new elements and DUE is the death 

of unstimulated cells [192]. We further discuss a special algorithm based on the 

immune network paradigm below. 

 aiNet 5.2.2.1

The aiNet model comprises  a set of cells and molecules. The interconnection 

between them is represented as the degree of similarity between them: the closer 

they are, the more similar they are considered. Whenever the body is attacked by 

pathogens (antigens (Ag)), it responds by secreting antibodies (Ab), which help in 

recognising the antigens. The strength of the interaction between Ab and Ag is 

measured by the affinity of their match. This means that the cells (Ab) which can 

recognise antigen (Ag) better have a higher antigen affinity and hence are further 

increased in concentration and affinity, while the ones with lower affinity die out 
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over time. The aiNet algorithm [198] assumes a population of antigens to be 

recognised by the set of antibody cells in the network. A real-valued vector in a 

Euclidean shape space called network cells is used to represent the antibodies 

and antigens together. Their affinity is calculated using Euclidean distance. A set 

of cells with higher affinity are selected for cloning. These cloned cells undergo a 

somatic mutation that is inversely proportional to their antigen affinity rate. Finally, 

a certain number of affinity clones are maintained as network memory [192].  

Affinity of the rest of the antibody cells is calculated and cells with affinity less than 

a certain threshold are eliminated from the network (clonal suppression).  

To produce diversity, a set of antibody cells are generated randomly, and their 

affinity is computed with existing cells. Out of these new born cells, the one with 

affinity above a certain threshold is the only one added to the population and the 

rest are eliminated [192].  

The aiNet learning algorithm is summarised here [198]:  

1. Initialisation: generate a set of random population of network antibodies: 

 2. Antigenic presentation: repeat for each antigenic: 

 2.1 Clonal selection and expansion: in this process, each cell is cloned 

according to its affinity rate. The higher the affinity, the more chances there 

are for the cell to be cloned.  
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 2.2 Affinity maturation: the cloned cells are further mutated inversely 

proportional to its affinity rate while a set of the highest affinity clones are 

placed in clone memory.  

 2.3 Metadynamics: the memory clones with affinity of antigens less than a 

threshold are discarded.  

 2.4 Clonal Interaction: it is the computation of measure of affinity among 

clone cells.  

 2.4 Clonal suppression: clones with affinity less than a pre-specified 

suppression threshold are discarded. 

 3. Network interactions: it is the computation of measure of affinity among each 

pair of network antibodies (cells).  

 4. Network suppression: the network antibodies with an affinity rate of less than 

a certain threshold are discarded. 

 5. Diversity: a random set of new antibodies is generated and incorporated into 

the network population 

 6. Loop: repeat steps 2 to 4 until a certain condition is met.  

5.3 Artificial Immune Network System-Based Optimisation 

Given a dataset       nununuU K,,, 21  that consists of K feature vectors with their 

corresponding class labels Y′ = (𝑦1
′ , 𝑦2

′ , … . . 𝑦𝑘
′ ), our goal is to optimise (using the 
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artificial immune network paradigm) the classification accuracy (fitness), which is 

given as follows: 

𝐹𝑖𝑡𝑛𝑒𝑠𝑠 = 𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 (𝑈) =
∑  𝐴𝑠𝑠𝑒𝑠𝑠(𝑢𝑖)
𝐾
𝑖=1

K
    𝑢𝑖 ∈ 𝑈 (5.2)

𝐴𝑐𝑐𝑒𝑠𝑠(𝑢𝑖) = { 
1 𝑖𝑓 𝑐𝑙𝑎𝑠𝑠𝑖𝑓𝑦(𝑢𝑖) = 𝑐𝑜𝑟𝑟𝑒𝑐𝑡 𝑐𝑙𝑎𝑠𝑠𝑖𝑓𝑖𝑐𝑎𝑡𝑖𝑜𝑛

0 𝑖𝑓 𝑐𝑙𝑎𝑠𝑠𝑖𝑓𝑦(𝑢𝑖) = 𝑖𝑛𝑐𝑜𝑟𝑟𝑒𝑐𝑡 𝑐𝑙𝑎𝑠𝑠𝑖𝑓𝑖𝑐𝑎𝑡𝑖𝑜𝑛 
 (5.3) 

Where classify(𝑢𝑖) is correct if y′
𝑖
(𝑢𝑖) in the dataset is the same as the 

corresponding output label 𝑦𝑖(𝑢𝑖).  

Let us consider the following example for understanding the calculation of 

accuracy measure. Suppose our sample dataset is given as in Table 5.1 below: 

Table 5.1. Example dataset 

𝒖𝒊  
𝒇𝒐𝒓 𝒊: 𝟏
− 𝟏𝟎 

 

Attribute1 Attribute2 Attribute3 Class Label 

𝒚𝒊(𝒖𝒊). 
Predicted Class 

𝐂𝐥𝐚𝐬𝐬𝐢𝐟𝐲(𝒖𝒊)
= 𝐲′

𝐢
(𝐮𝐢)  

𝑨𝒄𝒄𝒆𝒔𝒔(𝒖𝒊) 

1 Yes Large 128k 1 -1 0 

2 No Medium 120k 1 1 1 

3 No Small 100k -1 1 0 

4 Yes Medium 234k -1 -1 1 

5 Yes Small 456k 1 -1 0 

6 No Large 678k -1 -1 1 

7 No Large 123k 1 1 1 

8 Yes Medium 455k 1 -1 0 

9 Yes Small 678k -1 -1 1 

10 Yes Small 789k 1 -1 0 

Given the above dataset, and the equation 5.2, Accuracy is given as =5/10=0.5. 

As alternatives to using the accuracy, the receiver operating characteristic (ROC), 

the area under ROC (AUROC), sensitivity, specificity or other measures can be 
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taken as the fitness function. In the case of different classifiers, the output 

label𝑦𝑖(𝑢𝑖).  

The goal of obtaining the generalisation performance 𝐹𝑖𝑡𝑛𝑒𝑠𝑠 = 𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 (𝑈) of a 

specific classifier can be achieved via the application of cross-validation. This 

technique splits a given dataset (U, Y) into disjoint sets (U (train), Y (train)) and (U 

(test), Y (test)). Thus, the proposed optimiser is trained over the training set; then, 

the classification performance is calculated as the mean of all of the performances 

applied to the testing set (U (test), Y (test)). The overall system structure to 

optimise a classifier through AIN can be depicted as follows: 
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Create Initial search space for AIN as Pc={C1,….,C|pc|}

of cells, Ci , where each one of them represent a 

solution(parameter set) for the classifier  (ELM/ESN/SVM) 

Stopping 

criteria met?

Average fitness of 

new population does 

not stagnate

Train the classifier

Clone and mutate cells

Rank cells according to their 

fitness as compare to the 

parents

One-dimensional mutation  

Gene duplication 

Suppress cells 

Create population diversity

Training dataset U
(train)

Range for parameter values of 

the classifier ELM, ESN or SVM 
Testing dataset U

(test)

Optimised values

Test the classifier and calculate fitness 

value (classification accuracy) 

 

Figure 5.1. The overall system structure of the proposed algorithm. 
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5.3.1 Create the initial Search Space Population of the components of the 
application domain 

The first step in solving the optimisation scheme is to create an abstract model of 

the application domain parameters as immune cells and molecules (AIN 

terminology) [192]. Perelson and Oster devised a shape-space approach to 

present them by using a data structure that is specific to an application. This data 

structure consists of string attributes that can be real-valued vectors, integer 

strings, binary strings or symbolic strings. The data structure should be sufficient to 

quantify the affinity between each pair of attributes [199]. Our data structure is a 

real-valued vector C (also called a network cell) that represents specific classifier 

parameters as a single feasible solution to the optimisation problem. 

1) In the case of ELM, we optimised the input weights only; thus, the network 

cell is given as follows: 

 𝐶 = [ 𝑎𝑚𝑖𝑛 , 𝑎𝑚𝑎𝑥 ]  (5.4) 

Where [𝑎𝑚𝑖𝑛 , 𝑎𝑚𝑎𝑥 ] are limited within the range of [-10, 10] for the input weight 

range. 

2) In the case of the Echo State Network, 

𝐶 = [ (𝑊𝑚𝑖𝑛 
𝑖𝑛 ,𝑊𝑚𝑎𝑥 

𝑖𝑛  ), (𝑊𝑚𝑖𝑛 ,𝑊𝑚𝑎𝑥  ), (𝑊𝑚𝑖𝑛 
𝑜𝑢𝑡 ,𝑊𝑚𝑎𝑥 

𝑜𝑢𝑡 ), 𝑆𝑖𝑛, 𝑆 , 𝑆𝑜𝑢𝑡,𝑀] (5.5) 

Where ( 𝑊𝑚𝑖𝑛 
𝑖𝑛 ,𝑊𝑚𝑎𝑥 

𝑖𝑛  ), (𝑊𝑚𝑖𝑛 ,𝑊𝑚𝑎𝑥  ), (𝑊𝑚𝑖𝑛 
𝑜𝑢𝑡 ,𝑊𝑚𝑎𝑥 

𝑜𝑢𝑡 ) are limited to the range of [-

10, 10] for the input, output and reservoir weight range, respectively; 𝑆𝑖𝑛, 𝑆 , 𝑆𝑜𝑢𝑡 

are the sparsity ratio for the input, reservoir and output weight matrices, 
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respectively, to be in the range of [0, 1], and M is the number of neurons or the 

reservoir size (network size), which is to be in the range of [1,300]. These values 

are generated randomly and are considered to be basic ESN parameters. 

3) In the case of the SVM- RBF kernel 

𝐶 = [ 𝛾, 𝑏𝑐  ] (5.6) 

Where γ is a parameter within the range [2-10, 2-9…., 24], and bc is the box 

constraint within the range of [2-2,2-1,… 22], respectively.  

In all of the above cases, 𝑃𝑐 = {𝐶1, …… . , 𝐶|𝑃𝑐|} is the set of the current network cell 

population that was generated, which represents a set of possible solutions.  

5.3.2 Train the Classifier 

For each cell C, a training dataset is used to train the specific classifier.  

5.3.3 Calculate the Fitness 

The testing dataset is used to calculate classification accuracy. For each cell C in 

the population 𝑃𝑐, the fitness is calculated using the performance accuracy 

measure given in “(5.3)”.  

5.1.2 Clone and Mutate the Cells  

For each cell in the population 𝑃𝑐, the algorithm generates a number Nc of clones 

[200]. Each of these clones is further mutated in such a way that the mutation C’ of 

an original cell C is: 
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𝐶′ =  𝐶 +  α 𝑁(0,1) (5.7) 

Where α =  (1/β) exp(− 𝑓 ∗ )  (5.8) 

Here 𝑁(0,1) is a Gaussian random variable with a mean of zero and standard 

deviation of one, and f* is the fitness function (Accuracy (U,C’)). β is the mutation 

parameter, which controls the function decay [200].  

5.3.4 Rank Cells 

Each mutated cell C’ is ranked according to its fitness compared to its parent. If its 

performance degrades, then it remains at 0 rank; otherwise, its rank is 

incremented by 1 [201]. Cells with ranks of above zero are selected for the 

subsequent operations. 

5.3.5 One-dimensional Mutation 

The higher ranked cells are further mutated using golden section search [202]. In a 

traditional mutation, to obtain the best value for β, analysis of the function 

landscape is required but is not always possible. França et al. suggested a golden 

section search to find the value of β that will solve the problem of having slow or no 

convergence in the case of traditional mutation. Golden section search works by 

repeatedly subdividing the interval between two cells while looking for the section 

that has better performance. The process continues until a predefined criterion is 

met, i.e. the smallest length of the interval is met [203]. 

Given a cell C’ and an Identity vector I, the golden section search will divide the 

area between them in search of the value that gives the best fitness of C’, which 
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will be selected to be β. Furthermore, equations (1, 2) are applied to generate the 

mutated cells. 

5.3.6 Gene Duplication 

 Next, from the current population of the search space, a cell Ci is randomly 

chosen, and it replaces every other cell Cj if its rank is higher: 

For each cell Cj in 𝑃𝑐 do 

If Ci performs better than Cj 

Replace it in the original population. 

End 

End 

 The process is used in chromosome transaction [204]. 

5.3.7 Suppress Cells 

If the fitness value is not stabilised, then we suppress the cells that have the same 

fitness. The algorithm follows the principal of evolutionary strategies to select a 

mutated offspring such that a parent cell survives unless it is suppressed by one of 

the offspring [201]. It is a new method to suppress cells and avoid the chance of 

selecting more than one cell at the same peak of the fitness. The method 

considers the fitness of a cell while deciding whether to suppress it. Given the cells 

C1 and C2 from the search space population Pc, we let q1 = (C1, fitness (C1)), q2 = 

(C2, fitness (C2)) and q′ = projection of q1/2 onto q2, where q1/2 = (q1 + q2)/2. The 
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interaction/affinity between the cells is computed based on the distance between 

q1/2 and a point q, which is computed as: 

𝑞′ =

{
 
 

 
 𝑞 + (

𝑣.𝑤

‖𝑣‖
) 𝑣  𝑖𝑓 𝑞′ 𝑓𝑎𝑙𝑙𝑠 𝑖𝑛𝑠𝑖𝑑𝑒 𝑠𝑒𝑔𝑚𝑒𝑛𝑡 𝑞1𝑞2̅̅ ̅̅ ̅̅

𝑞1   𝑖𝑓 𝑞
′𝑓𝑎𝑙𝑙𝑠 𝑜𝑢𝑡𝑠𝑖𝑑𝑒 𝑠𝑒𝑔𝑚𝑒𝑛𝑡 𝑞1𝑞2̅̅ ̅̅ ̅̅  𝑎𝑛𝑑 𝑐𝑙𝑜𝑠𝑒 𝑡𝑜 𝑞1

 
𝑞2   𝑖𝑓 𝑞

′𝑓𝑎𝑙𝑙𝑠 𝑜𝑢𝑡𝑠𝑖𝑑𝑒 𝑠𝑒𝑔𝑚𝑒𝑛𝑡 𝑞1𝑞2̅̅ ̅̅ ̅̅  𝑎𝑛𝑑 𝑐𝑙𝑜𝑠𝑒 𝑡𝑜 𝑞2

 (5.9)

Where 𝑣 = 𝑞2 − 𝑞1 and 𝑤 = 𝑞1/2 − 𝑞1. The above-mentioned work is based on the 

network suppression concept of AIN, where an affinity measure performs a 

mapping of the interaction between two cell vectors into a real-valued number, 

where recognition among the cells is considered to be proportional to the similarity: 

the smaller the distance is, the better the recognition [192]. Here, if 𝑑𝑖𝑠𝑡(𝑞1
2

, 𝑞′) is 

less then threshold σs, then the cell that has the worst fitness value is removed, 

based on the consideration that they are close to each other in terms of their 

fitness.  

5.3.8 Create Population Diversity  

A random set of new cells is generated and added to the search space population 

Pc, to diversify it [200]. The above-mentioned process continues until the stopping 

condition is met, which can be a maximum number of iterations or stopping when 

the fitness stagnates, and we assume that we reach the optimum solution.  

The resulting optimum values of the classifier hyper-parameters are reported in 

Table 5.1.  
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5.4 Simulation and Results 

Given a dataset, we split it into training, validation, and test sets. Furthermore, the 

training dataset was fed to the machine-learning classification algorithm, with the 

known class labels, to build up a model from it [228].  

It is a well-known fact that searching for the optimal set of values for the 

parameters using training set results causes overfitting, which means that we end 

up finding a relationship which does not hold for the dataset in general [228].  

To avoid overfitting, a part of the training dataset is kept for learning (used to 

optimise the model) and validation (model performance is validated on this data for 

each run / for each hyper-parameter values). A validation set is used so that hyper-

parameters with better performance on the validation set are selected (also called 

‘the hold-out method’) [229]. The rest of the test set is kept aside and is used to 

find the general performance of the learned machine-learning classifier. Here, for 

each instance of the test set, the predicted value is compared again with the real 

class label [229].  In our case we split the dataset into 60% for training set, 20% for 

the validation set and 20% as test set for each of the experiments reported in this 

chapter.  

We applied the proposed algorithm to two benchmarked machine learning 

datasets as well as on two-dimensional as well as three-dimensional medical 

images datasets.  
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We developed the algorithm in Matlab R2010a and executed it multiple times on a 

system that had an Intel Pentium i7- running at 2.3 GHz and 16 GB RAM.  

In the case of ELM, we had the choice of tuning the input weights ai as well as the 

bias bj. We ran the AIN optimiser to optimise only one as well as both of them. We 

also experimented with a multiple range set to determine the best range for the 

search space for tuning the parameters, and it turned out that [-10, 10] is the 

appropriate range to search for the input weights. Similarly, in the case of ESN, we 

attempted to optimise the input, output and reservoir weights as well as the 

sparsity ratio and reservoir size. The appropriate range for the weights was 

determined to be [-10, 10] and for the sparsity ratio was [0, 1]. In the case of the 

network size, we selected the range [1-300] in our experiments. In the case of 

SVM (γ, bc), AIN searched over [2-10, 2-9….,24] and [2-2,2-1,….212], ranges 

respectively. For each study, we executed the AIN optimiser for a different number 

of epochs [5, 10, 50, 100, …] with different population sizes [5, 10, 50,100, ...]. 

These diverse sets of case studies are discussed separately below. 

5.4.1 Case Study I: Application to UCL Dataset 

The first is the BUPA liver disorders dataset provided by BUPA Medical Research 

Ltd. This set contains 345 instances, each with seven attributes (the 7th attribute 

specifies the class). These attributes provide information about male patients’ 

blood tests, drinking habits and disorder status (class) [204]. The second dataset, 

PIMA Indians Diabetes, contains 768 instances with eight attributes and a 9th 

attribute that specifies the class. The class can be one (1) if the patient tested 
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positive for diabetes and it is (0) otherwise [204]. To guarantee the results, we 

further partitioned the dataset into independent training and testing sets via 10-fold 

cross validation, and the algorithm was trained on the training set and tested on 

the testing set. The overall mean of the generated results is reported in Table 5.2 

below. 

Our experiments showed that the proposed algorithm has enhanced the classifier 

performance many times by tuning the hyper-parameters (Table 5.2). These 

classifiers have their merits and demerits, but overall, the results suggest that the 

SVM outperforms both the ESN and ELM on  classification accuracy. On average, 

the AIN optimiser improved the ELM performance from 68.78% to 75.83% in 

2.13e+003 CPU time (PIMA dataset), whereas in the case of the ESN, the 

improvement was from 69.85% to 74.08% in 2.54e+003 CPU time. Similarly, in the 

case of the SVM, it improved from 72.57% to 77.43% in 2.79e+004 CPU time. 

Similarly, for the BUPA dataset, the ELM performance improved from 61.38% to 

73.03% in 2.16e+003 CPU time, whereas in the case of the ESN, the improvement 

was from 56.12% to 69.66% in 2.27e+003 CPU time, and in the case of the SVM, 

it upgraded from 62.00% to 74.23% in 2.49e+004 CPU time. In short, the SVM 

wins over the ELM and ESN because of providing a better performance but in 

more learning time, and the next best is the ELM because the optimisation takes 

less time to search the parameter space, compared to the SVM. For SVM, when 

compared with the conventional grid search algorithm, it can be seen that AIN 

provides the better model for classification enhancement in the case of both 
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datasets and in a lesser time. This is because the search space in the case of 

GRID search is limited. 

Table 5.2. Average of 10-fold cross validation results for classifier accuracy %/CPU Time for 

PIMA dataset. 

Classifier Pima Indians Diabetes Dataset 

Original  ES Optimised AIN Optimised Grid Search Optimized 

ESN 69.85/ 0.3710 73.87/ 3.54+02 74.08/2.54e+003 - 

ELM 68.78/0.3121 72.26/2.18e+02 75.83/ 2.15e+003 - 

SVM 72.57/0.2990 76.12./4.36e+03 77.88/ 2.79e+004 77.43/7.35e+003 

Table 5.3. Average of 10-fold cross validation results for classifier accuracy %/CPU Time for 

BUPA dataset. 

Classifier BUPA liver disorder dataset  

Original  ES Optimised AIN Optimised Grid Search Optimized 

ESN 56.12/0.1556 63.49/2.16+02 69.66/2.27e+003 - 

ELM 61.38/0.1346 68.64/2.32+02 73.03/2.16e+003 - 

SVM 62.00/ 0.1563 67.75/2.57e+03 74.23/ 2.49+004 73.79/8.68e+003 

In the case of ESN, multiple runs of the algorithm conclude that the reservoir size 

contributes little to enhance the classifier performances because the same 

accuracy was achieved by a small network as well as by a large network; thus, we 

conclude that the range [1,300] is appropriate for experimentation purposes. 

Similarly, we experimented with the range of weights being [-5, 5], [-10, 10] and [-

20, 20], for the ELM and ESN, and we found that having a larger range makes no 

difference in improving the performance and that the highest accuracy is achieved 

within the limited range of [-10, 10]. The sparsity ratio (ESN) must be within [0, 1], 

as suggested by [132], and our experiments suggest that higher classification 

accuracy is achieved with a high sparsity ratio for ESN. In the case of SVM, (γ, bc) 

were taken to be within the ranges [2-10, 2-9…, 24] and [2-2, 2-1,…212], respectively. 
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We experimented with varying the population size [10, 20, 50,100, 500...] and 

number of epochs and concluded that it is better to find a balance between the 

population size and number of epochs because, after a certain limit, the population 

size only makes the algorithm slow without contributing to the performance 

enhancement. Figs. 5.2, 5.3 and 5.4 depict the search pattern of the AIN optimiser 

for the ELM, ESN and SVM search space, respectively where Figs. 5.5-5.6 display 

the GRID search pattern for PIMA and BUPA dataset using SVM classifier.   

 

Figure 5.2. Learning curve epochs (time) for two datasets, using AIN-based ESN 

optimisation. 
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Figure 5.3. Learning curve over epochs (time) for two datasets, using AIN-based ELM 

optimisation. 

 

Figure 5.4. Learning curve over epochs (time) for two datasets, using AIN-based SVM 

optimisation. 
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Figure 5.5 Grid search for SVM RBF for finding optimum values of (gamma and C) for the 

PIMA dataset. 

 

Figure 5.6 Grid search for SVM RBF for finding optimum values of (gamma and C)  for the 

BUPA dataset. 

 Comparison with Evolutionary Strategy (ES) based Optimiser 5.4.1.1

We compared our proposed technique with ES based hyper parameter 
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reservoir size to be within the range [1-100], and we ran the algorithm with different 

population and generation sizes (100, 50 and 500) multiple times for the datasets. 

The ES was set to discrete recombination with the (+)-selection (a set of parents 

and children both selected). The results of applying this algorithm to optimise the 

classifier are averaged in Table 5.2. The results suggest that ES also enhances 

the classification performance but the AIN optimiser outperforms the others in 

every case.  

Furthermore, we applied statistical analysis with a t-test to highlight the 

significance of our method compared to the canonical and ES optimised methods.  

 t-test  5.4.1.1.1

Considering ELM to be representative of the classifiers, a t-test was applied to the 

performance accuracy that was computed from a 10-fold cross validation, for each 

dataset. The t-test was performed at a 0.05 level of significance. 

Let 𝜇𝐸 , 𝜇𝑀 𝑎𝑛𝑑 𝜇𝐷𝐸 be the mean performance accuracies from application of the 

ELM, ES-optimised ELM and AIN-optimised ELM classifier, respectively. We 

tested the null hypothesis: 

𝐻0: 𝜇𝐷𝐸 − 𝜇𝐸 = 0  (5.10) 

(AIN optimisation does not make a difference in the classification performance)  

against  𝐻𝑎:  𝜇𝐷𝐸 − 𝜇𝐸 > 0 (5.11) 

(AIN optimisation improves the classification performance) 
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and 𝐻0: 𝜇𝐷𝐸 − 𝜇𝑀 = 0 (5.12) 

(AIN optimisation generated performs as well as the ES optimiser)  

against  𝐻𝑎:  𝜇𝐷𝐸 − 𝜇𝑀 > 0 (5.13) 

(AIN optimisation performs better than the ES optimiser)  

Table 5.4. The results of the t-test at the 0.05 level of significance. 

Dataset Alternate Hypothesis 
Ha 

P-value Null  
Hypothesis H0  

Pima 

Indians 

Diabetes 

Dataset 

𝐻𝑎:  𝜇𝐷𝐸 − 𝜇𝐸 > 0 0.0023 Rejected 

𝐻𝑎:  𝜇𝐷𝐸 − 𝜇𝑀 > 0 0.0015 Rejected 

BUPA 

liver 

disorder 

dataset 

𝐻𝑎:  𝜇𝐷𝐸 − 𝜇𝐸 > 0 0.0032 Rejected 

𝐻𝑎:  𝜇𝐷𝐸 − 𝜇𝑀 > 0 0.0028 Rejected 

 

The t-test results (Table 5.4) clearly indicate the significance of the AIN optimiser 

because AIN-optimised ELM generates better results compared to the canonical 

ELM and compared to the ES-based optimised ELM. The same can be proven for 

ESN and SVM.  

5.4.2 Case Study II: Application to 2D Medical Images 

We further extended our experiments to optimise the performance of CDSS for 

breast cancer detection, as discussed in section 4.2.1, as well as lung cancer 

detection in section 4.2.2, by application of AIN for hyper parameter optimisation 

for SVM, ESN and ELM classifiers.  
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For the experiments, we selected MIAS, INbreast as well as JSRT datasets and 

the results are reported in the tables below.  

Table 5.5.Average of 10-fold classification results for classifier accuracy %/CPU Time for 

MIAS dataset. 

Classifier Original  ES Optimised AIN Optimised 

ESN 94.35/ 0.0211 96.10/ 3.243e+02 97.20/ 2.06e+02 

ELM 95.81/1.002 97.98/ 2.39e+02 98.65/ 1.09e+02 

SVM 100.00/0.5156 - - 

 

Table 5.6. Average of 10-fold classification results for classifier accuracy %/CPU Time for 

INbreast dataset. 

Classifier Original  ES Optimised AIN Optimised GRID Search Optimised 

ESN 95.12/0.101 97.10/3.07e+02 98.02/1.56e+03 - 

ELM 98.29/1.260 99.45/2.39e+02 100.00/1.81 e+02 - 

SVM 99.53/0.1252 100.00/945.10 100.00/978.00 100.00/698.70 

Table 5.7. Average of 10-fold classification results for classifier accuracy %/CPU Time for 

JSRT dataset. 

Classifier Original  ES Optimised AIN Optimised GRID Search Optimized 

ESN 97.66/ 0.1453 98.67/ 3.21e+02 99.31/3.61e+03  - 

ELM 99.34/0.4260 100.00/ 1.09e+01 100.00/ 2.15e+01 - 

SVM 97.98/0.2890 99.71/ 2.34e+02 100.00/ 922.00 100.00/897.90 

From the results in the tables above (Table 5.5-5.7), it is evident that AIN has the 

capability to enhance machine-learning classifiers’ performance significantly. The 

results have been averaged over a10-fold cross validation applied on 100 highest 

degree LESH features selected from our previous study, reported in Chapter Two 

(sections 4.3.1 and 4.3.2). In the case of the MIAS dataset, the ESN performance 

has been enhanced from 94.13% to 97.20% in 2.06e+02 CPU time, by tuning the 
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network weights. In the case of ELM it has been enhanced from 95.81 to 98.65% 

in 1.09e+02 CPU time, while in the case of SVM the performance was already 

100%. Similarly, in the case of the INbreast dataset, the performance of classifiers 

for distinguishing between malignant and benign cases has been enhanced as 

follows: for ESN the classification accuracy jumped from 95.12% to 98.02% in 

1.56e+03 CPU time whereas in case of ELM it was enhanced from 98.29% to 

100.00% in 1.81e+01 CPU time, and for SVM it was enhanced from 99.53% to 

100% in 594.34 CPU time. 

Similarly, to diagnose between malignant and benign chest nodules from the JSRT 

dataset, the enhancement of ESN improved from 97.66% to 99.31% in 3.61e+03 

CPU time, whereas in the case of ELM, it was enhanced from 99.34% to 100% in 

2.15e+01 CPU time, and for SVM it was from 97.98% to 100% in 922 CPU time.     

 Comparison with Evolutionary Strategy (ES) Optimizer 5.4.2.1

We compared our optimisation technique with ES. We set the range of weight to 

be within the limits [-5, 5] and the network reservoir size to be within the range [1-

100], and we ran the algorithm with different population and generation sizes (100, 

50 and 500) multiple times for the datasets. The results applying this algorithm to 

optimise the classifier are averaged in Tables 5.5-5.7. The results suggest that ES 

and AIN are both capable of enhancing the classification performance, where ES 

takes less time, compared to AIN, in most of the cases but AIN performs better 

than ES. It is due to this fact that AIN has more operators, compared to ES, which 
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generates a wider search space where looking through a larger search space 

requires more time.  

Furthermore, we applied statistical analysis with a t-test to highlight the 

significance of our method, compared to the canonical and ES-optimised methods.  

 t-test  5.4.2.2

We considered ELM to be representative of the classifiers and an applied t-test to 

compare the performance using 10-fold cross validation for each dataset, at a 0.05 

level of significance. 

Considering again 𝜇𝐸 , 𝜇𝑀 𝑎𝑛𝑑 𝜇𝐷𝐸 as the mean performance accuracies from 

application of the ELM and ES-optimised and AIN-optimised ELM classifier, 

respectively, according to the hypothesis described in eq. “(5.10, 5.11, 5.12, 5.13)”, 

our results are given in Table 5.8 below: 

Table 5.8. The results of the t-test at the 0.05 level of significance. 

Dataset Alternate 
Hypothesis Ha 

P-value Null 
Hypothesis H0  

MIAS 

Dataset 

𝐻𝑎:  𝜇𝐷𝐸 − 𝜇𝐸 > 0 0.006 Rejected 

MIAS 

Dataset 

𝐻𝑎:  𝜇𝐷𝐸 − 𝜇𝑀 > 0 0.01 Rejected 

INbreast 

Dataset 

𝐻𝑎:  𝜇𝐷𝐸 − 𝜇𝐸 > 0 0.003 Rejected 

INbreast 

Dataset 

𝐻𝑎:  𝜇𝐷𝐸 − 𝜇𝑀 > 0 0.0170 Rejected 

JSRT 

Dataset 

𝐻𝑎:  𝜇𝐷𝐸 − 𝜇𝐸 > 0 0.0014 Rejected 
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Dataset Alternate 
Hypothesis Ha 

P-value Null 
Hypothesis H0  

JSRT 

Dataset 

𝐻𝑎:  𝜇𝐷𝐸 − 𝜇𝑀 > 0 0.01 Rejected 

 

The t-test results (Table 5.8) clearly indicate the significance of the AIN optimiser 

because AIN-optimised ELM generates better results compared to the canonical 

ELM as well as ES-optimised ELM. The same can be proven for ESN and SVM.  

5.4.3 Case Study IV: Application to 3D breast MRI 

Application of AIN-based optimisation technique, applied to the CDSS for detecting 

breast cancer through 3D LESH application to MRI images, is reported and 

discussed below.  

We already applied an AIN-based hyper-parameter optimisation technique to ELM, 

ESN and SVM classifiers with experiments on UCL datasets as discussed above. 

Further, we extended these experiments to two-dimensional medical images, and 

hence applied the same technique to MIAS, INbreast (mammograms) and chest x-

rays (JSRT dataset) datasets. Our experiments manifest that the proposed 

algorithm has enhanced the classifier performance many fold by tuning the hyper-

parameters (Table 5.9).  

We extend our experiments further via application of AIN-based optimised 

classifiers to diagnose abnormalities from 3D medical images. For this we selected 

a breast MRI dataset with enhanced 3D LESH features extracted from them, as 

described in section 4.3.3. Table 5.9 reports the rate of classification accuracy and 
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learning time for results obtained by using the MRI dataset, using the 100 largest 

features for discriminating between abnormal and normal MRI cases. The results 

have been averaged over 10-fold cross validation. 

Table 5.9. Average of 10-fold classification results for classifier accuracy %/ learning time 

for Breast MRI dataset. 

Classifier Original  ES Optimised AIN Optimised 

ESN 83.45 / 0.1385 95.56 / 565.51 98.50 / 3.17e+03 

ELM 97.82/0.0012 98.67/ 340.35 99.23/ 207.56+03 

SVM 100.00/0.1936 - - 

We selected a range of values [1,300] for reservoir size estimation in ESN. Our 

experience demonstrated that increasing the network size does not contribute 

towards increasing the performance accuracy of the classifier, as the same 

accuracy was achieved by a small network as well as by a large network. For the 

weight range we selected [-10, 10] for ELM and ESN the sparsity ratio (ESN) must 

be within [0, 1], as suggested by [132], and our experiments suggest that a higher 

classification accuracy is achieved with a high sparsity ratio for ESN. In the case of 

SVM, (γ, bc) were taken to be within the ranges [2-10, 2-9…, 24] and [2-2,2-1,… 212], 

respectively. We experimented with varying the population size [10, 20, 50,100, 

500...] and number of epochs and concluded that it is better to find a balance 

between the population size and number of epochs because, after a certain limit, 

the population size makes the algorithm slow without contributing to the 

performance enhancement.  
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 Comparison with Evolutionary Strategy (ES) Optimiser 5.4.3.1

The benchmark evolutionary algorithm ES was applied and compared with the 

AIN-based optimisation technique. The weight range was limited to [-10, 10] and 

the network reservoir size to be within the range [1-100]. The algorithm was run for 

different population sizes (50,70,100, …500) for the MRI dataset. The results of 

applying this algorithm to optimise the classifier are averaged in Table 5.9 above. 

The results suggest that AIN has a performance comparable to the ES 

optimisation technique but takes more learning time. We aim to tune AIN, in future, 

by increasing its efficiency and hence decreasing its computational cost. 

Furthermore, we applied statistical analysis with a t-test to highlight the 

significance of our method, compared to the canonical and ES optimised methods.  

 t-test  5.4.3.2

We applied a t-test to authenticate the performance boost due to the application of 

AIN optimisation upon the classifier’s accuracy. The t-test was applied on results 

generated using 10-fold cross validation with 0.05 level of significance.  

Let 𝜇𝑀𝐸 , 𝜇𝑀𝑀 𝑎𝑛𝑑 𝜇𝑀𝐷𝐸 be the mean performance accuracies from application of 

the ELM, ES-optimised ELM or the AIN-optimised ELM classifier, respectively, 

when applied on the breast MRI dataset. We tested the null hypothesis: 

𝐻0: 𝜇𝑀𝐷𝐸 − 𝜇𝑀𝐸 = 0  (5.14) 

(AIN optimisation does not make a difference in the classification performance)  
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against 𝐻𝑎:  𝜇𝑀𝐷𝐸 − 𝜇𝑀𝐸 > 0 (5.15) 

(AIN optimisation improves the classification performance) 

and 𝐻0: 𝜇𝑀𝐷𝐸 − 𝜇𝑀𝑀 = 0 (5.16) 

(AIN optimisation performs as good as the ES optimisation)  

against 𝐻𝑎:  𝜇𝑀𝐷𝐸 − 𝜇𝑀𝑀 > 0 (5.17) 

(AIN optimisation performs better than the ES optimisation).  

Results for each classifier are reported in Table 5.10 below.  

Table 5.10. The results of the t-test at the 0.05 level of significance. 

Classifier Alternate 
Hypothesis Ha 

P-value Null  
Hypothesis H0  

ELM 𝐻𝑎:  𝜇𝑀𝐷𝐸 − 𝜇𝑀𝐸 > 0 0.003 Rejected 

𝐻𝑎:  𝜇𝑀𝐷𝐸 − 𝜇𝑀𝑀 > 0 0.0042 Rejected 

ESN 𝐻𝑎:  𝜇𝑀𝐷𝐸 − 𝜇𝑀𝐸 > 0 000014 Rejected 

𝐻𝑎:  𝜇𝑀𝐷𝐸 − 𝜇𝑀𝑀 > 0 0.0029 Reject 

SVM 𝐻𝑎:  𝜇𝑀𝐷𝐸 − 𝜇𝑀𝐸 > 0 NIL NIL 

 𝐻𝑎:  𝜇𝑀𝐷𝐸 − 𝜇𝑀𝑀 > 0 NIL NIL 

 

The t-test results (Table 5.10) clearly indicate the significance of the AIN optimiser 

because AIN-optimised classifiers outperform the canonical classifiers (without 

hyper-parameter tuning). Compared with the ES-based optimisation technique, we 

conclude that the AIN optimisation technique performs better than ES optimisation 

while the learning time for ES is less.  
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5.5 Conclusions and Discussion 

A self-configuring, fully automated strategy to optimise classifiers is formidable in 

the field of machine learning. This paper proposes such an automated optimisation 

technique, AIN, which is inspired by the biological immune system. We conducted 

experiments to evaluate the potential of AIN as an optimiser for three different 

machine learning classifiers using two UCL datasets, as well as two-dimensional 

and three-dimensional medical images.  

The results suggest that the classification performance can be prominently 

increased using the AIN optimiser algorithm because it has the capability to reach 

local as well as global optima simultaneously.  

We also observed that simple SVM, as well as optimised SVM, takes substantially 

less learning time, with better classification performance, compared to ESN and 

SVM. Most of the learning algorithms have the drawback that they can become 

stuck in a local minimum; additionally, their learning time can take days. In the 

case of ELM, the human intervention necessary is minimal to zero (in tuning the 

user-specific parameters), while the learning time is minimal and exhibits good 

universal approximation.  

In any case, a larger network size does not contribute to enhancing the 

performance accuracy for ESN or ELM, whereas the range of weights as well as 

sparsity ratio play an important role in increasing their performance.  
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In the case of ELM, we experimented with searching for most appropriate range of 

values to generate the hidden weights, as well as the appropriate number of 

neurons in the hidden layer. We also attempted optimisation of the hidden biases, 

but it did not turn out to add up to an ELM classification performance boost.  

We compared AIN and ES optimisers and found that although ES takes less time it 

results in lower performance. In future, we aim to minimise the computational cost 

(the CPU time) of the AIN optimiser by fine-tuning the algorithm. Further, we will 

conduct experiments by optimising other machine learning algorithms with our 

proposed algorithm, as well as investigate the tendency of the proposed algorithm 

to accomplish predictive tasks. Intelligent fitness function (other than classification 

accuracy) may be introduced to lower generalisation error, and thus improve the 

performance of machine learning classifiers. The algorithm can be verified by 

using other machine learning datasets available online, which were kept pending 

due to space constraints here. Further, the algorithm’s strength to enhance the 

performance of multiclass machine learning classifiers can be investigated in 

future.  
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Chapter 6 - Conclusion and Future Work 

 

The central idea behind our research is directed to contribute towards health care 

by suggesting an efficient CDSS, which will improve the diagnosis capability of 

medical practitioners. It was accomplished by developing non-knowledge-based 

CDSSs based on recent medical imaging, image processing, and machine-

learning techniques, and further improving them by the application of an AIN based 

optimization algorithm. The suggested improvements will help to reduce the cost of 

health care, and enhance diagnosis outcomes. Further application of the above-

mentioned framework using the diverse nature of medical datasets has been 

employed and results are reported in subsequent chapters.  

Medical health research is generating an enormous amount of data, which cannot 

be handled with traditional method of information management, data analysis and 

patient diagnosis.  Health professionals are constantly encountering information 

management activities, namely patient information management, sharing 

information with other researchers, planning diagnostic systems, keeping medical 

information updated, developing patient care strategies, laboratory result 

interpretation and radiologic studies. There comes a need for developing 

automated decision support systems, which can assist in individual patient care by 

removing the need for intensive, costly lab tests, and which can provide better 

diagnosis [4].  
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The following section 6.1 summarizes the overall research process outcome; 

limitations are discussed in section 6.2, and section 6.3 describes our future 

research endeavours. 

6.1 Benefits of the Developed CDSSs 

The world of research in clinical decision support systems for health care is 

continuously changing and so is the world of computing. Thus we see the 

emergence of novel scientific issues that sit at the intersections of medical science, 

patient care and information technology. It is out of the question to practise modern 

medicine or medical research without the aid of state-of-the-art computational 

paradigms. Hence, our proposed new generation clinical decision support systems 

have the capability of offering better patient care by careful diagnosis of individual 

cases of the disease, and thus will assist in suggesting appropriate laboratory tests 

and drug dosage. Every stage of the framework has been discussed and relevant 

benchmark techniques (applied at each stage) are highlighted.  

Clinical Decision Support Systems (CDSSs) play an important role in early 

diagnosis of fatal diseases such as cancer. These systems help in detecting or 

diagnosing abnormal conditions in medical datasets that may consist of images or 

other disease relevant information for multiple patients. We aim to enhance the 

performance of CDSSs by using adequate image processing and machine learning 

techniques, especially for medical imaging based cancer diagnosis. For this, we 

recently proposed a novel application of a local energy-based shape histogram 

(LESH) as the feature set for the recognition of abnormalities in x-ray images. We 
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investigated the implications of this technique on mammogram datasets of the 

Mammographic Image Analysis Society and INbreast dataset. In the evaluation, 

regions of interest were extracted from the mammograms, their LESH features 

were calculated, and they were fed to a support vector machine (SVM) classifier. 

In addition, the impact of selecting a subset of LESH features on classification 

performance was also observed and benchmarked against a wavelet based 

feature extraction method by Cristiane et al. [53] in chapter 4.  

We further extended our original work to apply the LESH technique to detect lung 

cancer by analysing chest radiographs. The JSRT Digital Image Database of chest 

radiographs was selected for this experiment. Prior to LESH feature extraction, we 

enhanced the radiographic images using a contrast limited adaptive histogram 

equalization (CLAHE) approach. Selected cognitive machine learning classifiers, 

ELM, SVM and ESN were then applied for predicting the medical state (existence 

of benign or malignant cancer) present in the x-ray images. The simulation results, 

evaluated using the classification accuracy performance measure, and 

benchmarked against the wavelet based feature extraction technique, 

authenticated the distinct capability of our proposed framework for enhancing the 

diagnosis outcome. 

Furthermore we developed a novel technique to detect breast cancer in volumetric 

medical images based on a three-dimensional (3D) LESH model. It is a hybrid 

approach, which combines a 3D LESH feature extraction technique with machine 

learning classifiers to detect breast cancer from MRI images. The proposed 
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system applied 3D contrast limited adaptive histogram equalization (CLAHE) to the 

MRI images before extracting 3D LESH features. Further, a selected subset of 

features is fed to a machine learning classifier namely SVM, ELM or ESN for 

detection of abnormities, as well as to distinguish among different stages of 

abnormality. The results indicate high performance of the proposed system. When 

compared to the wavelet based feature extraction technique, statistical analysis 

testifies the significance of our proposed algorithm.  

Furthermore, we also presented a novel application of Artificial Immune Network 

(AIN) for optimizing machine learning classification algorithms. We employed this 

technique in conjunction with selected machine learning classifiers namely ELM, 

SVM and ESN and validated it using the benchmark medical datasets of PIMA 

India diabetes and BUPA liver disorders. The results were investigated using the 

classification accuracy measure and the learning time of the algorithm. We also 

compared our methodology with a benchmarked multi-objective genetic algorithm 

(ES)-based optimization technique. The results authenticated the potential of AIN 

as an optimizer. The proposed algorithm was also verified on a two-dimensional 

dataset (mammograms and chest radiographs) and three-dimensional datasets 

(MRI dataset). 

In future, large-scale studies are required to validate the results of our proposed 

systems and case studies clinically, and to assess the feasibility of deploying such 

models in real clinical practice.  
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6.2 Limitations of the Developed CDSSs 

 The review and comparison of the state-of-the-art techniques in chapter 3 

and chapter 4 is non-exhaustive due to limitations of time and space. 

 The limited amount of dataset has been utilized to validate the proposed 

CDSSs, especially in case of the three-dimensional dataset, as the ratio of 

cases for multiple stages is biased towards stage II. In future, a large-scale 

dataset may be accessed for validation of these results and in addition the 

feasibility of these proposed systems in a real clinical environment may be 

assessed. 

 The results reported as part of the research process demonstrate the 

capability of the proposed framework to address the diverse nature of 

medical diagnosis problems. Note that while the preliminary results reported 

in this dissertation should be taken with care, they do demonstrate the 

capability to address the diverse nature of medical diagnosis problems, and 

a range of contributions and potential impact is envisaged from this work, 

both for clinical practice and further research into employing such models in 

other clinical applications.  

 AIN (chapter 5) is an efficient hyper-parameter optimizer, yet it has high 

computational cost.  
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6.3 Future Expansions and Recommendations 

For future work, more extensive evaluation and clinical validation is required using 

additional clinical datasets benchmarked against other state-of-the-art feature 

selection and classification approaches. A hybrid approach to adaptively optimize 

an ensembled feature set based on a combination of LESH and other state-of-the-

art feature extraction techniques while selecting significant features can be 

evaluated for enhancing classification performance. Furthermore, an intensive 

study of clinical significance of LESH features when applied to a real clinical 

dataset may lead to potential useful intimations. Other future endeavours are 

discussed below. 

6.3.1 Breast Cancer Detection with Gabor-filter-based cascading network 

We further plan to incorporate a Gabor Filter based cascading network technique 

as part of a CDSS for diagnosing breast cancer. These filters have an important 

quality in that their frequency and orientation representation matches the human 

visual system, which makes them a good representative/discriminator of the 

texture detail in the image [179]. Medical images contain abnormalities, which 

appear as variant textures within the image. Gabor features can be helpful in 

discriminating between different kinds of abnormalities inside the medical images. 

We aim to study and experiment with a Gabor Filter based cascading network 

method by Samir [180] for analysis of mammograms. This method works in layers 

and so performs faster than simple Gabor Filter techniques. The method consists 

of three layers given as: 
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Figure 6.1. Three layer abnormality detection network.. 

The first layer is intended to localize pectoral muscles and other texture variations 

inside the image. The second layer is to detect initial features in the pectoral area 

of the mammograms. It also intends to initialize features from the breast region for 

possible detection of abnormalities. The third layer is designed to landmark the 

pectoral muscles for removing it from the image. This layer also points the 

boundary of any abnormality that can be segmented from the breast region for 

further analysis. The overall can be represented as: 

 

Figure 6.2. Detection system with Gabor Filter. 

After segmentation of the region of interest, we will extract Gabor features from 

them and feed them to machine learning classifiers for diagnosis.  
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6.3.2 Towards a Novel Approach for Medical Image Segmentation 

As mentioned earlier, one of the integral parts of a CDSS is image segmentation 

and we have applied manual segmentation so far. In the case of medical image 

segmentation, this can be thought of as segmenting the organ or area of 

abnormality. In the literature, several segmentation methods are proposed. The 

main problem with these methods is the loss of information. Each method 

generates a segmentation image, which is different from the others. We aim to 

propose a segmentation technique that takes advantage of fusion theory to 

combine the outcome of several segmentation methods into a single segmented 

image [181-182].  

6.3.3 Sensitivity Analysis (SA) as a performance booster for LESH features 
extraction  

We aim to enhance LESH feature performance by application of sensitivity 

analysis (SA) to find features that have less influence on classification results. SA 

allows ranking these features according to their effect on the model output. This 

will help to reduce imperfection related to the curse of dimensionality [183]. 

6.3.4 Minimization of computation cost of AIN based optimization technique 

We compared AIN and ES optimizers and found that although ES takes less time, 

it results in lower performance. In future, we aim to minimize the computational 

cost (the CPU time) of the AIN optimizer by fine-tuning the algorithm. Furthermore, 

we will conduct experiments by optimizing other machine learning algorithms with 

our proposed algorithm, and we will also investigate the tendency of the proposed 
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algorithm to accomplish predictive tasks.  Intelligent fitness function (other than 

classification accuracy) may be introduced to reduce generalization error, and thus 

improve performance of machine learning classifiers. The algorithm can be verified 

upon other machine learning datasets available on line, which was kept pending 

due to space and time constraints here. In addition, the algorithm strength to 

enhance performance of multiclass machine learning classifiers can be 

investigated as well as application of this algorithm in the field of two-dimensional 

and three-dimensional datasets as part of our future work. Optimization of the 

novel multi-layer ESN proposed by Malik et al. [58] as well as a semi-supervised 

learning based 3C-SVM model developed by Yang et al. [63] is also part of our 

future endeavours.  

6.3.5 Cognitively-inspired Iterative Learning System for an efficient clinical 
decision support system 

We aim to propose an iterative healthcare learning systems built on the core 

principle of learning from existing clinical practices through legacy clinical data, as 

well as utilizing existing clinical practice guidelines to facilitate more efficient 

clinical decision-making operations. To accomplish this, we aim to develop a 

cognition-inspired search algorithm based upon the Artificial Immune System (AIS) 

paradigm, which will enable knowledge discovery from medical datasets by 

extracting hidden patterns and relationships and form building blocks of the search 

heuristic.  
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AISs are inspired by theoretical immunology and observed immune function 

models. They encompass algorithms that are inspired by ideas and metaphors 

from the biological immune system to solve complex real-world problems [184]. 

The main AIS model comprises the following stages: 

 Abstract representation: of key features/components of the application 

domain (as immune cells and molecules) 

 Affinity maturation:  a biologically-inspired mechanism to represent and 

evolve interaction among different system components and its environment 

(comprising a set of input, output and fitness function etc.) 

 Meta-dynamics: algorithm to define dynamics (behaviour of the system) 

including negative positive selection, colonel selection, bone marrow and 

immune network algorithms. 

As outlined above, the first step in AIS modelling is to create an abstract model of 

the application domain parameters in the form of immune cells and molecules 

[184]. For example, Perelson and G. Oster devised a new shape-space approach 

to represent these parameters using data structures specific to the application. 

This data structure consists of string attributes that can be real-valued vectors, 

integer strings, binary strings or symbolic strings. The data structure needs to be 

sufficient to quantify the affinity between each pair of attributes [185]. In our case, it 

will be patient information provided in the form of medical datasets (comprising 

medical diagnostic images, history, pathology reports and lab test reports). 
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In the context of clinical decision support systems, our proposed multi-disciplinary 

cognitively-inspired iterative learning system can benefit from exploiting state-of-

the-art research advances in clinical pathways and national clinical guidelines, 

patient safety and quality enhancement practices, healthcare operations and 

evidence-based personalised care. All of these operations/components will form 

building blocks for the proposed next-generation healthcare systems based on our 

cognitively-inspired iterative learning framework.  

6.3.6 State-of-the-art learning systems for radiologist training 

The training of radiologists must be as efficient as possible. To achieve this goal, 

Mazurowski et al. are developing adaptive computer-aided education systems for 

mammography [186-189]. The system aims to develop a technique, which can 

recognize error making patterns in trainee performance (false positives as well as 

false negatives) by application of LESH features [190-191].  

6.3.7 Possible implications of a Cognition-Inspired Iterative Learning 
framework upon training radiologists. 

In our innovative approach, we plan to research and develop a novel cognitively-

inspired iterative learning system based on the AIS paradigm for enhancing future 

clinical decision support, by better identifying (concealed) normal locations in 

medical images with more chance of causing false positive errors.  

In summary, we expect to improve future radiology education efficiency by 

providing each trainee with a more natural, technology-driven interactive learning 

environment, which will enable them, and their mentors/consultants, to 



Conclusion and Future Work  

197 | P a g e  

 

appropriately tailor and personalize their iterative training on cases they find 

particularly difficult. To realize this goal, we will focus on modelling and analysing 

performance improvement in false positive errors by individual trainees for 

selected benchmark medical images (available online). We will investigate AIS as 

a novel iterative learning algorithm that can quickly identify patterns and extract 

association rules from complex medical images. Such hidden patterns and rules 

can then be explicitly used to reduce the complexity of the problem, and in the 

process provide human users/learners with new and relevant visual insights into 

the complex algorithm operation and underlying problem characteristics. 

6.3.8 Towards eMobile Clinical Decision Support Systems 

Last but not least, we would advance our research to develop an mHealth 

application to assist practitioners in the medical diagnosis of fatal diseases, such 

as cancer, and to  suggest further medical care. The application will also provide 

an environment for interactive learning by facilitating access to other healthcare 

practitioners in their daily practices. 
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