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CHAPTER I

INTRODUCTION

The raw material of this¢ study is a record for a number of years of the
rates of réturn earned by quoted companies in the United'Kingdom. Frevious
authorsl have identified a systematic component in such data: regression
of profitability towards some central value. It is this systematic com-
ponent in the inter-temporal behaviour of rates of return that is to be

isolated, measured and interpreted in the following chapters.

In order to avoid confusion, two terms need to be introduced. Firstly,
the regression of profitability towards a central level is hereafter
called "the decay of profitability"; and secondly that central point

towards which decay is directed is called the "decay origin".

The connecting theme of this study is the particular interpretation that
it puts upon the decay of profitability. The main exposition of this
intérpretation is in the next chapter, but a brief sketch is presented at
this stage. In the model of the working of perfectly competitive markets,
resources are allocated in order to eliminate supernormal and subnormal
profits. It is this process that we are observing when we study the decay
of profitability., Just as the speed at which resources are transferred
and introduced will determine in part how speedily the non-normal profits
are eliminated, so we regard the rate of decay of profitability as a
measure of the speed and efficiency with which resource allocation takes
place. The aim of the theoretical work is to examine and develop that
chain of argument and to consider how divergence from the competitive

model will affect the decay of profitability.

1) References to this literature are given in Chapter II.
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In isolating and measuring the decay of profitability, a second aim

of this study is fulfilled; Thié is to develop and demonstrate a stat-
istical technique that has advantages over the direct application of
regression analysis when a large body of data is availabie. This
technique is based upon the transition matrix of the Markov stochastic

process.

A third aim is to report a piece of research. This involves recofding
not only the finally selected sequence of analysis but also reporting

when certain directions turned out to be unrewarding.

To return again to the main theme, the literature on allocative effiéiency 
has, of necessity, mainly dealt with static queatibns. Both neo-classical
and Walrasian general equilibrium systems are primarily concerned to
dévelop the éharacteristics of an equilibrium state. More recent work

has considered the (mathematical) existence of such an equilibrium. Where
dynamic systems are developed, major simplifications aré made and very
simple types of change imposed on the resulting models., In observing the
real world, change is a complex phenomenon; different variables shift in
conflicting directions and shocks are overlaid one u@on another. It is
the process of compensation for shocks and of adjusfment for once-and-for-
all changes that concerns us here and, in particular, the role of the

firm in this process.

in the static general equilibrium system, the firm plays a very small

2

part., This point is made by G C Archibald® when, having sketched the

allocation problem, he remarks:

2) Archibald G C (Ed), "The Theory of the Firm", Penguin London 1971,
’ Editor's Introduction p 10



"It will be noticed that the allocation problem was set out without
any mention of 'firms'. This is because of its universality: it
exists whether there are firms or not, and however they may be
owned or organised. Yet firms exist, and must fit in somewhere.
Formally we may think of them as intermediate a.ents, between
resource owners and consumers, that perform certain organisational
tasks. In neo-classical general equilibrium theory, firms are
completely described by their production functions,”

Without wishing to overstate the case it is not very far from the truth
to regard the firm as essentially a creature of disequilibrium.3 In
equilibrium, as Archibald says, the firm is merely a production plant
combining_inputs in specific proportions to produce a given set of
outputs., If there is a change in prices then the.firm will move along
its production function and/or its product transformation frontier to a
new equilibrium position. But it is in that process of movement from
one point of equilibrium to another that the raison d'etre of the firm

lies.

To talk of a "firm" is to refer to more than those "organisational tasks"
involved in operating a production plant efficiently - managers do more
than just atand guard overAa production function. Our usual idea of a
firm involves more than this because the firm bperates in a world of dis-
eduilibrium and it is the ampects of its operations that are connected
Qith disequilibrium and its companion, uncertainty, that receive pre-
dominant attention. It may be helpful to draw a distinction between those
actions of firms that tend towards the restoration of equilibrium and
thosé that are disequilibrating. No one category of actions can be fitted
into this classification without error, but, for example, we generally
expect.investment decisions to be equilibrafing and innovation to be dis-'

equilibrating. The intention in making this distinction is to emphasize

3) Arrow K J, "The Firm in General Equilibrium Theory" in Marris R
and Woods A (Eds) "Ihe Corporate isconomy", Macmillan London 1972,
p 68 where he states that in classical theory the role of the firm
was "that of overcoming disequilibria.”".



that only part of the economically relevant behaviour of firms tends to
restore equilibrium and it is only this part of the role of the firm that

is examined hefe.

In the real world, however closely pure competition is approached, change
ensures disequilibrium. So it is at least as interesting to examine the
strength'of the'tendency to restore equilibrium as it is to consider the
extent to which structural conditions compatiblé with an optimal allocation
are attained (particularly in a second best world). Knowledge of the
structure of an industry is needed to assess whether equilibrium, should

it be attaineﬂ, will be optimal., But if the movement of that industry
-towards equilibrium is exceedingly slow, such information is of afguable

4

relevance.,.

Such an industry may be more efficient in disequilibrium than another is
in equilibrium but that is not easy to test and, indeed, may not be a
5

meaningful question. The intention is not to dismiss measures of industry
structure but to emphasize that amongst the important aspects of industry

performance .is the speed of adjustment of the industry to disturbances.

How can this épeed of adjustment be observed? 1In ﬁhe competitioh model,
profits greater or less than normal only occur in disequilibrium. It is
the existence of non-normal profits that motivates the shift of resources.v
towards those products whose output is too low and away from those whose

output is too high. This process eliminates the non-normal profits and

4) Svennilson I, "Monopoly, Efficiency and the Structure of Industry"
in Chamberlin E H (Ed), "Monopoly and Competition and Their
Regulation", Macmillan London 1954, p 275: "A cross-section of
industrial structure at a given moment ... can only be regarded
as a snapshot of an industry in perpetual change."

5) The characteristics of an industry in disequilibrium change from
time period to time period. Therefors a comparison at time t may
be incorrect at time t+1, :



we observe it as the decay of profitability. The performance meéaurq
that is required would seem therefore to be the rate of decay of

profitability.

The aims of this study were set out at the start of this introductioﬁ
~and a brief‘sketch of the ideas underlying the primary theme has been
given. It is this primary theme - the rate of decay of profitability

as an aspect of industry performance - that is the main contribution

of this study. The theoretical development, whiist directed to an uncon-
ventional goal, deviates from common practice only by recognising both
the heterogeneity of industries and the muitiproduct nature of firms.
While it is not claimed that the statistical technique employed represents
radical innovation, it is new and it does have some merits in workvof

the kind attempted here. Although the decay of profitability has been
observed and meaéured before, the present study presents a fuller exam-

ination than has previously been méde.

The three themes of the study are pursued in parallel., The economic ideas
have been introduced in this chapter and their main theoretical develop-
ment occurs in Chapter II. The conclusions of that chapter are given
mathematical formulation in Chapter VI, Section 1. Chapter VII reports
the estimation of the equations and the estimated coefficients are used
in Chapter VIII to calculate a summary measure of the behaviour of rates
of return within industries. The characteristics and behaviour of the
measure are also investigated in that chapter. Finally, in Chapter IX
this measure is compared with established measures of industry structure

and performance,

The statistical theme originates in Chapter III where the technique is
developed. The data are introduced in Chapter IV. Chapter V reports the

direct application of the technique to the data. Chapter VI; Section 2,
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discusses the econometric difficulties inherent in using the results
of Chapter V in the functional forms introduced in Chapter VI, :ection 1.
Then in Chapter VII the economic and statistical aspects come together

at the estimation stage.

It may be hoticed that the preceding description of the structure of

fhis study made no mention of a literature survey. The view has been
taken that there is little of precise relevance but much that relates

to particular aspects of the development. The literature whose influence
pervades many of the following chapters has been treated in one of two
ways. Firstly two works6 particularly important in the theoretical
development are discussed in Section 2.,7. The other works7 are empirical
and deal with a broad range of questions, only somerof which are relevant
" here. For these, the policy adopted has been to refer to them either

textually or by footnote at the appropriate points in the argument.

6) Downie J, "The Competitive Process, Duckworth London 1958
Robinson J, "The Impossibility of Competition" in Chamberlin & (&d)
"Monopoly and Competition and their Hegulation'", DMacmillan London 1954

7) Singh A & G Whittington, "Growth, Profitability and Valuation",
Cambridge University Press 1968 ,
whittington G, "The Prediction of Profitability", Cambridge Univ-
ersity Press 1971
Stigler G J, "Capital and Rates of Return in Manufacturing Industry",
NBER 1963



CHAPTER 1T

THRORETTCAT, CONSTDRRATTONS

In this chapter we are concerned to look in more detail into the
process of resource allocation and in particular to consider the role

played by the rate of return,

Section 2.1 introduces some basic ideas and assumptions. In Section 2.2
we consider the organizational means for resource transfer and the types
of resources that are transferred. Section 2,3 introduces the way the
firm decides upon the allocation of its reaources. A model is proposed
in which the firm constructs a preference ordering of the markets it
either operates in or feels itself capable of entering. Then the
influence of the expected rate of return on that ordering for various
hypotheses of firms' objectives is analysed. Section 2.4 looks more
closely into the expected rate of return and its relation to the present
market rate of return, bearing in mind market structure and possible
multiple entry. Section 2.5 summarizes the foregoing before in Section
2.6 the move is made from market to firm rates of return. Also in this
renultimate section there is an examination of the problem of the point
towards which convergence occurs and of the form that the relationship
between rate of return in one period and in the next should take.
Section 2,7 discusses the similarities and contrasts between the
arguments of this chapter and those of Downie in his book "The Competi-
tive Process"., This leads it into an additional examination of the
problem of over-capacity and industry contraction. Finally, Section 2.8

summarises the chapter.



Section 2,1 : Tnitial Definitions and Assumptions

The argument in this chapter will be based on A narrow precise idea
of a commodity. This contrasts with the usual assumption in industrial
economics that commodity, market and industry are of similar extent.l

Therefore some clarification of the idea of a commndity as used here

must first be attempted.

2 . . . . .

Van Praag’ gives a warning of the problems involved in attempting to
define a commodity: "One of the vaguest concents emploved in economie
theory is that of a homogeneous or basic commodity.”" This is reinforced
by Sammelson's opinion that the vursuit of the narrowlv defined or "basic"
commodity is endless:

",ee even if we confine our attention fo what is ordinarily

called a commodity, such as 'wheat', we find ourselves dealing

with a composite commodity made up of winter wheat, soring

wheat, of varying grades. Hfach of these in turn is a composite

of heterogeneous comnonents and so forth in an infinite re-

gression,"3
Such views suggest that the pursuit of a definition is not a task to be

attempted here. The apovroach will therefore be to regard the basic com-

modity as a primitive idea and merely attempt some clarification.

1) e.g, Bain J, "Industrial Organisation", .John Wiley New York 1967,
p 7 "We mary define a market as including all the sellers in any
individual industry and all the buyers to whom (in common) they
sell,”

2) Van Praag R M S, "Tndividual Welfare Functions and Consumer BRehavionr",
North Holland Amsterdam 1968, Section 3,3

SN
N

Samuelson P A, "Woundations of Kconomie Ana1yﬁfﬂ", Cambridee Mass.,
Harvard Tmiversity Press 1947



We are concerned with the movement of resources between markéts and

we regard the firm as the allocating agent. Therefore our idea of a
market need not, should not, be more specific than that which is dist-
inguishable by the firm. Producers of soap powders and detergents
distinguish between the markets for materials for standard washing, for
fine fabrics and for machine washing. On the other hand they will not
regard powder in red boxes as being sold in a different market from
that in bluve boxes. A single distinct commodity must be dealt with in
a distinct ma:ket and for two markets to be operationally distinguish;
able by firms the rewards must vary independently in each of them.,
Thus at any one time there may be an excess supply of standard washing
powder and an excess demand for power for machine washing. The profit-
ability of the two markets will be different and firms will recognize
and react to this, On the other hand, physical distinction may not
imply a separate product either because consumers are indifferent to a
particular variation or because there are so many variations of the
product that only categories of the good can be distinguished for market
purposes. This latter situation is well shown up by Stigler's example
of hot rolled carbon steel sheets of which at least 135 million
varieties can be distinguished.4 It would be exceédingly difficult to
specify at what point a product distinction becomes too fine or too
broad for our purposes., In the following market and commodity will be
used in the narrowest sense consonant with resource allocation by firms

between markets,

4) Stigler G J and Kindahl J K, "The Behaviour of Industrial Prices",
NBER 1970 pp 4-5 |



With this sense of "commodity" established, it becomes unreasonable

to limit analysis to the single product firm. Therefore multiproduct
firms will be treated as the usual case, but this does not of course
imply the assumption that there are no single product firms. It will
be assumed that firms generally restrict their activities to one
industry and that any firms that do operate in more than one industry
have a divisional structure in which no division overlaps industry
boundaries. But the single industry firm will be taken as the general
pattern.5 At various points these assumptions will be supported by
the argument but nonetheless they are to be taken as prior to the

ensuing discussion.

5) See "Company Income and Finance 1949-1953", NIESR 1956,
Appendix A, where it is shown that an average of 87% of the
employees of quoted companies classified to a particular
SIC order worked in establishments of that order. It is
thus not a serious simplification to regard firms as
operating in a single industry.



Section 2.2 : The Allocation of Resources

In this section there are two matters to consider., Firstly, what
mechanisms are available to shift resources between uses, and secondly

the nature of these resources.

In Chapter I one role of the firm in the capitalist ecdnomy was

said to be to act as the agent by which adjustment to change is made.
The firm is therefore the prime means of resource transfer and allocation.
This function may be carried out in a number of ways, -We may classify
these in two dimensions: the activities of single or multiproduct
firms and exit/entry or expansion/contraction. It is suggested that
expangion and contraction by multiproduct firms is the most important
of these methods. This means that the firm either transfefs its
existing resources or allocates new reéources among those markets in
which it is already operating. The other possibilities for the multi-
product firm are complete withdrawal from one of its markets or entry
into a new market. The equivalent actions of the single product firm
are expansion or contraction within its market, withdrawal from that
market, which would usually imply the death of that firm, or the birth

of a new firm into a market.,

Of these devices, births and deaths of single product firms seem least
likely to make any significant contribution to the adjustment of
resource allocations. It is necessary that a birth involve the intro-
duction of new capital and a death the withdrawal of existing capital.
In these terms births and deaths among any but the smallest companies
are rare. If deviations from equilibrium are small, it may be that the

marginal effect of births and deaths among the smallest members of an



industry is sufficient to push the whole industry back into equili-
brium. There are activities for which births and deaths of small
firms are the typical pattern but they are not major sectors in a
developed eeonomy.6 Therefore in the presentation of the argument
the emphasis will be on multiproduct firms and on expansion and con-
traction rather than entry and exit; elthough the substance of the

argument is not dependent upon such emphasis.

What are the resources to be transferred? In the short run the

capital stock of the firm is given and therefore conventional analysis
allows only variations in the labour input. More labour can be applied
by shift working that inoreases the rate of utilisation of the existing
capital, by using it to bring into operation capital equipment that

was otherwise idle and, lastly, labour can be applied to increase the
number of men operating the capital equipment at any one time. Labour
may be newly recruited for the purpose or may be transferred from

another product within the multiproduct firm.

Discretionary expenditure may be used to improve a firm's competitive
position in a market by advertising, marketing or improved credit
terms, These activities and their corresponding resources are of some
importance in the process of eliminating extremes of profitability.
They must usually be accompanied by a rise in production if they are to

have an effect upon market profitability.

6) Downie J, "The Competitive Process", Duckworth 1958, similarly
concludes that births are unimportant, p 101



In the long run fixed capital may be adjusted and any major shifts

in production must require changes in capital allocation. A different
model will follow from the assumption that eiisting fixed capital can
change its use than from a "clay" type assumption that existing capital
is fixed in its use. In the latter model only the allocation of new
capital can bring about the return to equilibrium. In the absence of
any empirical studies of this, an assumption must be made. The most
obvious is the moderate one that it is possible for some existing fixed
capital to change its use. As a use of capital is intended to mean the
production of a single commodity, the change of use of exigting capital
may involve only trivial alteration. For example, most machine tools
can be quickly adapted to produce a considerable range of simple metal
goods and this change of use is a fact of everyday life in the engineering
industry. Of course, there are pieces of capital equipment for which a
change of use is impossible. The general point is that change of use

of existing capital can often occur.

While allowing for the possibility that capital equipment may be
transferred between products, the major way of altering the resources
committed to different markets is by applying new capital. A firm
must choose how to employ its investible funds and it is the commitment
of these to a particular product and thus to a particular market that

provides the basic means of adjustment.



Section 2.3 : The Allocation Decision

In this section we first consider how a firm will order the various
opportunities for employing its available resources. Then assuming

that the firm formulates an expected rate of return for these opportunities
we look at the influence of that expected value on the firm's preference ord-

ering for a range of objective functions that micht characterise the firm,

7

The process by which a firm decides on the allocation of its resources
involves firstly information and secondly criteria for assessing that
information. The information required is first a selection of markets
to be considered - the whole set of markets could not be scanned by one
firm. Once a subset of markets has been selected, the data needed on each
one can be decided. With this data on a subset of markets, the aim must

be to construct a preference ordering of the markets.

The selection of a subset of markets is a necessary first step in any
periodic appraisal of a firm's range of products. Clearly such an
appraisal must involve those products which the firm is presently produc-
ing, although the firm must be expected to apply rather different standards
from those used for potential products. It is not feasible for a firm to
consider all potential markets, primarily bec:use of the search cost but
also because some markets will be so diessimilar from those the firm knows

that it may judge itself incapable of a competent appraisa1.8 For such

7) That this is an area of decision facing the firm is suggested by
Williamson .J H, "Profit, Growth % Sales Maximization", Economica
Vol 33 1966, pp 1-16: "There are the decisions on input levels
required to satisfy the efficiency conditions - the selection of
least-cost input combinations, the optimal distribution of given
investment funds between alternative projects, and the optimal
distribution of sales effort."

8) Downie op cit p 102: "... specialisation means that any point of
time there will be what we may call a technological horizon, within
which the firm will follow the light but beyond which it will not
normdly leap.”



reasons, it is reasonable to expect that the vast majority of firms
restrict their attention to markets within their own industry. The firm
has regularly to decide upon the allocation of its scarce resources
between the markets that it is operating in. The two problems of deciding
the product range and deciding resource allocation will not be dealt with
independently. The former is just as much part of the problem of alloc-
ating resources within the firm as is the latter. Perhaps it is worth
inserting here a réminder of the narrowness of the idea of a product that
is being used here in order that this model of regular appraisal of
potential products does not seem too far fetched. Where perhaps it does
deviate from reality is in terminology; the firm will regard itself as
looking for profitable opportunities rather than scanning potential
markets, the substance is the same. The first component of the adjust-
ment model is, then, the multiproduct firm with a resource allocation
decision to make and a limited set of markets (some of which it is already
engared in) to consider - the set being limited by considerations of

9

search costs and the firms own range of competence, Such a situation
must also describe the completely new firm (or independent entry in
Downie's terms). The entrepreneur or embryonic management must consider

a range of markets and they are at least equally constrained by the costs

of search and range of competence.

One situation in which range of competence may not be immediately
relevant is where a firm decides to enter a new industry and to buy the
necessary skills., In general the purchase of skills will take the form

of a takeover., Such a happening is not directly an ehtry as the

9) 'This range of competence is likely to include more than just techno=-
logical factors; different marketing skills are clearly of relevance.
It might be useful to regard both firms and markets as embedded in a
space whose dimensions are measures of such relevant factors as
technology and marketing. The subset examined by any firm might then
be defined as an area of that space centred upon the point at which
the firm is located.



immediate consequence is not an expansion of capacity.lo Once the
takeover has occurred, the range of competence again constrains the

actions of the firm.

With a range of markets to consider, the next stage for the firm is to
order them according to their attractiveness as uses of the firm's
resources. This demands information upon each of these markets but not
merely contemporaneous information but predictions of future conditions,
Mur limited ecope is to consider how the rate of return influences

the preference ordering. The first stage is to assume that firms have an
expected rate of return in these markets and to consider how that expected

value influences the ordering.

The effect of expected rate of return on the preference ordering of the
firm will depend on the firm's utility function. This is a controversial
matter. There are three "families" of utility function: profit maxi-
mising, growth maximising and satisficing. FKach major type of function
has numerous variants. In this confusing situation, the one attitude
that does not seem acceptable is to settle on any of these models as
being the theory of the firm, that is to say, the model which describes
all firms. 1Indeed, a case might be made for suegesting that the utility
function of a firm is so complex that all three models must be amalga-
mated to describe it. We must briefly consider how each of these behav-

ioural patterns affects the decision upon which our attention is directed.

Tf a firm is a profit maximiser, its criterion for ranking markets will

quite simply be the rate of return that it expects to earn in them.

10) Bain J S, "Barriers to New Competition", Cambridge Mass. Harvard
Tniversity Press 1956: "kntry requires both the arrival of a new
legal entity in the industy and an addition to industry capacity
in use,"



We may assume that the higher the rate of return expected in a market,
the higher that market will appear in the preference ordering of a profit
maximising firm. The only difficulty that arises is whether profit maxi-
mising means lump sum maximisation or rate of return maximisation.

Either interpretation may be single or multiperiod, In the latter case
the lump sum is a net present value and the rate of return is a yield
rate11 or internal rate of return. The ordering of projects should be
invariant under these different methods but not, of course, invariant as
between single and multiperiod assessments, or between different multi-
period horizons or for firms with different discount rates. The simple
profit maximisation model is always formulated in lump sum terms12 but

as it is a short run analysis the capital stock is unchanged and therefore
lump sum and rate of return maximisation are completely equivalent. In
the gingle period case, the rule then becomes that the firm invests

until the return on the marginal project equals the cost of capital -
i.e. a rate of return argument is used. Again this is completely equi~
valent to lump sum maximisation. This model leads to a preference

ordering based solely upon the expected rate of return.

If the firm is operating under a constraint which limits its expansion
the lowest rate of return on a project undertaken may be considerably

above the cost of capital. Considerations of risk may also lead to such

11) Merrett A J & Sykes A, "Winance & Analysis of (apital Projects",
Longmans London 1963, p 36

12) Wenderson J M & OQuandt R B, "Miecroeconomic Theory", Mclraw-Hill
New York, 1lst edition 1958; "The entrepreneur .... his
ultimate aim is the maximisation of profit .... this profit
is the difference between his total revenue and his total
cost", p 53



a cut-off point. Even under these conditions the preference ordering
will be rate of return determined. The reformulation of the discussien
in terms of multi-period comparison of investment opportunities does

not alter that conclusion, although the expected multiperiod returns

may produce a different ordering from that based on single period
assessment. The assumption up till now has been that the firm involves
iteelf in projects starting from that for which it has highest preference
and continuing to less preferred projects until it decides either that
subsequent projects are not attractive or that it has used up its avail-
able resources. But most projects will involve a minimum size of
resource commitment, i.e, there are indivisibilities. It may therefore
be that selecting projects in order of preference leads to a residual
resource amount that is too small to be employed on the next most pre-
ferred use. The most desirable project that can be attempted with

those resources may offer a very low rate of return., In such a situation,
there may be a different set of markets from that selected by a simple
preference ordering that provides the highest rate of return or, equal]&,

the highest joint lump sum,

We can conclude that for the profit maximising firm its preference
ordering will be solely determined by the expected rate of return. It
is possible to say that the higher the expected rate of return is, the
more likely it is that that project will rank high. Bot the compli~
cations of multiperiod assescsment, project indivisibilities or conflicts,
and constraints make it impossible to state that the preference ordering

will exactly mateh the ordering by expected rate of return,

When we come to the family of firm uwtility functions that have been
loosely called growth maximisers, the first task is to consider the
variations in this group of functions. The first type is Baumol's

static sales revenue maximisation and its dynamic counterpart is the



maximisation of the present value of fﬁture sales revenue. Then

there is the simple growth rate maximiser. As in the profit maximi-
sation case, the stétic theory is not appropriate in the present
context of resource allocation, TIn sales revenue maximisation more
will be produced than in profit or growth maximisationl3 subject to
some minimum profit constraint, The present value of sales revenue is
dependent ﬁpon the growth of sales revenme, therefore there is some
similarity between maximising this variable and maximising the growth
rate, but they are not formally identical. Our concern is how the
expected rate of return will affect the preference ordering of markets
for firms whoée utility function is best deacribed by'this type. It is
to be expected that such firms will have some minimum rate of return
that they demand from any project.14 Therefore for any market, the
higher the expected rate of return, the more likely it is that it will
be in the operational section of the firm's preference ordering. The
recond way that the expected rate of return can have influence on the
preference ordering is if the firm has a finance constraint. TFor the
sales revenme maximiser, the importance of finance will depend upon

the importance of future sales, which in its turn wiil depend upon the
discount rate applied. But in any case, the expected rate of return must
have some influence upon the preference ordering in this czse., A growth
rate maximiser mist pursue a maximal investment poliecy which means
maximisaing available funda if finance is a2 constraint, This implies

the selention of projects according to their expected rate of return,

13) Willjameson T A, op cit, deals with the thres thanriag and proves
the basic results,

14) This is usually explained as a managemant security device -
to prevent takeover by maintaining shareholder satisfaction.
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If, on the other hand, finance is not the operational constraint but
management capacity, for example{Sthere is no need for the firm to take
note of the expected rate of return in determining its preference
ordering as long, that is, as the projects satisfy the minimum return
requirement. On the other hand, a firm in this position, when faced
with a multiplicity of directions for expansion,is more likely than not

to be partially influenced by the expected rates of return.

Generally, however, the sz2les revenue maximiser will, in the absence

of a finance constraint, look primarily at expected future sales in
determining his resource allocation plan. The growth rate maximiser
will pursue a policy which minisizes the effect of whatever constrains
his growth. In the most plausible situation where management capacity
restricts growth, the growth rate maximiser will be concerned to operate
in markets which themselves permit considerable growth., This assumes
that diversification is more costly in its use of management resources
than is expansion within a market. It is therefore likely that both
growth rate and sales revenue maximisation will lead to the selection

of markets that offer greatest growth of sales within them,

The third way in which the rate of return mav have an important influence
upon market selection is if there is a relationship between expected
sales and expected rate of return. Whilst it is not possible to state a
universal rule for the sales/rate of return relation, it is likely that

a market rate of return that is high indicates a considerable discrepancy
between demand and supply - price is well above marginal cost. The

greater this discrepancy, the greater ceteris paribus the potential for

increasing sales in the market without eliminating profits. Therefore

15) Penrose E T, "Theory of the Growth of the Firm", Oxford
University Press 1959
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it is reasonable to presume that a highly profitable market will be
attractive to both the sales revenue and the growth rate maximiser. On
the other hand, markets may offer future increases in sales without
presently displaying any supernormal profits. Such situations are
those where either demand is expected to shift or costs to fall,
Therefore we may conclude that high rates of return will be attractive
to both types of firm, whether or not there is a finance constraint

operating,

Before leaving this topic, the satisficing firm demands brief attention.
It will have some minimum rate of return that it must attain for sécurity
reasons, but beyond this it is hard to develop any specific rules to
describe its resource allocation behaviour that would suggest a con-

nection with the expected rate of return.

To summarize the impact of the expected rate of return on resource
allocation: the profit maximising firm will be guided by expected rate
of return, sales revenue and growth rate maximisers with a finance
constraint will be primarily though not solely guided by the expected
rate of return. Without a finance constraint, markets with a high rate
of return will be attractive but others may be equally or more attractive.
The relationship is thus weaker., For the satisficing firm, the expected
rate of return will only generally have influence through the minimum
requirement. In all cases the higher the minimum requirement, the more

influence the rate of return will have on resource allocatioh.



L1

Section 2.4 : Determination of the Expected Rate of Return

In assessing a market, the firm will consider a number of time periods.
For these periods it will forecast resources and outgoings and it may
then be assumed to follow conventional techniques of investment appraisal
and discount these cash flows in order to get a single measure of the
profitability of entering the market. Such a measure might be either a
net present value or an internal rate of return. It is not material to
this argument which is employed but for convenience the internal rate of

return will be used in the following.

In forecasting the future of the market, three components may be identi-
fied: how the industry as a whole may be expected to perform, how that
particular market will fare relative to the industry and how that firm
would perform in the market. The first component leads us to the
previously made assumption that while the majority of firms are taken to be
multiproduct, spanning of more than one industry is rare. To support this
state of affairs, firms will only in exceptional circumstances include a
market outside their own industry in the set of markets they consider.

So the expected profitability of the industry will not affect the alloc-
ation of resources by a firm but only their total amount. 1In other words,
we are concerned with intra-industry equilibration and not with inter-
industry equilibrabionl6 and so need only attend to profitabilities
relative to the industry., That is with the latter two components listed

above.

The market and firm effects cannot be completely separated. The situation

is a firm considering a market in order to calculate how profitable the

(16) stigler G J, "Capital and Rates of Return in Manufacturing
Industry", Princeton University Press for NBER 1963, Ch 3 looks
at the process of movement towards equilibrium between industries.
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firm would find it were that firm to join the market. It must therefore
take into account its own effect on that market and it must distinguish
between the situation whilst it is establishing membership of that market

and that prevailing after entry is established.

Consider first the case where the market involves a large number of firms
and entry can be made on a small scale. In addition the entrant may
presume that he and any other entrants will have little or no effect on
price by their entry. He may therefore expect that his revenue per unit
will be the same as the present firms in the market but that while he is
building up output, sales and expertise, both in the technique of pro-
duction and in the approach to selling relevant to that market, he will
have higher costs per unit than established firms. As his experience in
the market increases so his cost will shift downwards. He may not expect
to have identical costs even after adjustment is complete and he is an
established member of the market. He may be using adapted capital
equipment that is less efficient than that of other producers or he may
be located further from the market and have higher transport costs.
Therefore after becoming established he may expect a continued deviation

17

from the market rate of return. Downie suggests that a firm will expect
to lie in about the same relative position in a new market as it does in
its preseht markets, thus if it is in the second quartile of rates of

return at the present it will expect to occupy the'same position in a new -

market .

If the usual approach is taken, the expected market rate of return in
this case where the entrant has no significant impact upon it may be

assumed to be represented adequately by the present market rate of return.,

(17) Downie J, op cit P 105
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The firm's expected rate of return (after adjustment) may therefore be
presumed to be the present rate of return in the market times some factor
unique to the firm and the market. But it follows that the higher the
market rate of return and therefore the higher the expected market rate
of return, the more likely it is that a given firm will find even with
its unique multiplying factor that an attractive return is to be gained
in that market, once the adjustment period is over. Similarly, the
higher the profitability in the market the quicker the new entrant will
get his costs below price and start earning profits. Also the higher the
profits once a&justment is over, the more adjustment costs will be worth
bearing for the longer term benefit. Therefore the higher is the present
rate of vreturn, the higher is the firm's expected overall rate of return
in the case where the entrant assumes that entry will have no impact 6n

price.

A second case is that where the market is atomistic but the firm considering
entry expects sufficient other entrants for there to be an aggregate

effect upon the market. This may be the way case one develops when the
present rate of return is very high. The market's attractiveness and
vigibility is likely to induce a large amount of entry. If significant
entry is to be expected, the potential entran: must expect a fall in rates
of return. Should the expected rate of return react so that a rise in the
present rate of return produces a fall - through the increased level of
expected entry - then there would be a disequilibrating tendency. This

is probably only possible where the market is on the margin of the
atomistic category where there are only just sufficient firms and where the
minimum efficient scale is just small enough. Although such a reversal

of the effect of the present rate of return on the expected level may be

rather unlikely, the expectation of there being other entrants will
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reduce for a single firm the attractiveness of a given present rate
of return and thereby moderate the strength of the equilibrating

tendency.

Once we move onto the situation where a single entrant may have a marked
effect on a market, we enter the realm of oligopoly with ite attendant
problems. Considering first the post-adjustment state: the firm is
assumed to have become established in the industry. The new entry may
have precipitated a movement away from oligopolistic behaviour in the
market to something more freely competitive. The likely result of this is
a decline in price and profits and a rise in output. Should the entrant
correctly forecast this occurence then the expected rate of return will
still be influenced by the preéent rate of return as any competing away
of excess profits earned under oligopoly conditions will take some time
and therefore_the average rate will bear some relation to the initial rate.
The result holds more strongly if the firm fails to predict its effect

on the conduct of the firms in the market. It will therefore expect to
enjoy the higher profits of an oligopolistic situation and regard present

rate ot return as a good proxy for future rates of return.

The preceding paragraph presumes the effect of oligopoly is higher than
normal profits; while this mAay not be so in any time period under the
assumptions of some oligopoly models, it will prevail under collusive
joint maximisation or Cournot-type models, It is a reasonable assumption
except in cases where the oligopolistic interdependence has generated

considerable instability in the actions of the member firms.

So far the case where the entrant has no effect on the market and the
cage where his noticeable arrival in the market results in a reduction

of the amount of oligopolistic interdependence have been considered.
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This latter case was only considered once entry had been completed;
before considering the problems of the adjustment process in such a case,
there is a third‘poasibility to be considered. It is not impossihle for
the new entrant to precipitate more collusion or more interdependence18
though it is clearly a relatively unlikely occurence. Prediction of it
by the entrant is sufficiently unlikely for it to be ignored in this
discussion of the process by which firms form their rate of return

expectations,

The question now is the adjustment process. Tf adjustment is quick, then
the costs and revenues involved in it will not carry very much weight in
the discounting process and ther.:{fore unless the costs are for some

reason very large, the expected steady rate of return may be taken as

the overall expected rate of return. But most of the difficult problems
arise in considering the process of entry and adjustment to a market. Tt
is necessary to point out that in this section the concern so far has been
to show that under most conditions the present rate of return will be

the prime determinant of the expected rate of return. Turning as we are
now to the adjustment costs, this is to consider factors that may influence
the relation between the firm's expected rate of return in a market and the

present rate of return.

Ad justment costs may be divided into three categories: Those costs that
are Incurred in increasing productive capacity in a market even if the
investment is made by a firm already established in the market; those
costs experienced by any entrant to the market; and thirdly those unique
to a particular entrant. The basic costs of investment are straight-

forward and, therefore, for the present purposes, the first category

18) (learlv this does not arree with Cournot's result that for firms
maximisine nrofit bv ontnut varistions the more firmg thare are
in & market the closer that market will he to nure competition,
“ea Henderson J M & Quandt R K op it p 179
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need not delay us. Ieaving temporafily the second category to one side,
the third - factors unique to a particular firm - can ﬁext be dealt with.
Entry to a new market involves in general the acquiring of new techniques,
learning how to produce a different product and learning how to sell in a
new market and, perhaps of lesser importance, learning how to buy new raw
materials and intermediate goods and specialised factors of production.
Fach potential entrant to a particular market will differ in the degree

to which it is equipped to engage in that market, so the costs of learning
will differ. The expected rate of return will consequently differ from
one firm to another. Therefore the number of entrants to a market will,
amongst other things, be affected by the number of firms employing similar

skills to those relevant to that market.19

Turning now to the second category - those factors common to all entrants
to a particular market. Such factors are of course those usually known
as "barriers to entry".zo They are costs that must be born by a new
entrant but not usually by an established firm considering expansion.
More correctly, of the three types of barrier suggested by Bain, one is
definitely only a barrier to entrants and not to expansions of capacity,
while the other two may affect all investments in the markets. Bain's
three types of barrier are: product differentiation, absolute cost
advaﬁtages and economies of scale, Product differentiation only affects
new firms coming to a market as an established firm must have an estab-
lished product. Established firms may decide that to expand they should
launch a new product, but this is a result of weighing relative costs,
whereas the new entrant cannot avoid the costs of launching and estab-
lishing a new product. The second barrier - absolute cost advantages =

conveys the possibility that established firms (or some of them) have

19) This might be represented in terms of the space described in Footnote
10 as the density of firms in the area of the market,

20) The primary source is J S Bain's "Barriers to New Competition" op cit
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control of superior production techniques and/or advantageous positions

in factor or raw material markets. The third barrier - economies of

scale - refers to the case where the minimum optimal scale of operation is

a significant fraction of the total scale or capacity of the industry.

If, in addition, unit costs are significantly raised at lower than minimum
optimal scales, then entrants must sither bear higher average costs than
eétablished firms or enter at the minimum optimal scale and thereby make a
marked increase in the total capacity of the industry. The existence of

any type of barrier means that adjustment costs for the new entrant will be
high and that the adjustment is likely to be lengthy. Therefore the expected

rate of réturn will be well below the present market rate of return.21

So far the discussion has been of new entrants to markets and the way they
formulate the rate of return expectations that they use in making di&ersi-
fication decisions, in particular about how this expectation will relate to
the breéent rate of return being earned in that market., But a very consider-
able amount of resource allocation will be done by firms between the

markets they already operate in. Again the formation of the expected rate

of return plays a part in the decision process, a part whose importance
depends upon the objective function of the firm. But the factors that
suggest a divergence between the present rate of return and the expected

rate will be, apart from the barriers to entry, the same as for new entrants,

Briefly and finally in this section, what about exits? As the resource

allocation decision is based on the firm's assessment of the future of

21) Modigliani F, "New Developments on the Oligopoly Front", Journal
of Political Economy June 1958 discusses Bain's and Sylos-Labini's
assumptions about the likely reaction of established firms to new
entrants. According to the view that the entering firm has of the
policy that established firms will adopt, the expected to present
market rate of return relationship will vary.



each market it considers, not all firms will jump the same way. Some
will be entering or increasing their activity in a market while others
are reducing their activity or actually 1eaving the market. Any change
in the market will be the net effect of various actions by firms.22
Actual withdrawal from a market is probably a rare phenomenon, but given
a certain degree of capital adaptability there may conceivably be
occasions when the benefits of moving it to a new use outweighs the
‘costs of that move and the profits to be earned in the original market.
There it is profit relatives that decide the allocation of resources
rather than levels of profit, Genérally we may régard exit as determined

by the same process as entry - in each case there are costs to be borne

that may or may not be compensated for by later profits.

22) Andrews P W S, "Industrial Analysis in Economics" in Andrews P W S
and T Wilson (eds) "Oxford Studies in the Price Mechanism", O U P
1951 p 169, "The market will be in equilibrium as long as - any
loss of capacity due to businesses being driven from production is
made up by extensions to existing capacity or by the entry of new
capacity."
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Section 2.5 : Resource Allocation and the Rate of Return - A Summary

We have argued that allocation of resources between markets is achieved
by firms either expanding and contracting or entering and leaving those
markets, and that expansion and contraction by multiproduct firms

within fhe markets they are already established in is the most important.
The resources shifted (or newly applied) are labour, working capital
(advertisipg, marketing, credit terms, etc), existing fixed capital and

new capital,

It is suggested that the firm makes its resource allocation decisions

after considering a number of markets - those in which it is already
operating and a number of others within its horizon of technical, marketing
etc, competence. The influence that the rate of return the firm expects
to make in each of these markets upon the way in which it orders its
preferences for increased (or new) activity in these markets is devendent
upon the utility function of the firm. FExpected rate of return will be

the sole determinant of the ordering for the profit maximising firm, and it
will be aﬁ important determinant for the growth rate or sales revenue
maximiser if there is a finance constraint operative. It will still have
some effect upon the ordering for these latter two groups even without the
finance constraint. But then it is through the minimum profit constraint
that rate of return will primarily have an influence, as it is solely for

the satisficing firm,

The final stage of the argument is to link the expected rate of return
with the present rate of return in the market. We find that the more
atomistic the market and the fewer expected entrants, the closer the
present rate of return to be expected. As the mérket becomes more

oligopolistic, or as more entrants are expected, so the rate of return



34

the firm expecte to earn in the market diverges from the present market
rate of return. Similarly the higher the barriers to entry, the greater

is this divergence.,

We may therefore expect that the speed with which resources are allocated
towards the most profitable opening will be increased by the presence of
broadly diversified firms that can reallocate internally. An industry of
single product firms will be much slower. Secondly the more capital
intensive is production, the less swift will be adjustment. For a given
level of capital intensity, adaptability and short life of capital assets
will lead to faster adjustment. These factors will aid both expansion

and contraction.

The more similar are the markets of an industry, the easier firms will
find it to move into new activities and so the swifter resource allocation
within that industry. An industry of profit maximising firms or growth
maximisers under a finance constraint will transfer resources towards
profitable opportunities more quickly than one of growth maximiserg
without a finance constrainﬁ, or one of satisficers. Whatever the utility
function, a factor that raises the level of the minimum profit constraint

will speed the elimination of high rates of return,

Generally the closer the industry structure is to the purely competitive -
the more atomistic, fhe lower barriers to entry - then the faster high
rates of return will be reduced. The reduction of high rates of return
will be faster if firms expect few other entrants than if they expect

many.

The nature of the production process - its capital intensity, capital

adaptability and capital life - and the multiproduct or single product
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nature of the firms within the industry must influence both expaﬁsion

and contraction, Aifhough it is perhapr less jﬁmediate a deduction,

the profit maximisers and growth maximisers with a finance conatraint

are likely to get out of low rate of vreturn activities more quickly

than those without a finance constraint and satisficers, and presumably
none will tolerate persistent returns below their minimum standard, So
the higher the minimum standard, the more rapidly wif] contraction of
‘the market take place. On the other hand, market structure and barriers
to entry are iikely to have a weaker influence upon the rate of contractinn
than wpon the rate of exmansion., PRuf any firms that contemplate the
withdrawal of their resources from the unprofitable market and entrance
toAanother market will be affected, as will any entrant, by the nature

of that market., A wmuch more general problem relating to the contraction
rate is that capital assets wear out Bloﬁly and whilst low vates of
return may kill firms, asséts.are more difficult to eliminate, This

will be returned to in Section 2.7, but the general view taken by writers
in this area is that contraction is much Jess speedy than expansion and
therefore low rates of vreturn may take more to eliminate than high

rates of return,
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Section 2,6 : The Firm's Rate of Return

This section argues the connection between the firm's rate of return
and the market's rate of return. It then discusses the implied point
towards which profitability of firms tends, and finally specifies the
basic requirement of the function relating the rate of return in one

period with that in the ensuing period.

So far we have talked of firms allocating resources in response to market
rates of return and of the consequences for the market rate of return of
this transfer of resources. Simply we have said high (low) market rates
bring in (drive out) resources that cause a fall (rise) in those market
rates. But the observable variables are firms' rates of return and these
are averages of the rates of return earned in each of the markets that a
pérticular firm is engaged in; Conversely, the market rate of return
must be the average of the returns earned in that market by all firms
active in it. Therefore if the rate of return in a given market declines
by a certain proportion, so on average must (by definition) the ratés of
return earned in that market by the firms operating in it, So the effect
of resource transfer on the market rate of return must on average be
reflected in the rates of return earned in that market by firms operating
in it, This effect will be experienced in every market in the industry
to a greater or lesser extent and therefore every firm will experience

it on average for all the markets in which it continues to operate.
Therefore in the absence of entry to markets, we may expect that, on
average, high (low) firms' rates of return will be reduced (increased)
through the transfer of rasources. This continues to be true unless the
rather unlikely situation occurs in which a very high proportion of

industry resources are used in entry.
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This pattern is an average one as some firms in a market whose rate of
return is decreasing may achieve increasing profitability. Some firms
may forvvarious reasons be thus situated in a number of markets and so,
despite high average profitability, experience a rise in profitability.
Some firms may undertake entry on such a scale that their change in
profitability is dominated by the effect of this., But all these possi-
bilities nétwithétanding, the average effect upon firms' rates of return
will be as the markets' rates of return. Observing the average behaviour
of all firms in an industry is to observe the average effect across all

the markets of the industry.

So far we have spoken of high rrofitability inducing the inward movement
of resources and low profitability outward movement. The consequence of
this being a downward tendency for high profitability and an upward
tendency for low., High and low need clarification. The movement of
resources is motivated in a complex way - there will be markets where
some firms are withdrawing resources while others are bringing them in,
We are therefore concerned with net movements of resources within an
industry. There will be some level of the rate of return below which
there is net loss of resources and above which there is a net gain of

resources,

The precise point at which this reversal occurs is, in what follows,
called the "decay origin" and is gssumed to be the industry mean rate

of return. Whilst it is not possible to formulate a strong argument for
any specific rate pf‘réturn, it does seem unlikely that the decay origin
will deviate far from the mean. It is also 1ikely that there is quitela

range of rates of return over which net flows are approximately zero,

so any point within that range will éerve. In general rates of return
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in all that follows will be expressed as deviations from the mean,

We must now consider how we may describe this intertemporal behaviour
of rates of return in mathematical form. We will speak of the tendency
to convergence as the "decay of profitability". If we write the rate of

return (expressed as a deviation) of firm j at time t as r, , then the

Jjt

function we are interested in is

r,, = f(r

it

where ujt is an error term with mean zero that encompasses all movements

jt-l) Uyt

of profitability that counter its decay.

To put forward such a function is not to deny that more lagged rates of

return would be relevant to a complete description of r But we are

t.
concerned with the annual movement of rates of return and it is therefore

this first order function that we must investigate.

For there to be decay of profitability, such a fﬁnction must satisfy

t
0< f (r,jt-l) < 1
This ensures that for high rates of return rJt < rjt-l and for low

rates of return (i.e. negative deviations) Ty > Tyg1®

has so far been made to specify decay of profitability any further,

No attempt

and indeed a rigorous theoretical exercime would demand more than we
know of the dynamics of micro resources allocation. What we should
expect is that the faster resources may flow in, the faster will the

decay of profitability occur, i.e. the smaller will be f'(r So

jt-l)'
the more quickly an industry moves towards competitive equilibrium, the
lower will be the first derivative of the function. Tt is plausible to
argue that the transfer of resources will tend to be faster into (out of)

markets with very high (low) rates of return than into (owt of)

markets with more moderate rates of return. We might therefore suspect
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that the second derivative of the function would be negative (and

certainly nonpositive):
f"(rjt-l) <0

Graphically we may represent this as in Diagram 2.1 in which the axes
are rates of return measure as deviations. The 45 degree line

is the locus of points for which rjt = rjt-l and we expect the decay of
profitability line to intersect it at the origin: there is no decay of

average profitability.

Diagram 2.1

;(rk-o

4s°

[ ]

The algebraic specification of the function is necessarily a matter
related to empirical convenience and will be discussed in Chapter V1.
For the present, we conclude that the function should have positive
slope of less than unity and, if not linear, the second derivative
should be negative. If the point of convergence is specified correctly
and all rates of return are expressed as deviations from it, then the

function should pass through the origin,



The final empirical roint to be mentioned in this section involves the
dispersion of the rates of return of firms within an industry. In
order to eliminate the effect of variations in this on inter-industry
compar%sons,each induétry's data have been expressed in standard
deviation units as well as in deviations from the mean, before the decay
- of profitability function has been estimated. The precise details of

tHis transformation of the data are described in Section 4.3
!
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Section 2,7 ¢ Downie's "Competitive Process" = A Comparison

This section looks at the way the preceeding arguments relate to those
in the most relevant other work: that of Downie.23 This leads to Joan
Robinson's paper "The Impossibility of Competitionﬁ24 and from there to
g further consideration of the problems involved in the contraction of

markets.

Although large portions of the industrial economics literature i’ relevant
to particular aspects of this study, only Downie's is pervasive in its
connections, He is concerned with the competitive forces and defines

two: the "transfer mechanism" and the "innovation mechanism"., The

former term is used to describe the process which transfers market

shares from the less to the moré efficient. This tendency towards con-
centration is countered by the "innovation mechanism", which is the
process by which firms change their efficiency by innovating. His argument
relies upon the idea that such efficiency-enhancing innovations are
brought about by the pressures of competition. As these pressures bear
more heavily upon the less efficient firms, they will be the main inno-
vators. Thus the concentrating effect of the "transfer mechanism" is
reduced by the "inndvation mechanism" throwine up new leaders for the

industry.

The first aspect demanding clarification is -~ what is meant by efficiency?
Downie uses it in the sense of the difference between the valuve of inputs

and outputs, constructing an expression whose numerator is the value of

23) Downie J, "The Competitive Process" op cit

~24) Robinson J, op cit
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inputs and the denominator the value of outputs. He tempers the
ideal with his view of the practical and reaches an expression for

efficiency which takes a final form:

€ = 1- B (r-r)
where [3 is the capital output ratio, r = rate of return on capital
(pre-tex and post-depreciation) and r is the average rate of profit on
the assets of the industry. Such a measure will generally relate in a
simple way to the actual rate of return earned by firms unless the capital
output ratio fluctuates considerably. "The efficiency ranking indicated
by rates of return on capital ... will ,.. usually provide a fair

guide."25

This measure of effir~iency will therefore correlate very
highly with the rate of return of the firm expressed as a deviation from

the industry mean - the variable used in this present study.

The main distinction that must be drawn between Downie's analysis and

the present study's is that Downie is concerned with a longer run process.
Thus he states: "The plausibility of my account therefore rests upon

the assumption that fundamental disequilibrium will be corrected fairly
quickly."26 On the other hand, this study is concerned primerily with
the strength of forces working to correct fundamental disequilibrium.
Downie's transfer mechanism operates to shift market shares to the most
efficient who will be able to win this increase because they can expand
‘capacity more quickly than their competitors. This is possible because
their efficiency provides a greater supply of internal finance for

investment. The general operating environment is one characterised by

excess demand that must be met rather than by a need to work to create

25) TDownie op cit p 48

26) op cit p 113
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extra demand.27 Downie therefore concerns himself with the relative
increases in capacity and the tendency of the transfer mechanism to

increase concentration,

The counter-force is changing relative efficiency through changes in
technique. That this does counter the tranasfer mechanism is dependent
upon the assumption that falling market shares will inspire such inno-
vations and so will originate in the less efficient firms. The most
efficient are too concerned to increase their capacity to get involved
in innovation of this kind. Therefore the innovation mechanism will
work to change the relative efficiencies that direct the workings of the
transfer mechanism., Just as t: idea of the transfer mechanism ignores
market creating activities, so the innovation mechanism is discussed in
terms of technique rather than product innovationé. This thréws up the
second main distinction between this and Downie's work: he talks in
terms of industries rather than markets., He means by "industry", "a
group of firms whose techniques of production are sufficiently alike for
it to make sense to conceive of one as being able to do the business of
another" and points out that this definition is "very close to that used
by the authors of the standard Industrial Classification in the United

Kingdom."28

Whilst the weight he has put unon technique rather than
product innovation and upon meeting rather than creating demand may be
appropriate at this level of aggregation, the problems of different

markets within an industry do cause him some difficulty.

27) op cit p 113 "... makes it possible to virtually ignore the fact
that an expanding firm needs to pursue an active selling policy
in order to win new customers.,"

28) op cit P 33
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He has a chapter (No VIII) in which he considers the effect of entry

and exit upon his model. of competition. The entry that he considers
important is that‘resulting from an existing firm deciding to diversify
into another industry.29 The statement that he makes about this action
by a firm also reveals very clearly that his firms are solely motivated
by growth: "The potential migrant becomes an actual crosser of industrial
frontiers when it believes that its combined rate of growth in two (or
more) industries will be greater than that which it would achieve in only

one."30

So diversification is motivated by growth as are all other firm actions

and it means crossing to a new :::dustry. Before looking at the impact of
this complication upon the two mechanisms of the competitive process, the
point must be made that Downie's reliance upon the indusfry rather than

the market means that it is only the rare "crosses of industrial frontiers"
that are explicitly treated as multiproduct. He does discuss the firms'

choice of "production objectives"31

in a way that would permit the con-
gideration of the multiproduct but one industry firm, but does not develop
the point, It is impértant because he points out that once firms have
diversified, industries will contain firms that are insensitive to the
’transfer mechanism as their losses may be financed by the parent from
activities outside thé industry. Once firms are thus shielded from the

transfer mechanism, the pressures that bring about innovation will also be

severely diminished.

29) He calls these "dependent firms" and argues that "independent firms"
(i.e. new firms) cannot be significant influences because of the
constraint upon new capital.

30) op cit p 103

- 31) op cit p 86
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Diversification by the firm will thus reduce the strength'of Downie's

two forces and therefore "the tendency to ossification in the structure

of concentrated industries will be all the stronger.“s? On the other
hand, he argues ﬁhaf the working of the two forces will be accelerated

in, what he terms, the "colonised indnstry", The transfer mechanism

will be reinforced by the new entrants and this will, in its fﬁrn, enhance
the operation of the innovation mechanism. Thus there are very different
consequences of diversification according to whether the industry is
colonising or colonised. This distinction is very difficult to maintain
once the parts of the firm lose ﬁheir clear parent-subsidiary relationship
and become competing users of the resonreces available to the firm, A%
this stage we are faced with the multiproduct firm again and it has already

33

been pointed out that Downie does not deal with this case. As long as
moving into a new industry is rare and as long as the industry can be

treated as homogeneous, this is not a serious omission,

Having pointed out these two main cdntrasta between Nownie's and my
approach, the connections should also be discussed. To deal first with
thevinnovation mechanism: in so far as it is restricted to techniques,
its main place in the present study is amongst those factors that counter
the decay of profitability and maintain the dispevrsion of profitability.
On oceasion an innovation of technique may permit one or a minority of
firms to compete moré effectively in n prrticular market and therefore
bring about the decay of profitability for the majority of firms in the
market, Tt might also be argued that if it is falling profitability
rather than falling market share that inspires innovatory efforts, the

innovation mechanism may underlie some of the decay of profitahility from

32)  op cit p 109

33) See preceding page
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low rates of return. Probably rather more rare but perhaps important
nonetheless is the role of innovation in overcoming barriers to entry,
particular scale barriers and absolute cost advantage barriers. Therefore
the innovation mechahism, whilst playing mainly a disequilibrating role

can, on occasion, contribute to the tendency towards equilibrium.

The transfer mechanism is'a differential growth of capacity. It is the
most efficient and therefore, in general, the most profitable who increase
their capacity most rapidly. Within a model recognising industry hetero-
geneity, a proportion of firm profiﬁability is explained by fhe profit-
ability of the markets in which it operates. Therefore Downie's transfer
mechanism in this context is equivalent to the allocation'of resources
towards the most profitable markets. It therefore induces the decay of
profitability. It is NDownie's emphasis on the effects of this process
on'industry structure rather thaﬁ on the elimination of fundamental
diaéquilibrium that leads to the different interpretations of the affect

of this mechanism,

The pervading, although often implicit, assumption that growing demand
is the usual situation means that Downie does not spend much time on
the problems of excess capacity. He recognises the problem:

",.. what is needed to kill a firm is a period of negative gross
profits, or a good takeover bid from another. But what is needed
if capacity is to be scrapped is that reasonable men should
believe that under no future conditions which it is reasonable
to envisage will it be possiltle to earn any vnositive gross profit
by working the capacity. Such a view will usually be taken only
if the capacity is either very decrepit or, technical innovation
in the industry having been very rapid, very old fashioned. 1In
other words, firms can be killed by prices, but capacity only by
time." 34

The situation of excess capacity will interrupt the working of the
transfer mechanism and because of low profits and need for the security

of liquidity in an industry suffering from over-capacity, the innovation

34) op cit p 120
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mechanism will "tend to be suspended for the duration of the disequil-
ibrium which will be longer in consequence."35 Thus Downie's model of
the competitive process suggests that readjustment of excess capacity will
be a slow process. He points out that thé ”saving grace of growing demand"36
will usually deal with the problem and therefore believes persistent over-

cépacity to be rare.

A more pessimistic discussion of this problem is that of .Joan Robinson's.57
The problem as she expresses it is that: "Supernormal profits are usually
wiped out by new investment more quickly than subnormal profits are raised

by disinvestment."58

The conclusions are much the same as Downie's., There
clearly are examples of the over-capacity continuing for extéﬁded periods
but the industries where this is most likeiy to occur are suggested by

the statement that; "We will confine the following argument to an industry
producing a homogenebus commodity"39 and by the remark that "most plant is
highly specific"4o. In the situation postulated as comﬁon in this present
studyv- that is, multiproduct firms operating in industries encompassing
many markets with capital permitting some degree of change of use - only
quite extréme degrees of over-capacity or industry-wide over-capacity are
likely to be particularly prolonged. Clearly this does occur: Cotton and
Shiﬁbuilding may be cited. These»examples also have guite specialised and
unadaptable capital. Therefore while the Downie and Robinson situation
does occur, its frequency can be overstated due to the assumption of
industry homogeneity and capital equipment specificity. The present study

uses post-war data and therefore will deal with the full employment growing

demand that, Downie says, makes over-capacity an abnormal situvation,

35) op cit p 121 | 38) op cit p 247
36) op cit p 122 39) op cit » 247
37) Robinson J op cit’ 40) op cit p 251
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Section 2,8 : Summary

In Section 2.5 the various factors that may influence the speed of
resource allocation were summarized. Here we may therefore merely state
that resources will tend to be transferfed from markets offering low
profitability to markets offering high profitability, The nature of

the industry will affect the strength of this process but is very unlikely
. to reverse it., It is nettresource transfers that matter and there will

be some rate of return (referred to as the "decay origin") at which

net outward movement will change to net inward movement,

It is argued that this resource transfer will lead to a tendency for
market rates of return to move toward the decay origin. We then conclude
that firm rates of return will display a similar tendency and assume that
the decay origin may be represented by the industry mean. wé thén suggest
the basic form that the relationship between the rates of return at time
t=1 and at time t should obey and point out that we will nse standardised

data,

Finally it is argued that in the most closély related study to this one
there is an emphasis on the long run problem of changes in indﬁstry
structure and that much of th- divergence be.ween conclusions follows from
the present study's recognition of the heterogeneity of industries and

the ubiquity of the multiproduct firm. In particular this leads to a
differing view of the likely,period involved in eliminating excess

capacity.,
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CHAPTER 1III

 STATISTICAL TECENIQUE

In this chapter, the main statistical technique used in the study is _
developed. It is based'on the ideas of Markov chains, so Section 3,1
presents the fundamentals of the Markov stochastic model. Section

3.2 goes on to develop the continuous analogue of the Markov transition
matrix, continuous in the state rather than the time dimension.

Section 3.3 introduces the method of using this device. ‘The develop-
ment of mathematical ideas here is intended to be heuristic rather than

rigorous,



Section 3.1 : The Markov Process

The first order Markov process is a particular form of stochastic
process in which the outcome of any trial depends only on the outcome
of the preceding trial. So if there are a set of outcomes El’
E2, ceey En, and if Ej is sucoeeded by Ek at the next trial, we
describe this transition by (EJ' Ek) and ascribe a probability ka to
it. The outcome of the trial preceding that at which the outcome was
Ej does not affect the value of pjk' An example of such a process is
given by Howardl where he introduces the usual terminology of Markov
processes; |
"As time goes by, the frog jumps from one 1lily pad to another
according to his whim of the moment. The state of the
system is the number of the pad currently occupied by the
frog; +the state transition is of course his leap."
Thus "state" is used rather than the usual "outcome" of probability
theory and instead of referring to trials and pairs of trials, state

transitions are used.

This study is concerned with the change in rates of return from one
period to the next. It is therefore acceptable to use the first-order
Markov process as a model., It is not to deny thaf, at least, a higher
order process is necessary for a full description of the behaviour of

profitability over time,

Consider a system to'be in one of N discrete states at time t and in
another state at time t+l. Then if we denote the initial state by i

and the state after transition by J, the transition probability - the

1) Howard R A, "Dynamic Programming and Markov Processes",
MIT Press, Cambridge, Mass, 1960, p3.
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probability of that particular transition from i to j - may be
written pij' The behaviour of such a process may be summarised by

a matrix of transition probabilities:

7= { pij} Lri =1y eeeey N 1)

Certain conditions can of course be imposed on these probabilities.
Firstly the fundamental:

0 < pyy¢ 1 (2)

Secondly for any i, pij is a conditional probability - fhe probability
of the system being in state jJ next period given that it is in the
state i this period. If not moving is treated as a transition

(i.e. i = j is not ruled out) then clearly in the next period the
system must be in one of the set of N states. So the sum of the con-

ditional probabilities must be unity:

N
Epid-l fori-l, sovey N (3)
J=\

With these two conditions, T is a stochastic matrix.

At this stage a simple example may be useful. Iet there be two

states; above average profitability and below average profitability.
There is a quite high chance that a firm will stay in the above average
state next period and similarly a firm presently in the below average
iange will most probably stay there. Therefore the transition matrix

will look something like:

0.8 0,2
T= 10,3 0.7
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The rows - the conditional distributions - add to unity as required.

In such a model, the firm is allowed no history; That is to say, if

a below average firm lifts into the above average state it is then no
more or less likely to stay above average than a firm that has been

above average for some time. This is clearly a very sweeping assumption.
It is of the kind fundamental to first order Markov processes. Generally
Markovian analysis does have this implication that all that is relevant

of the past is given when the state is specified.

Instead of treating a single firm by such a transition matrix it is
equally possible to take a frequency distribution and apply the trans-
ition probabilities to that to get the next period distribution. So,
if there are X9 companies in state 1 and x

02
then the next period distribution is given in our example by:

in state 2 at time gero,

(xgp Xg2) T

which we may write:

(x); %) = (% %) T

Converting this into vector notation gives:

H.%m (4)

where X, is the vector of initial state distribution and X is the
vector of the state distribution after transition. Note that the
number of individuals in the state distribution is constant over trans-
itions, i.e. if the sum of the elements in the vector X, is M, then so

is the sum of the elements in xl. Therefore we can divide both sides

of equation (4) by M and reduce the two x vectors to probability



vectors, i.e.:
xlu = xou =]

where u is the sum vector.

The most interesting characteristic of the Markov process is its
propensity to attain a steady state where the state probability dis-
tribution vector does not change between transitions. Assume that
the transition probabilities are constant over tiﬁe, then if X, is

the vector at time 2

X, = x; T _ | (5)
Substituting (4) in (5)

X, = X4 T2
or generally

X, =% ™

Now there is a common type of transition matrix for which after some
number of transitions the state probability distribution becomes
constant, i.e.:

Tl =% T (6)

or we may write this

x=xT (7)
It is not necessary that this should hold for any particular transition
matrix. A Markov process in which this characteristic holds, that
state probability distributions for a large number of transitions are
independent of the starting distribution, is knqwn as completely ergodic.
I do not ihtend to go into the discussion of ergodic and non-ergodic

states.2

2) Howard, op. cit., has a very elegant discussion of these aspects
in his first chapter.
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Returning now to the example concerning firms of above and below average
profitability, lef that‘matrix be completely ergodic and the steady
state distribution is then (0.6, 0,4). That is, if the transition
probébilitiea are unchanged, a stage will bhe reached when 60% are in
state 1 and 40% in state é. Once this has been reached these provortions
Qill be constant over time.3 The main comment must be that it is a very

strong assmumption that the transition probabilities are unchanged,

Any economic study which presented a steady state distribution‘as a
forecast would only be reasonable if the steady state distribution was
quite similar to the prevailing observed distributinn. This is not to deny
the value of deriving a steady state distribution for a transition matrix
based on economic data, but that value lies not, éxcept in exceptional
circumsténces, in accuracy as a predictor but rather in convenience as

a description of tendencies inherent in present conditions and policies,
That nressures of one kind or another are very likely to ensure that the
steady state is not attained does not cancel the evidence on the desir-
ability or undesirability of nresent tendencies, For example, if the
steady state distribution of income is more inequitable thén fhe present
one, it suggests that the procesé working to change the distribution ofb
income is inconsistent with any desire to reduce ineanities. This is
valuable information, but the steady state distribution is nontheless not

to be regarded as a forecast of the {uture income distribution,

The idea of a steady state distribution does not imply stability for

the individuals involved in the process, This is well shown by recourse

3) This is » steady state solution for that particular transition
matrix., Tt has not been proved here that this will be reached
whatever the starting distribution, but this must be so for a
nompletely ergodic process,
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to lﬂla:r:sha,ll's4 example of the "trees in the forest" where the number
of trees or each height may remain constant but:
".. one tree will last longer in full vigour and attain
a greater size than another; but sooner or later old age
tells on them all. Though the taller ones have better
access to light and air than their rivals, they gradually
lose their vitality, and one after another they give place

to others, which, though of less material strength, have
on their side the vigour of youth."

Marshall was talking about the growth of firms and it would be reading
too much into his writing to claim that he was describing a complete
steady state. But his metaphor applies to the situation of a stable
frequency distribution describing a population within which individuals
are all the time mobile., It is well described as a statistical
equilibrium.

The idea of the steady state distribution has been used in empirical
economics a number of times, for example, Vandome's investigation of
the distribution of incones and Adelman's study of the distribution of

firms by size within an industry.6

4) Marshall A, "Principles of Economics" 8th editionm,
Macmillan, London, 1949 reprint, Bk IV Ch XIII para 1 p 263.

5) Vandome P, "Aspects of the Dynamics of Consumer Behaviour",
Bulletin of the Oxford Institute of Economics & Statistics,
Vol 20 1958 pp 65-105.

6) Adelman I, "A Stochastic Analysis of the Size Distribution of Firms",
Journal of the American Statistical Association, Dec 1958 pp 893-904.
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Section 3.2 : Continuous Analogue of the Markov Chain

Much has been done to avoid the temporal discreteness ofrthe Markov
chain, but this is not a problem when accounting data is being used.
On the other hand, the discrete states are inconvenient in egonomic
work as continuous variables are usually employed. Unfortunately the
work done on developing the Markov chain in this direction seems to
lie in the more unapproachable realms of mathematical statistics.7
The alternative is to seek some other stochastic model, but the sim-
plicity of the transition matrix idea is valuable. Therefore in this
section an attempt is made to develop a continuous analogue of the
Markov chain, or to show how the Markov model relates to simple ideas

of distributions and conditional probability.

For any particular state probability distribution Xgs let the pro-
bability of a particular state i be written P(io). That is, the vector
Xq is a probability vector and therefore each element is the probability
of the corresponding state being occupied under that probability acheme.
Similarly for the subsequent vector Xy the jth element may be written

P(jl). A conditional probability is defined:

"let H be an event with positive probability. For an arbitrary event

A we shall write

P (AH

P(A|H) = T

The quantity so defined will be called the conditional probability of

A on the hypothesis H (or for given H)?B

7) Feller W, "An Introduction to Probability Theory and its
Applications" Vol I 3rd edition, John Wiley & Co, New York 1967,
P 375 refers to A Kolmogorov for the theory of chains with infinitely
many states, his work being briefly reported in a German language
paper and fully developed only in Russian.

8) Feller op. cit. p 115
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We can construct such a conditional probability statement: state i is
occupied at time O, what is the probability of j being occupied at time
1 given this information?

P(Jl‘io) =P (10'31) (3)
P io
rearranging: |
P(3;11,).B(1)) = P(15,3;) | (9)

summing over ali the states at time O:

E (P(3,110)- P(1y) E (P (10)

0*91)

The right hand side becomes the probability of jJ and all possible
states at time O, This latter is unity, therefore the equation may
be written:
n A
L B(3y|1,)-B(1,) = B(3,) (11)
10-1
This is equivalent to the jth equation of the set given by the matrix

equation (4).

Now let the system be described by a single viriable so that the N
states of the system can now be specified as intervals in the range of
the variable. These intervals are not necessarily adjacent and the
problem is still in a discrete form. ILet this variable be Z and let

the ith state be defined by 2 z < Zi +MNZ. Let the period be

<
i .
denoted by a superscript so Zo is the value of Z at time O and Zl at

time 1.

Equation (9) may now be rewritten in this notation:



1 0

<z, +02lz, ¢ 20 < 2, +A2).R(z, < P < Z, +AZ) -

P(zy < 2 3 1

+AZ, Z

L < 2 < 2z, +A2) (12)

. 1l
- <
P(zjgz\z .

J

It is now possible to introduce probability density functions into the
relationship. We may write the conditional probability of being in
the intervel Z, to Z, +AZ, given the state at time 0 is the interval

J J
Zi to Zi +AZ as g(Zj]Zi)&Z, the function being defined for a standard
value of Z, Similarly, the state probability distribution may be
described by a function f(Zi)sz. The time zero distribution may be
written r°(zi)Az and the distribution at time 1: fl(Zi)A Z. Each of

these functions is dependent upon a standard value of AZ.

At this point it is perhaps helpful to explain the steps so far taken.
The aim is to show the relationship between the conventional Markov
model of discrete states and a variant allowing a continuous variable
to fulfill the function of the states of the asystem. The initial stage
was to convert from the specific notation of Markov chains to standard
probability notation. For this step equation (4) is shown to be
derivable from the definition of conditional probability, once the
elements of the transition matrix are recognised as conditional pro-
babilities and the state vectors are converted to state probability
distributions. As the exact meaning of the elements of the state
probability distributions is perhaps not yet clear, they may be
regarded as the probability of a particular state being occupied at a
particular time by a particular individual. Thus in the example
employed before, if there are a number of companies operating subject
to the given transition matrix, then the probability of company A,

about which one has no previous knowledge, being ih state 1 at time 1

is given by Xyq°



With the translation to probability notation, we may choose to define
the states in any way we wish. The use of intervals in the range of
a continuous variable is selected here as a useful step towards the
alm of defining the states of the system as a continuum. The last
notational change takes us further towards our end result where
functions must replace vectors and matrices if continuity is to be
achieved. In this newest notation it is important to emphasize that
the functions are defined for a specific interval in the range of Z.
Using new functions in equation (11) we get:

n
v g(zjlzi)L\z.fo(zi)/\z - fl(Zj)AZ 13)
i=1
If at this stage the intervals of Z are assumed to be adjacent, then
these variables may now be regarded as continuous and once AZ tends
to zero the problem is converted to a straightforward continuous one
and (13) may be written in integral form., One difficulty needs dealing
with first; the summation is only over the states occupied in the
first period, that is, Zi varies but Zj does not. This leads to a
rather confusing notation, therefore let the final state be denoted

by W and the initial state by 2.
Then (13) becomes:

Z=0 0 1
J gw|z) £7(2) az aw = £ (W)aw (14)
2 =@

Where a and b are the limits of the range of the continuous state
variable. Just as (13) is equivalent to the jth equation of the set

summarised by (4) so is (14). The function of g(W|Z) is the analogue
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9

of the transition matrix.” It is not therefore a bivariate joint

distribution, but rather a set of conditional distributions of W for
given values of Z, Therefore:
Wabd
- e(Wlz)aw = 1
Weaa

g(W|2) will be referred to as the transition function in what follows.

In the later empirical work it will be the transition function that

we are investigating, summarising, as it does, all probability changes
within an industry. But predominantly attention will be directed at
one function that may be derived from it. This relates the mean of
the conditional distribution for a given Z to the value of Z., Other
functions considered are those that relate the variance, skewness and
kurtosis of the conditional distribution to the value of the prior
variable. The results of this work are described in Chapter V. For
the present the need is to clarify the empirical method and the

meaning of such functions,

9) The demonstration of this analogy is obviously non-rigorous,
hopefully it does have a heuristic value. It is done in the
spirit expressed by Feller op. cit. p 444 when, having
stated that much of Markov process theory is beyond the scope
of the book, he says: "However many problems connected with
such processes can be treated by quite elementary methods
provided it is taken for granted that the processes actually
exist. We shall now proceed in this manner."



Seotion 3,3 : The Transition Function in an Empirical Context

The transition function summarises all the year to year changes in
rates of return (or any other variable to which it is applied). To
identify its functional form and estimate the parameters involved
would clearly be the ideal. But this is a difficult job that is

made more so by some of the characteristics of the transition process
that will bé described in Chapter 5. It is therefore likely that any
fhnction fitted directly would involve considerable compromise. For
these reasons the problem is attacked by considering the relationships
between various summary statistics of the conditional distributions
and the value of the prior variakle. For example, the relationship
between E(W|Z) and Z - i.e. the relationship between the mean of the
conditional distribution for a given Z and the value of Z ( the prior
variable). Clearly such an approach could still lead to an estimation

of the transition function.

An example of how this might be done can easily be set out. Let the
mean of the conditional distribution be given by the function }L(Z)
for any Z and let the standard deviation be given by the function
o(2). Then, presuming that the distributions are symmetric and
mesokurtic, the normal distribution may be taken to be a satisfactory
approximation for the transition function. The normal distribution

may be written in the form:

2
£x) = 1 em{-2EE)
OWZR
Substituting for)x and ¢ we may write:
, 2.
eh,2) = __1 exp | 2D |

(2) Az



Were the distribution function to involve extra parameters corresponding
to higher moments of the distribution, then a similar approach could be
adopted. In other words, the procedure consists in observing how
various measures of the conditional distributions (the row distributions
of the transition matrix) vary as one moves over the range of the prior
variable. This information can then be inserted into a univariate

distribution function which fits the conditional distributions.

In fact this step becomes less important when it is realised that it

is these veiy functions relating characteristics of the conditional
distributions that are of prime interest. Actually estimating the
transition function is unnecessary. The first function is that relatiné
E(W|2) to 2; this is the regression line of W on Z, if we quote Hoel:10
"A theoretical regression curve is basically the graph of

. the mean of the conditional distribution f£(y|x) .... (or)

the locus of such mean points, that is, the graph of
}Ly‘x as a function of x ....."

Thus we see that it is only study of the higher moments of the
conditional distributions that give more information than would
straightforward regression analysis. On the other hand, information
on the whole transition function makes it less likely that an inapprop-

riate form of function will be fitted to the moans.i>

Turning now to the variance relation, its interpretation in regression
analysis terms is again illuminating. If the mean relationship is

the regression line of W on Z, the variance relationship describes the

10) Hoel P G, "Introduction to Mathematical Statistics" 3rd editionm,
J Wiley & Sons Inc New York 1962, p 194

11) Another advantage is that the demands on computer size can be
much less than for a straightforward regression. This is
relevant when, as in this study, there would be up to 3500
observations for a single regression. This point, with reaspect to
grouping data, is made by Prais S J and Aitchison J: '"The Grouping
of Observations in Regression Analysis', Review of the Inter-
national Statistical Institute Vol 22, p 1.
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exrors of the regression, and so if the variance is related to Z
the simple regression of W on f(Z) would suffer from heteroscedas-
tieity. This, in

Wa £(2) + ¢
€ ;s not distributed with constant variance and its variance is not
independent of Z. What of the regression line relating the means of
the conditional distributions to a function of Z? If there is hetero-
scedasticity in the straightforwardly estimated equation, then this
equation will also have heteroscedastic errors. The errors in this
equation are the result of sampling errors in the means of the con-
ditional distributions and thia will have a variance given by
{G(Z)}z/{N(Z) -1} where o (2) is the standard derivation of the
conditional distribution given Z, and N(Z) is the number of obser-
vations in that distribution. So if there are heteroscedastic errors
in the straightforward regression of W on £(Z) there will also be the
same problem in the regression using the conditional distriﬁutions.
That is, unless N(Z) varies with Z so as to compensate for the variation
in 6(2). One final point is that the total sum of squares in the
regression of the conditional distribution means will be much lower
than in thé straightforward regression and this will lead to a much

higher Rz.

Finally, the skewness and kurtosis of the conditional distributions
are.primarily of interest as an indication of how far these distri-
butions deviate from the normal. Major divergence from normality would
indicate that the usual tests of significance on the estimates produced
by a straightforward regression would be inexact. This applies more

to skewness than kurtosis, as t.and F tests are robust as long as the
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distributions are unimodal and approximately symmetrical. On the

other hand, the regression using the means of the conditional distri-
bution will avoid this problem to a considerable extent as the skewness
of the sampling distribution of the mean is much iess than the skewness
of the original distribution.’? A similar result applies to the
kurtosis, the sampling distribution being more mesokurtic than the
original d_istribu.tion.l3 In other words, the regression ﬁsing the
means of the conditional distributions will be closer to possessing the

desirable properties of having hormally distributed errors than a

straightforward regression.

12) See Croxton Cowden & Klein, "Applied General Statistics" 3xrd
edition, Pitman, London 1968, p 538-9 -

13) Croxton Cowden & Klein op.cit., p 540-541



Section 3.4 : Summary

The Markov chain is a stochastic model that describes transitions

from one state to another. In the usual first order model, the

only factor influencing the probability of a transition to a particular
-state is the present state occupied. This simple'model can be deve-
loped to permit the substitution of a continuous variable for the set
of discrete states. Such a substitution leads to a transition function

rather than a transition matrix.

The form of the transition function can be investigated by considering
the relationships betwegn the value of the prior variable and the
ch#raoterigtics 6f the conditional distributions produced by setting
a value to the prior variable. In particular the relationmship
involving the mean of the conditional distribution is equivalent.to
thevregression of the final variable on the prior variable. The
functions involving higher moments provide information on the errors

of that regression.
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CHAPTER IV

THE DATA

This chapter is concerned with the data used - their origin, nature
and problems. In Section 4.1 the history of the company accounts data
is briefly given and their overall scope described. Section 4.2 deals
with the rate of return employed in this study, the reasons for
selecting it and the way it is calculated from the company'accounts
data, Section 4.3 brings us to two problems of time; firstly the
choice of period to be used in the analysis and secondly whether to
correct for differences in accounting date, and if so, how., Section
4.4 describes the sample of companies for which the company accounts
data is available and the classification of those companies first into
industrial orders and then into more narrowly defined industry sub-
groups. Finally, in Section 4.5, the annual distributions of the rate

of return by industry are examined.
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Section 4.1 : The Data

The National Institute of Economic and Social Research started to
collect and standardize the accounts of UK quoted companies after
the passing of the 1948 Companies Act had set new standards for the
information to be provided in published accounts. They continued this
work for five years for all quoted UK companies other than those
'engaged mainly'in financial activities, shipping and agriculture.l’2
After the National Institute had ceased this work, the Board of Trade
continued it. In 1961 the sample was considerably reduced, therefore
the data 1948f1960 are conveniently used where long runs of observations

for a large number of companies are required.

The Department of Applied Economics at Cambridge converted the data
for this period on to magnetic tapes. The results of their use of the
data are reported in "Growth, Profitability and Valuation" by A Singh
and G Whittington, CUP 1968, "The Prediction of Profitability" by

‘G Whittington, CUP 1971, and "Takeovers" by A Singh, CUP 1971. The
first of these three books contains a useful account of the data in
Appendix A. The Cambridge magnetic tapes were further organise@ at
Stirling for convenience of use, but the company records are just as

used at Cambridge.

Briefly there is for each company in the sample a record for each year

that the company existed.3 This record consists firstly of indicative

1) NIESR, "Company Income and Finance 1949-1953" op.cit, summarises
and describes the data.,

2) Tew B & Henderson R F (eds), "Studies in Company Finance",
" CUP 1959, does further analysis on these data.

3) A few were brought into and removed from the sample during the
period, but generally companies appear when they gain a quotation
and disappear upon death or merger,



data specifying, amongst other things, the accounting date, the
industry and the indusiry sub-group to which the company belongs.
The second and major part of ths.record is a set of standardized
accounts for the company for that year. This comprises a Balance
Sheet, Appropriation of Income Statement ahd a Sources and Uses of
Funds Statement. The components of these accounts are listed in
Table 4.1l.

Table 4.1 : List of Standardized Variables in the Basic Accounting
Data '

Variable No. - Title

Capital and Reserves

1 Issued Capital -~ Ordinary
2 | do - Preference
3 Capital and Revemue Reserves
4 Provisions
5 Future Tax Reserves
Memorandum
6 Contracts for capital outstanding
ILiabilities
7' ‘ Interest of mindrity shareholders in.aubsidiaries
8 | Long term lisbilities |
9 Bank overdrafts and loans
10 | Trade and other creditors
1n Dividends and interest liabilities
12 Current taxation liabilities
- Memorandum

13 o Total depreciation

6S



Variable No.

14

15

16
17
18
19
20
21

22

25

24
25
26
,27
28
29
3

31

32
33
34

35
36

Agsets

L

Lo

Title

Fixed Assets: tangible, net of depreciation
‘do ¢ intangible | |
do ¢ trade investments

Stocks and work in progress

Trade and other debtors

Marketable securities

Tax reserve certificates

Cash

Total net assets

Sources of Funds

Issue of Shares : Ordinary
do - ¢ Preference
Increase in liability to minority interests
Issue of long term loans
Bank credit received
Trade and other credit received
Increase in dividend and interest liabilities
do current tax liabilities
do | future tax reserves

Balance of profit : depreciation provision

do ¢ provision for amortization
do ¢ other provisions
do ¢ retained in reserves

Other receipts



61

Variable No, =~ = Title

31
38
39

42
43

45

47
48
49

50
51
s2
53
54
55

56
57 .
58

59

Uses of Funds
Expenditure, less receipts, on fixed assets - tangible
do - intangible

do = trade
investments and investments in subsidiary companies

Increase in value of stocks and work in progress
Increase in credit given ~ trade and other debtors
Expenditure ex provisions
Sundry expendifure
Ad justments
Consolidation adjustment
Con&ersion | do
Residual do
Balance
Change in securities
| do tax reserve certificates
do cash
Appropriation of Income
' | Operating profit (before depreciation)
Dividends.and interest received (gross of income tax)
Other income
Interest paid on long term liabilities - gross
Tax on current profit
Dividend, net of income tax, ordinary
do : other
To minority interests in subsidiaries (net of taxation)
Prior year adjustments - tax

do - general



L

Variable No.  Title

Summary

60 - ; Total capital and reserves (items 1 to 5)

61 Total liabilities (items 7 to 12)

6é Total fixed assets, net of depreciation (items 14 to 16)
63 Tbtal current assets (items 17 to 21)

64 - Total sourceé (items 23 to 36)

65 Total uses (items 37 to 43)

66 Total profit (items 50 to 52)

67 Total balance of profit (items 32 to 35)

. Taken from Singh & Whittington op. cit., Appendix C,



Section 4.2 : The Rate of Return

The present analysis is concerned with the rate of return on net
assets. The numerator is calculated gross of tax and net of depre-
‘ciation. It is thus insulated from the immediate effects of changes
in tax rates or the tax system. But in so far as accounting figures
permit, capital consumption is deducted. Profits are also calculated
before deduction of interest on long term debt, so that the effects

of variations in capital structure are removed.4 Included in this
profit figure is investment and other income. This is on the assump-
tion that such income is usually derived primarily from activities
within the same industry as that of the firm. In general it is small
relative to operating profit so the choice of inclusion is unlikely
to have any significant effect. In terms of the accounting quantities
listed in Table 4.1, the profit figure used is the sum of operating
profit (before depreciation) (variable number 50), dividends and
interest received (gross of income tax) (51), other income (52) and
prior year adjustments (general) (59), minus the three components of
balance of profit - depreciation provision (32), amortization provision

(33) and other provisions (34).

Such a quantity departs considerably from the economic concept of
profit - including as it does income to be paid as interest explicitly.
It is, of course, unavoidable that any reported profit figure bears
rather a distant relation to economic profit: in many cases some com-
ponent that is strictly management wages will be included and some

part of the income accruing to the equity holders is strictly interest.

4) Some interest is deducted before the operating profit figure is
presented - bank interest for example. The removal of capital
structure effects is therefore not complete.

69
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One has to trust that the relation with the pure economic concept
is sufficienxly~olose for the analysis to be interpreted in terms

of economie thsory,

The denominator of the rate of return is net assets. This is
calculated as the sum of issued capital (ordinary and preference)
(variable numbers 1 and 2), capital and revenue reserves (3), future
tax reserves (5), interest of minority shareholders in subsidiaries

(7) and long term liabilities (8). This encompasses what is usually
known as Capital and Rsserves.5 From the balance sheet identity it can
be deduced that it is equal to the sum of fixed and current assets
mainus current lia@ilities, which may be regarded as fixed capital plus
working capital. The fixed capital component being net of depreciation.
Note also that, just as the profit figure includes investment income,

8o the net assets figure includes trade investments (variable number 16).
The choice of net assets rather than equity assets, or any other denom-
inator, is based on the arguments of Chapter II in terms of resource
allocation. Net assets being the sum of the two types of capital
employed (fixed and working). On the other hand, what efidence there

is suggests that the rate of return on equity assets behaves very

similarly to the rate of return on net assefs.6

This study is concerned with changes in rates of return - comparing
valuss for two years for the same company - and the consequences of

. the weaknesses in the data are therefore not too serious. For example,

5) In Table 4.1 provisions are included and minority interests and
long term debts are excluded. This is to accord with the NIESR
and Board of Trade treatment.

6) Singh & Whittington op.cit. Ch 6.5.
P E Hart (ed), "Studies in Profit, Business Saving and Investment",
Vol 1, Allen & Unwin 1965, Ch 8 "Alternative Measures of the
Size of Firms" p 149: "... in practice it does not seem to matter
~ very much which measures (of size) are used, since they are mostly
highly correlated with each other."
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any persistent undervaluation of assets will tend to be reduced

in importance through these year to year comparisons. Secondly, all
the analysis is within industries or more narrowly defined groups

of firms and relative to the average of the industry or group. Common
accounting practices are thereby allowed for. But finally there is no
choice. Measures derived from the accounts have to be used7 and as
such quantities ére the information or part of the in:ormation used
within industries to guide resource allocation, they are not inapprop-

riate measures to employ here;

7) Hart P E (ed), "Studies in Profit, Business Saving and Investment",
Vol II, Allen & Unwin 1968, p 269: '"Rates of return calculated
from balance sheets of samples of companies may be used for this
purpose because it was found .... that accounting data are a
reliable guide to trends in rates of return, in spite of the well
known objections to balance sheet figures."



Section 4.3 : The Accounting Period and Accounting Date

There is nothing in economic theory to suggest the correct interval
at which rates of return should be calculated. On the other hand, the
data constrain us to using a period of ome year or a number of years.

Fractions of years are ruled out by the convention of the annual

account,

There are two main arguments for using a period of more than one year.
The first is that any concern with resource allocation is concerned with
the long run. But to this it may be said that in the case of many
capital goods the long run is less than a year, Additionally, the
reallocation of working capital and labour can usually be achieved (or
partically achieved) in less than a year. Complete adjustment of the
allocation of productive resources may be a lengthy process but partial
adjustment - and some profitability effects - will generally be possible

within the basic accounting period.

The second argument is that year to year changes in rates of return
will include many random factors that would average out over a longer
period. This is undeniable but the assumption must be that these weaken
the postulated relation between rates of return in adjacent periods
rather than biasing that relation. The method of statistical analysis
deacribed in Chapter 111, in effect, averages over large numbers of
observations and so reduces the impact of these random factors.
Therefore it may be said that this second argument is one of statistical

desirability and the results to be reported later will deal with it.

It seems fair to conclude that the case against using the single year
as a basis is not strong. On the other hand, the empirical argument

for not wasting observations seems very strong. Therefore the single

2



vear is hereafter used. The likely offect is to provide us with a
rather low figure for the rate of decay of profitability.s Tt will be
low because if resource alloecation is slow, only a small amount will he
completed within the year and therefore only a small movement of rates
of return brouzht about, But with each industry covering a number

of markets and firms some reallocation will occur within any year and

so therefore there will be some decay of profitability.

The other time veriod vroblem is that of aooounting date. Firms!
accomting years end at different times in the year; although this does
not mattar in so far as we are looking at vear to year changes in rates
of return. But it causes precblems becauvse we are using rates of return
relative to the indnstry experience - the industry mean. The industry
mean for the year ending March 3lst is different to that for the year
ending December 3lst, Before proposing a solution to this problem it
is necessary to clarify the funetion of the industry average rate of
return in this work. Primarily it is that rate of return to which the
decay of vrofitability is assumed to ocour - the decay crigin, This
implies that markets with rates of return below that level are likely
to experience a net withdrawal of assets, whereas markets with rates
of return above that level are likely to experience a net addition of
assets. Such é phenomenon will not follow the precise industry average
but rather some idea of mean experience, This is likely to have a
lagged resvonse to actual chanses in the average. For this reason the
slight variations from one quarter to another are likely to be unim-
portant, therefore on this basis ~djusting for accountine date wounld not

be necessary,

8) whittington op cit estimates a funcfion like the linear recression
uzred lawor, boft on fisures that are five yenr averares. ‘e noy
therafore exnect that he finds a hicher rate of decay of nrofit-
ability. See Chanter T Uection 3.

15
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But the rate of return average does serve another purpose; it

removes the variations in rates of return that are experienced by

all firms in the industry. Effects of macroeconomic circumstances

are thus dealt with. The process of inter-industry equilibration is alse
removed.9 Clearly netting out these effects would be done more com-
pletely if allowance were made for variations in accounting date.

There is therefore a choice to be made and it has been decided that
allowance should be made for accounting date. It is very difficult to
see that this will lead to any consistent bias in the estimated rate

of decay of profitability and it does have the empirical advantages

outlined earlier in this paragraph.

Having taken this decision, the next stage is to describe how the
allowance is¢made. Firstly the data ascribes each company to a quarter
according to its accounting date. FEach company whose financial year
ends in a particular quarter is treated as having fhe same financial
year. Given that the two most common accounting dates are ét fhe end
of quarters December 31st and March 3ist, this assumption does not
involve any serious approximation. Secondly the average rate of return
is calculated for each industry for each year for each accounting date.
This average is the average rate of return of companies in the sample,
i.e. most quoted companies. Theoretically it should include all and
not just quoted companies but the lack of data makes this impossible
and as in most industries the quoted companies account for a very

large portion of total assets or total turnover, the divergence is
probably not serious. In a few industries the number of companies

with a particular accounting date is small and the mean is therefore

9) sStigler G J, "Capital & Rates of Return in Manufacturing
Industry", NBsR 1963, Ch 3 deals with inter-industry equili-
bration and its effects on rates of return. See alan Chapter IX
Sention 2 of this atwndy,



liable to considerable error. The ameliorating factor is that

where there are few companies involved their impact on the full body
of data for that industry will also be small. Industry 8 is an
exoeption.to this but, throughout, the small number of companies for

this industry makes its figures suspect.

Just as means by accounting date have been used, so the standard-
ization has employed standard deviations by accounting date by year
by industxy. The caveat in the case of small numbers applies a
fortiori to this.

Finally it must be mentioned thﬁt in calculating both means and standard
deviations very extreme observations have been thrown out. In practice
any rate of return with an absolute value greater than 150% has been
rejected -~ there were twenty such observations. These are indicated

in Table 4.2 which also gives the numbers of companies with each

accounting date by industry.

In summary, the data are standardized, the means and standard deviations
are calculated separately and applied separately according to both year

and accounting quarter.

a5



Table 4,2

Accounting Date and No, of Companies

Code Industry

1

11

12
13
15
16
17
18
19
20

21

Numbers are for 1954.

Bricks, pottery, glass &
cement

- Shipbuilding & non-electrical

engineering

Electrical enginoering

Vehicles

Metal goods n.e.s.
Cotton & ngn-nade fibres
Woollen & worsted
Clothing & footweax
Food

Drink

Paﬁer, printing & pub-

* lishing
leather, leather goods & fur,

‘timber, furniture,
other manufacturing
Construction
Wholesaling
Retailing

Entertaimment & sport

Transport & communication
Miscellaneous services

No, of Companies

6 April. 6 July 6 Oct
=2July =5 0ct =5 Jan =5 April

6 Jan

14
| 42(1>
13
11 -

16

15 -
20
| N
31

21

47(2)
14
13

32

16
59
17(1)
36

37

15
22
_83
13

33(1)

31
15

35

58

136

48

31

85(1)

31

51(3)

55

33

25

84(3)

33

| IZQ (2)
37
39

70

33

84

46

15

51

21

26(2)

17

35

41

50(3)

13

82

106

17

36

Those in brackets indicate number of company

years omitted from that industry and accounting date, not just for
1954 but for all years 1948-1960.

To



Sectiion 4.4 ¢ The Wature of the Sample

The analysis is mainly done by industry although some smaller sub-
divisions =~ referred %o as "industry subgroups" - are employed later,
The industries and the number of companies in each is shown in Table
4.3, Also given in this table are the number of vairs of years
obhservations, thatvis, the number of transitions, The industry classi-
fication is based on the 1948 Standard Industrial Classification., Tt
has, of course, to be a little arbitrary as classifying financial units
must involve more anomalies than classifying establishments. Nonetheless,
an exercise carried out by the Board of Trade revealed that 87% of
emplovees worked in establishments belonging to the.industry'to which
their employing firm was olassified.lo Therefore the broad induvstry

classification is probably satisfactory.

When we turn to the industry subgroups the extent to which activities
not relating to that group hbecome included must increase considerably.
Only those subgroups that have over 20 members have been used and these
are shown, together with their meaning in terms of 1948 S.I.C; minimum
list headings, in Table 4.4, Forty subgronps have been used out of a
possible Tl. Again the classification was done during the collection

of the data by the NIESR and the Board of Trade,

One way in which the sample does differ from that used by Singh and
Whittington is that it has not been restricted to continuing companies,
Every transition from one rate of return to the next year's h~s been

35 R | .
used, This means that nearly double the number of companies can be

10) See NIESR op. cit. Appendix A for the report of this work,

11) There is one eenersl avcention: thoe nrofit figvre vses valnes from
the Sources and Tleas Statement, fa this g vrodneed by comnarins
two Ralance Sheets, il is never svailable for the firet vear in
which a company apnesre in the data, Thevretore the firvat rate of
raturn that js uanable refera fo the comnanyts accond yenr.

[ N ENN—
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used; of course, as the companies brought in in this way provide
fewer years observations than continuing companies, the number of
transitions is by no means doubled. The number of continuing

companies, companies born and companies dying in the data is shown
in Table 4.5. |




Table 4.
Cede

1

F-N

\O @ -3 N WU

11
12
13
15
16

17
18
19
20
21

: ber of Com es and Transitions for Each Indust

Industry

Bricks, pottery, glass & cement

Shipbuilding & non-electrical
engigsering

Electridal engineering

Vehicles

Metal goods not elsewhere specified

Cotton & man-made fibres'

Woollen & worsted’

Clothing & footwea.r

Food .

Drink

Paper, printing & publishing

Leather, leather goods, fur
Timber, furniture,
Other manufacturing

Construction

Wholesaling

Retailing

Entertainment & sport

Transport & communication
Miscellaneous services

No, of

Com
146
370

146
107
217

44

73
118
152
206
167
212

75
294

236

95
333

No, of

Transitions*

1227
3199

1261
916
1906
376
729
994
1299
1753
1470
1863

586
2620
1841

872
2260

* After omitting all rates of return more than three standard
deviations from the mean - see Section 5,1,

+

This is only a part of the industry - see Table 4.5.

The industry codes and descriptions are taken from Whittington op. cit.

P 6 Table 1l.l.

Certain industries - Chemicals & Allied Industries (2),

Metal Manufacture (3), Hosiery, Carpets & Other Textiles (10) - have
The Tohacco indnstry (14)

been omitted as their data was not available,

has heen omitted as heing too small,

9
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Table 4.4 : Subgroup Definitions and the Number of Companies and
Trgnsitions for Each

‘ SIC Minimum List No. of No, of
Lode  Industry Subgroup " Headings Companies Transitions
1,2 Building materials 461, 469, 102, 103, 98 804
| - 109(5) & (3)

1.3 Pottery 462 27 220
4.1 Shipbuilding 370 38 351
4.2 Machine tools 332, 333 33 314
4.4 Constructional engineering 341(2) 23 206
4.5 Other engineering 331, 334, 3%6~9, 258 2219

341(1), 342, 349

5.3 Wireless eto. | 363, 364 28 268
5¢4  Other electrical manufactures 365, 369 11 615
6.4 Vehicle components 381, 382 38 340
7.1 Other metal goods 364(2), 391-6, 399, 176 1514
, | 499(1) .
7.2 Instruments etc. 351, 352 43 Q8
8,1 Cotton spinning 412 31 255
9.1 Wool a4 66 658
11,1 Clothing 441-446, 449 86 725

11.2 Footwear 450, 888 32 278




Table 4.4 (continued)

Code Industry Subgroup

SIC Minimum List

No. of

2

No. of

Headings Companies Transitions
12,2 Baking etc. 212, 213 34 306
12,4 Sweets 217 33 257
12,6 Other food 215, 218, 219, 229 43 364
13,1 Brewing 231, 810(1) 184 1572
15,1 Paper 481 - 483 19 674
15.2 Newspapérs 486 - 33 322
15,3 Printing etc. 489 55 483
16,1 Rubber 491 33 316
16,2 Timber 471, 474-5, 479 43 365
16.3 Furniture 472, 473 43 373
16.4 Leather 492, 431, 432 32 307
16,5 Other manufactures 433, 493-496, 499(2) 61 502
17.1 Building 500 68 531
18,1 Food wholesale 810(1) & (2) 57 526 -
18,2 Building merchants etc. 831 | 57 506
18.3 Other wholesale 831, 832, 810(3) - (8) 150 1432
19.1 Food retail 820(1) & (2) 45 388
19,2 Stores 820(6) & (7) 45 326
19,3 Other retail 820(3) & (5), 831, 887 145 1117
20,2 Dog racing 882-3 26 263
20,3 Entertainment 881(2) 52 461
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Table ggg-gcontinuad)

b miwtmseews  Sofumue Lo Lo
© 21,2 Catering etc., hotels etc. 884 74 677
21.3 laundries etc. : 885-6 28 ' 244
21.4 Storage 709(2) 28 | 245
21,5 Transport & communication 702, 703, 705=7, 30 270
709(1) & (3)
21.6 Other services 889, 899 42 342

Source of definitions: Board of Trade working paper.
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Table 4.5 : Numbers of Births, Deaths and Continuing Companies
by Indusiry

Total no. No. of No. of No. of Double

Code - Industry of cos. continuing deaths births counting
. CO8.

"1 Bricks, pottery etc. 145 8l 26 42 4
4 Non-electrical engineering 369 214 70 102 17
5 Electrical engineering ourt 84 33 35 6
6 Vehicles 107 57 30 23 3

7  Metal goods n.e.s. 217 128 38 60 9
8 Cotton & man-made fibres 44 18 6 15 5
9  Woollen & worsted 73 50 17 10 4

11  Clothing & footwear - 18 70 26 26 4

12 Food . | 152 75 5 35 9

13 Drink 208" 105 . 83 28 8

15 Paper, printing, pub- 169" 105 5 33 5

lishing : ‘ :

16 Other manufacturing 208 124 44 42 2

17 Construction 75 : 40 8 29 2

18 VWholesaling 294 - 170 65 67 8

19 Retailing 237" 112 79 56 11

20  Entertaimment ete. 95 65 19 11 0

21 Misc., services 333" 125 182 28 7

TOTAL - 3015 1624 . 832 651 102

This allows for companies that were born after the start of the
period and died before the end.

These rows do not add correctly, due to the presence in the data
of a few companies for which some observations in the middle of
the period are not available,

* These are smaller than the corresponding figures in Whittington on, cit,
Table 1.2 because some companies were temporarily inaccessible on
the Stirling magnetic tapes.
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Section 4.5 : Annual Distributions of Rates of Return

Before looking at the transition functions of rates of return from

one year to the next, it is useful to look at the distributions of

rates of return in any given year. Clearly the form of these
-distributions will have & profound influence upon the transition function,
and in particular on the distribution of r, (rate of return at time t)

for a giveu range of ft—l'

For each industry, for each year, the mean, variance, skewness and
kurtosis have been cslculated. Note that this has been done béfore

the standardization of the data mentioned in Section 2.6. The results
for the Shipbuilding & Mechanical Engineering Industry (No. 4) are stown

in Table 4.6 and for all industries in Appendix A.

The measure of skewness used is that based on the third moment of the
distribution.12 This measure is computationally the most convenient
and there is a significance test available.l3 The precise form of the
measure'(Bl) is u§ / ug where U, and My are second and third central
moments of the distribution. The second moment providing a scale
factor so that the measure is of relative skewness. A symmetrical
distfibution will have Bl equal to zero and in particular this will

be so for the normal distribution. The significance test is based on
the null hypothesis that the distribution is normal. This measure,
involving as it does the square of the third moment, does not indicate
the direction of skewness. This is recorded in Table L.6, from the

sign of the third central moment.

12) This leads to considerable sensitivity to outlying observations.

13) Pearson E.S., "A Further Development of Test of Normality",
Biometrika Vol XXII pp 239 ff. - Tables reproduced in Croxton,
Cowden % Klein op. cit. Appendix O.




Table 4,6 : Annual Distributions for the Shipbuilding and Mechanical
ineer Indust No. '

Year  Mean Variance -g%ogwn-:%s Skewness Kurtosis -I\l%:.l____;:—_i
1949  0.2090  0.01556 . 0.01760 5.694% 274
1956 0.2189 0.01748 + 0.005377  6.945* 283
1951 0.2394  0.018%0 + 0.6859% 7.875% 292
1952  0.2200  0.01385 + | £ 0.2098% 4.288% 304
1955 0.2008  0.01532 v 0.1334%  ° 7.705% 312
1954 0.2039  0,01211 - 0.1612% 5.816% 315
1955 0.,2006  0.01015 o+ 0.02550 3,064 324
1956 0.1900  0.01121 + 0.02979 4.550% 332
1957 0.8¢5 0.1 - 0.003957  3.935* 328
1958  0.1637  0.01158 - ' 0.01189 4,828% 330
1959 0.1605  0,01152 4  0.,0084TL  4.996 313
1960 0.1527  0.01356 + 0.1239* 6.833% 298

#* indicates - for skewness: significantly different from zero at the
10% level

- for kurtosis: significantly different from 3 at the
. 5% level

" The varying number of decimal places is a result of the need to use
a computer output format of four significant figures.,

All rates of return greater than 100% or less than -100% have been
excluded from the calculation.




b

The measure of kurtosis used is that known as [ 5t the ratio
4PZ/}i22, that is, the fourth central moment divided by the second
central moment squared. The denominator providing (as in E;l)-a scale
factor to ensure a relative measure. [32 takes the value 3 for the
normal distribution. A leptokurtic (peaked) distribution has a value
greater than 3, whilst a platykurtic (flat) one has a value below 3.

A test for whether the distribution is significantly non-mesokurtic is

14

available.

Referring now to Table 4.6, the means for this industry show the common
pattern for the 1950s: a decline in the rate of return. As this is the
pattern reported by such studies as that of Samuels & Smyth15 and as

the results will be required in Chapter TX, a regression of the

average rate of return against time has been done for each industry.

The results are reported in Table 4.7, columns 1, 2 and 3. Nine out of
seventeen industries have a significant trend and of these only those
of the Drink Industry (No. 13) and Miscellaneous Services (No. 21) are

upward. Overall the slope coefficient is negative in 13 out of 17 cases.

The main question of interest at this point is the stability of the
average rate of return. Brief inspection shows that there are only

rare cases of the average falling below 10% of exceeding 25% and a good
number of these occur in the Textile Industries (Nos. 8 and 9) whose
varied career in the 1950s is notorious. The stability across years
within industries, even without taking note of the trend, is considerable.
The coefficient of variation (Table 4.7, column 7) ranges between

0.76968 for Industry 8 (Cotton) and 0.08077 for Industry 5 (Electrical

14) Pearson E S op. cit., also Croxton, Cowden & Klein op. cit.,
Appendix P,

15) Samuels J M & Smyth D J, "Profits, Variability of Profits and
Firm Size", [Economica Vol 35 pp 127-140.
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Engineering), but the high value is exceptional: the next highest,
again in Textiles, is 0.37072 for Woollen & Worsted (No. 9). Over
all industries, the average coefficient is 0,18810, which reduces to
0.13715 if the two Textile industries (Nos. 8 and 9) are omitted. The

industry average is thus quite a stable variable.

If note is taken of the trend, then we may discuss the stability in
terms of the trend coefficient and the standard deviation of the
errors (Table 4.7, columns 2 and 4). Only the two Textile industries
have slopé coefficients that indicate an annual change in average of
more than one percentage point. The Vehicle Industry (No. 6) is close
to this with 0.9. For those industries showing a downward trend, the
average annual change is 0,6, which falls to 0.4 percentage points if
the Textile industries are omitted. To assess the variability about
trend, the ratio of -the standard deviation of the errors about trend
to the mean rate of return has been calculated for each industry
(column 5). This may be compared with the coefficient of variation in
column 7. Allowance for the trend has a particular impact on the two
extreme cases - the Textile industries - in each case bringing about
an approximate halving in the coefficient. Apart from these two
industries, the crude variability without allowance for trend was
small. In these two cases, allowance fof trend has eliminated a
considerable proportion of the variability and the residual standard

deviation is quite small relative to the mean.

For the present purposes, only one aspect of the behaviour of dis-
persion of the annual distributions need concern us. That aspect is
the stability over time. In Table 4.8, the average standard deviation

over the twelve years is shown in column 1. There is a considerable
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degree of uniformity in this measure between industries, but it is the
behaviour over the years within an industry that is of interest. Column
2 of the table therefore presents the standard deviation of the annuﬁl
distribution standard deviations. The maximum value is for the Enter-
tainment & Sport Industry (No. 20) where the average standard deviation
is approximately 10 percentage points and this has a dispersion over the
twelve yearévof something less than 4.5 percentage points. Clearly,
even this is not a great amount of fluctuation. A useful standard of
comparison is to calculate the coefficient of variation of the standard
deviation for each industry. This has been done and the results are
shown in Table 4.8, column 3., Only four industries have a coefficient
thﬁt exceeds 20%: Vehicles (No. 6), Cotton (No. 8), Woollen & Worsted
(No. 9) and Entertainment & Sport (No. 20). As usual, the Textile
industries are distinguished for their extremely variable experience,

In contrast, four industries have a coefficient well below 10%:
Building Materials (No. 1), Drink (No. 13), Retailing (No. 19) and
Miscellaneous Services (No. 21). The conclusion is that the standard
deviation of the annual distributions is a relatively stable quantity.
This stability suggests that, in so far as we regard rates of return

a8 an example of a first order Markov process, the distribution of

rates of return approximates to a steady state solution to the process.

The evidence on the direction of skewness of the distribution of rates
of return on net assets is inconclusive. In nine industries, there
are more years in which the distribution is negatively rather than
positively skewed. The converse is true for five industries and there
are equal nuﬁbers skewed in each direction in the remaining three

industries. When only significantly skewed distributions are used, the



Table 4.8

Ind., No.

11

12

15
16
) E
18
19
20

21

¢ Standard Deviations of the Annual Distributions

Average Annuél

~ Standard Deviation .

Standard Deviation

of Annual Standard

Coefficient of

0.09654
| 0.11534
© 0.13070
o.1éz4o
f 0.12761
© 0.11567
0.09952
f10.14221
0;12099'
0.06307
0412221
0.13204
0.12412
| o.1i136
.0.0§7é6
10,10140

0.07984

.-Deviations

0.00756
0.01108
0.01559
o,oé617
0.01188
0.03313
0.02968
'0.02316
£ 0,01970
0.00527
0.02130
| 0.61996
0.01563
.0;01624
o.ooﬁjz ;
- 0.04579

0.00647

Variation

0.07826
0.09610
0.11927
0.21384
0.09296
0.28642
»0.29523
© 0.16286
6.16280 '
- 0.08353
0.17430
’6.15118
0.12592
0.14567
' 0.05473
; 0.45182

. 0.08103
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same results are achieved.ls' Taking all distributions together,

we find 90 positively and 114 negatively skewed, which is hardly
sufficient to support a firm conclusion.17 Hart 18 in his work

concluded that there was a slight positive skewness.

It is of interegt to see if this unce:tain evidence can be strength-
ened by considering whether certain years are characterised by

positive and Othgrs by negative skewness.‘ If macroeconomic influences
were producing such an effect, the average over a number bf years

wouid depend on the precise yeais chosen. In oﬁr case the years

chosen appear appfoximately uhskewed on average. The number of
industries, p031tively and negatively, significantly and insignificantly

skswed, are shown in Table 4.9 for each year.

16) Except that there are too few observations in Industry 8 to
allow a test of significance. -There are therefore 8 industries
for which it can be said that the majority of significantly
skewod distributions are negatively skewed.

17) There is a 12% chance of there being 90 positive signs out of
. 204 samples when the population is symmetric. The chance of

this outcome when the population is positively skewed is, of
course, less. It might be argued that rejection of all
observations whose absolute value exceeds 100% will tend to
produce spurious negative skewness in the remaining data. In
fact, similar analysis employing all observations found more
negative skewness, e.g. 120 distributions were negatively
skewed and only 84 positively skewed.

18) Hart P E (ed) op. cit. Vol II p 263; "The arithmetic mean and
: median rates of return of the 1844 companies .... are 15.6 and
- 14.4, indicating a slight positive skewness "
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Table 4,9 : Direction of Skewness by Year

Year 1949 50 51 52 53 54 55 56 57 58 59 60

Signi- :
POSI- ficant 10 5 9 4 6 3 3 2 6 4 6 5
TIVE Insigni- - 4 1 2 3 3 3 4 1 0 2 2

ficant
_ Insigni- ’ '
NEGA- ficant 3 3 1 3 1 3 5 3 3 4 2 3
TIVE  Signi- 3 4 5 7 6 7 5 7 6 8 6 6
ficant

Industry 8 has been omitted from this analysis, as the significance
test cannot be applied, there being insufficient observations.

A majority of years are negatively skewed: 7 against 4 if all values are
used, 6 against 3 if only significant ones are counted. The four years
that are prsdominantly positively skewed occur at the beginning of the
period: 1949, 1950, 1951 and 1953. 1953 is lost from this list if only
significant skewness is considered. If we further restrict attention

to those years in which there is a marked difference in the numbers
displaying significant skewness in each di:ection, we are left with 1949
and 1951 being positive and 1952, 1954, 1956 and 1958 being negative.
There does seem to be some support for the proposition that the
direction of skewness varies between years. It is not the intention
here to pursue thié matter much further. It is worth interpreting this
preliminar& result: positive skewness means that the lengthy tail of
rates of return points towards the higher values, whereas negative
skewness means that the distribution tail points to lower values. Or,

positive skewness means that we find more observations at a given large



positive deviation from the mean than al an equal negative daviation.

So in the early years of the period very hich rates of return were move
common than very low ones, The distribution of rates of return might

be regarded as having a partial constraint at zero - firms will try very
hard to avoid reporting losses. ﬁhnvefore positivé skewness mizht be
the result of low average profitahility and this partial constraint;

But in the early period rates of return were high relative to their
velves in the 1950s (see above), Tharefore this type of explanation
does not look very promising given that it is the later years of lower
average rates of return that display the negative skew, It is tempting
to conclude that negative skewness is the usuwal situation and that the
rositive skew of the early years is a consequence of special conditions
then nrevailing., Particularly one might point to the age of the carital

stock at that time and its resuvltant low net book value.

Having pursved the ambignities of the skewness a litfle, the behaviour
of the kurtosis is satisfactorily straightforward. In every industry,
more years have leptokurtic than platykurtic distributions, in fact

only 14 out of 204 distribufions are platykurtic and nore is signifi-

cantly so., We may therefore conclude that rates of .return are lepto-

kurtically distributed.



Section 4.6 : Summary

The data used in this study aie the NIESR - Board of Trade collection
of standardised accounts for quoted companies as organised for machine
processing by Singh and Whittington at Cambridge. The period covered
is 1948-1960. Within this body of data compaxiies are arranged by
industrial orders (1948 $.1.C.) and within these into more homogeneous
groups whose meaning in terms of Minimum List Headings is given in

Table 4040

The variable used is the rate of return on net assets calculated before
tax and interest payments but éfter depreciation. The time period used
is one year and the rates of return are standardised according to year
and accounting quarter for each industry (and for each df the smaller

groups where these are used).

In the examination of the annual distributions of rates of return, it
was found that, within industries, the means and standard deviations are
quite stable. There was slight evidence that the distributions are
usually negatively skewed but it would appear that positive skewness
predominated at the beginning of the period. There was strong evidence

that the distributions were leptokurtic.
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CHLAPTRR 'V

TRANSITION MATRICES

In this chapter certain characteristics of the transition matrices
. are considered. The intention is twofold: to obtain an initial pointer
to the consistency of the decay of profitability and secondly to get

some guidance on the form of the conditional distributions.

For the decay of profitability aspect we must first ask whether there
-is decay at all and, if it does occur, is it general, within an industry
for all rates of return, for all industries and for all subgroups. Then
it is possible that certain parts of the range of profitability display
more consistent decay than others., The main tool used for this is
comparison of the final and prior means - if there is decay then the

prior mean should have a greater absolute value than the final mean.

The invesgtigation of the form of the conditional distributions is

pursued in terms of the skewness and kurtosis.

These topics are discussed for one industry in Section 5.1, then for all

industries in Section 5.2 and for all subgroups in Section 5.3.

Finally, in Section 5.4 the relationship between the variance and the
prior mean is explored., This is preparatory to the consideration of the

heteroscedasticity of the decay function in Section 6.2.
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Section 5.1 : Transition Matrices for Industry 1

At an early stage in the statistical work here described, conventional
discrete transition matrices.were preparcd, an example of which is

shown in Table 5.1. Note that the class intervals relate to deviations
from the mean but are in rate of return percentage point units rather
than standard deviation units. The general pattern is immediately
apparent: the mode of the row distribution lies on the main diagonal while
the mean lies to the right of the mode for rows above and to the left for
those below the industry average. That is, as each row is a conditional
distribution for a given rate of return interval in the initial period,
the expected value in the next period is lower than in the initial
period. It appears that there is regression towards the mean. Th=
transitions on which this matrix is based are all pairs of rates of
returﬂ for adjacent years in the period 1948-1960 for Industry 1
(Building Materials, Pottery & Glass). This pooling of 12 years data

is discussed in Section 6.3.

As described in Chapter III, the analysis is carried out using discrete
intervals for the initial states but calculating summafy statistics
(without grouping) for the row or contingent distributions. It will be
seen that the initial impressions from the discrete transition matrix are

confirmed when this technique is used.

The process by which these transition matrices are produced is as
follows: the data is read into the computer on paper tape and standard-
ised. Observations more than three standard deviations from the mean are
rejected. Then for each year up to the penultimate one the rates of
return are ordered. This set of ratés of return is the set of all the

first members of the pairs of rates of return that make up transitions.
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Now for a given number of transitions for each row distribution, the
class intervals can be fixed using this ordering of rates of return.
Thus the class intervals are determined in each case to maximise the
number of rows subject to a constraint on the minimum number of trans-

itions necessary per row. With the data standardised and the class

intervals set, the statistics of each row distribution can be calculated.

Mean, variance, skewness and kurtosis are produced, as is the mean of
the prior variablé.1 The measures of skewness and kurtosis are those
described in Section 4.5. As before, the sign of the third moment is

recorded to indicate the direction of skewness,

The industry transition matrices are given in Appendix B but for
convenience that for the Building Materials Industry (No. 1) is presented
in Table 5.2. The pattern observed in the discrete matrix is repeated.
The final ﬁean is in nearly every case nearer to the industry average
rate of return than the prior mean., So companies with an above average
rate of return in one year do, on average, experience a decline in
profitability in the subsequent period, For those companies below the
industry mean; the corresponding effect is an improvement in profit-
ability, but even casual inspection of columns 2 and 35 suggests that the
process is less consistent for firms with below average profitability.
There are more cases2 where the absolute value of the final mean is
greater than that of the prior mean in those classes below the industry

average (referred to in the ensuing text as the "negative range") than in

1) The calculation of the prior mean rather than the assumption that
it is the midpoint of the class avoids the usual need in the
grouping of data to apply Sheppard's correction.

2) Classes 11, 15, 19 above average; classes 23, 25, 31, 35, 38
below average; and class 22 about on the average value.



Table 5.2 : Transition Matrix - Industry 1

No. of transitions = 1227

. Class -

No.

VOIANELE WN -

1.714
1.489
1.321
1.183
1.068
0.961
0,872
0.802
0,705
0.638
0.581
0.522
0,476
0.424
0.357
0.290
0.241
0.175
0.115
0.052

-0,017

-0,069

-0.116

-0.173

=0,233

-0.274

-0.323

=0.395

-0.467

-0.535

-0.592

-0,642

-0.723

-00821

-0,927

~1.025

"10152

-1.317

-1.576

No. of rejected observations = 5

Prior Mean Variance Sign of = Skewness Kurtosis No,
Mean Skewness
(2) (3) (4) (5) (6) (1) (8)
2.145 1.737 04359 - 0.296 3,008 43
1,604 1,349 0.234 + 0.041 2.800 30
1.410 1,176 0.251 + 0.438 3.449 30
1.244 0,880 0,272 - 0,252 2.785 30
1,127 0.727 0.384 - 0,066 2.497 30
1,010 0.775 0.291 - 0.124 2.324 30
. 0,917 0,819 0.309 + 0.325 34361 30
0,759 0.674 0.393 - 0,318 5.403 30
0.674 0.662 0.293 - 0.009 2,639 30
0,607 0,611 0.189 - 1,094 5.042 30
0.555 0.522 0.215 - 0.392 2,652 30
0.498 0,445 0.264 - 0.250 3,278 30
0.454 0,214 0.734 + 0.035 2.542 30
0.396 0.412 0.382 - 1,900 7.343 30
0.327 0,207 0,131 + 0,127 2.387 30
0.266 0,219 0.094 + 0.311 2,457 30
0.212 0,187 0.263 + 0.205 3,330 30
0.143 0,169 0.111 + 0,003 2,125 30
0,083 0,021 0,181 - 0.137 6.139 30
0.024 0,010 0.249 - 0,104 2.198 30
-0.044 0,055 0.356 + 3,826 8.788 30
-0,091 -=0,144 0.159 - 0.086 2.750 30
=0.,144 ~0.122 0.308 - 0.769 64334 30
-0,208 -=0.435 0,202 + 0,006 2.624 29
-0.252 =0,212 0,083 - 0,008 2.313 31
-0.299 =0,292 0.447 + 0.271 3¢533 30
-0.360 =0,303 0,230 + 0.172 4.425 30
=0.425 =0,386 0.297 - 2.707 7.962 30
=0,498 =0,462 0.112 - 0.124 3.334 30
«0,562 =0,603 0,277 + 0,101 2.394 30
-0,618 =0.461 0.235 + 0.214 3,665 30
-0,687 ~0,547 0.190 + 0.294 2.623% 30
-0,768 =0,692 0.181 + 0,002 5.232 30
-0,882 =0.943 0.273 - 0.363 3.9952 30
-0,969 =0,880 0.535 + 0,722 3.181 30
-1,086 =0.933 0.241 - 0,016 2.822 30
-1,242 =1.,249 0.379 + 0.304 4.441 30
-1.445 =1.268 0,620 + 0.129 3537 30
-2.075 =1.529 0.475 - 0.035 2.592 44




those classes above the industry average (the "positive range"). Such
an occurence means that the average rate of return in time t+l of firms
whose time t standardised rate of return lies in that class is further
from the mean than tﬁéir average in time t. Profitability relative to
the industry has moved against’the generalvregression. This is perhaps
an appropriate point to’emphasize that measurement is now in terms of
standardised rates of return, whereas the discrete matrix was in terms

of rates of return expressed as straightforward deviations from the mean,

Another simple indicator of the stability of the regression towards the
mean is to count the number of cases where the final mean of class N

is greater than that of class N-l. As the prior meéns take successively
lower values, an inversion in the size of final means means a disturbance
in the regression. There are eight such inversions out of 40 classes
evenly split between the positive and negative ranges. Finglly in the
discussion of these two colummns, it is to be noted that two of the cases
where the prior mean is less divergent than the final mean occur at the

industry origin, as does one of the inversions in the final mean column,

Moving onto the variance column, there appeafs to be little regularity

in the behaviour of this statistic; a few classes have very large values,
in particular the last two, the resuit no doubt of extreme values. It
would not be surprising if both extreme classes had very high variance
because of the much wider range. of values encompassed by them. While
this effect is observable, it is perhaps less marked than might'be
expected, especially at the upper end. Although later analysis will
reveal a relationship between the variance and the initial mean, there is
little evidence on inspection of this. The standard deviation of

column (4) is 0.1154, which when linked with a mean of 0,2727 suggests a

reasonably stable variable. The variance is considered further in Sectiocmn 5.
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. Moving now from the question of the consistency of the decay process
to the form of the conditional distribution, we must first consider

the directiun of skewness. Neither appears dominant - 20 classes have

t

negative and 20 positive skewness., Neither the positive range nor the
llne\.gative range shows any divergence from this even split., But this
%gnorea whether the skewness is significant or not. In testing for
éignificant skewness the problem arises that Pearson's *lcaLbles-5 are only
for more than 50 observations, at which the 10% level is 0.285. It

i§ evident from the tables that the value of ISt corresponding to a
1@% chance that a sample from a normal population may exceed that value
rises rapidly as the number of observations diminish. It would clearly
for this purpose havre been preferable *+o use larger class sizes, but
given the more important need to have a good number of classes this

had to be foregone. Therefore some approximate way of distinguishing
the seriously skewed distributions had to be used. It was considered
that error should be of Type I rather than Type II, that is, the null
hypothesis of normality should be rejected mistakenly rather than
accepted mistakenly. Then the procedure adopted is to use the 10%
significance level of 50 observations as the standard. This might
roughly be a 20% significance level, On this crude basis, 16 distri-
butions are seriously skewed, 9 of these being positively skewed and

7 negatively skewed; these being evenly spread between the positive
range of classes and the negative range, and witﬁin the ranges evenly
spread between directions of skewness. This even balance continves even
if a more stringent cut-off level is used. It may, thefefore, reasonably

be concluded that the conditional distributions for this industry axe

not skewed, Although such a result is awlewardly doubtful, given the

3) See Croxton, Cowden & Klein op. cit., Appendix O.



inability to properly test for significance, it is reassuring to
record that some earlier results on a transition matrix for this
indusfry, with acceptable numbers in each claas; produce supporting

4

evidence.,

Turning now to the kurtosis of the distributions, the same signifi-
cance teéting problem arises. The lowest number of observations

in the publishac;l. ta.hle5 for 52 is 100, Again a crude test must be
used and agaiﬁ the preference is for Type I rather than Tyﬁe II errors.
So the 5% limits for the 100.observations are used. But first the
simple count of leptokurtic and platykurtic distributions: 23 dis-
tributions have P 2> 3.0, i.e. are leptokurtic, and 17 are platykurtic,
Each range of classes shows a similar balance. Using'[§2‘>v5.77 as a
test of serious leptokurtosis, 1l distributions exceed this value of
which 7 are in the negative range of classes. Only 4 distributions are
platykurtic (‘32<: 2.35) with 2 in the positive range and 2 in the

negative range. Thus there is some evidence of leptokurtosis,

Before going onto the other industries, a little more consideration of
the crude tests used on the measures of skewness and kurtosis is in
order. The main reason for Pearson restricting his tables to large
numbers of observations lies in the numerical approximation that he
wés employ:i.ng6 but undoubtedly the sampling er;or of both ﬁ’l and B 2
increase very rapidly as the sample size diminishes. Therefore the
tests of significance employed are certainly equivalent to a high

probability of Type I errors. It then becomes likely that with the

4) In that work 6 out of 17 classes had skewness significant at the
10% level and 2 of these were positive and 4 negative,

5) See Croxton, Cowden & Klein op. cit., Appendix P.

' 6) Pearson E S op. cit., P 244 et seq.
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number of distributions for each industry, even with normal pop-
ulations, a number of the distributions will reveal values of Bl '

and [3, that lie outside the significance limits. On the other hand,
some cuf-off point must be employed and in a context where the

desirable (and convenient) result is that the population is normally
distributed, it is only proper that the cut-off point should err

against the desired result. On the other hand, it is not really possible
to concludev anything about the distributions by the application of such
methods to one industry. It is to be hoped that the accumilated

evidence of all the industries will enable a more pbsitive conclusion

to be attained.
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Section 5.2 : Transition Matricqs for Each Industry

Rather than'present transition matrices for each industry in this
chapter, a table summarising their characteristics is given - Table 5.3.

The full data are given in Appendix B,

Column 4 of the table gives the number of classes used in each industry,
:Only.two indﬁstries provide less than 20 classes; these are Nb. 8
(Cotton) for which the data used are not complete, and No. 17 (Construction).
The maximum is not surprisingly provided by the Shipbuilding and
Mechanical Engineering Industry (No. 4) with 106. Of more interest is
the way in which the classes divide between above and below the industry
average (column 5). The only industry in which the numbers in the two
groups diverge to any great extent is Miscellaneous Services (No, 21)

for which there are 33 classes in the positive range (above average) and
42 in the négative range (below average). This meané that the median

is well below the mean and therefore the distribution of rates of return
appeais positively skewed. The distribution here is the sum of thé
annual distributions after they have been standardised. Of the annual
distributions for Industry 21 (see Appendix A) 8 are positively skewed
and it is therefore to be expected that the aggregate standardised
distribution would be positively skewed. This similarly explains why
Industry 13 (Drink) has 27 classes in the poéitive range to 31 in the
negative, and Industry 20 (Entertainment and Sport) has 12 and 17
respectively. Overall in column 5 eleven industries show a negative skew

and 5 a positive skew, whilst one (No. 5, Electrical Engineering) appears

symmetrical, It is probably a fair conclusion that in the two positively

skewed Service industries, low ésaet‘to turnover situations generate a

tail of very high rate of return of firms. The explanation of the
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Table 5.3 : Summary of Industry Transition Matrices

No, of Classes Final Mean Nth Mean

IIW?} ﬁ;n;f- g:;)ezied Total ’ Pos. | Neg. Prio>r Mean | (N+l )ih Mean
itions | Observ- . Range | Range | Pos. : Neg.  Pos. | Neg.

ations J‘ Ra,nget Range L Range | Range

W @ | ®» | @ 1[ () @ @
‘z
1| 1277 5 0 2 19 3| 6 f 4 | 5
4 | 3199 44 106 | 54 | 52 0 | 20 | a | 19
5 | 1261 16 2 2 21 2 8 ’% 5 6
6 916 11 30 17 1 13 3 1 5 3 4
7] 1906 | 33 65 | 1 | 3 5 | 7. 10 | n
8| 316 | 3 12 17 5 1 2 1 0
9| 129 | 8 24 | 13 | 1 2 3 i 5 | 2
1| 994 | 24 3 118 | 15 1| 8 6 |4
12 | 1299 | 12 43 ? 2 |2 5 8 l 6 5
13 | 1753 34 58 . 27 | 31 7 | 15 1 10 13
15 | 1470 | 18 19 | 26 | 23 s | 4 9 |1
16 | 1863 36 62 | 32 | 30 2 | 9 9 | 12
17 | 586 10 19 1 9 | 10 2 | 3 a2 2
18 | 2620 43 87 | 45 | 42 5 |16 20 |19
19 | 1841 16 61 | 31 | 30 2 {10 10 9
20 872 | 15 29 | 12 17 1 3 3 4
21 | 2260 37 75 | 33 | 42 2 |14 | 8 |19
)




positive skew of the Drink industry is less obvious.

As an indicator of the consistency of the decay process, column (&)
gives the number of ecases where a final mean is fﬁrther f_'rom.the
industry mean than the corresponding prior mean, Numbers are

shown for each indnstry and s:apa,r;ate'l;i within ‘in("{nﬁf‘(‘i’ng for the
positive and negative rances, In total, the highest number relative

to the number of classes for that industry is for the Drink industry,
where it is just over a third, the usual value being about one quarter.
But generally the total number of such cases is of less interest, once
we have seen they are a small minority, than the distribution of them
between the positive and negative ranges. The total number relative to
the number of classes is likely to be reflected in the later regression
analysis. The number of instances of the final mean being more divergent
than the prior mean in the negative range exceed the number in the
positive range in all industries but two. The one case where the
opposite is true is Industry 6 (Vehicles) and in that there are only 4
instances, 3 in the positive and 1 in the negative range. 5o the effect
found for Industry 1 is supported by the evidence of other industries:
this is the perhaps unsurprising result that the regression towards the
mean (which requires that the‘final mean be closer to the average than
the prior mean) is a less even process for firms of below average
profitability. 1In other words, transfer of resources from unprofitable
markets is less Btrdiéhtforward than the movement of resources into

profitable ones.

The next column also giQes a guide to the consistency of the decay
process as it records the number of cases where the final mean of

class N is greater than that of class N-1. That is, cases where the
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expected profitability for a group of firms whose prior mean is ry

is less than for a number of firms whose.prior mean r, is more than

2
Tye It is another indication of how steady the regression is towards
the mean and again the overall number shows what will be better shown
by the goodness-of-fit of the regression of the final mean on thelprior
mean. Considering the distribution between the positive and negative
rangeé, the number of industries with a maiority of snunh inversions in
the positiva range is bhalanced by the rmher that displays the converse,
Only Miscellaneous Services (No, 21) displays = marked disparity in

the numhers in each range, theve bheing eight in the positive and 19

in the negative,

Coming to the evidence on the skewness of the conditional distributions,
shown in'Table 5.4, the first stage is to count the number of positive
and negatively skewed distributions without consideration of significance.
In 13 out of 17 industries there are more negatively skewed'than positively
skewed distributions. When only significantly skewed (in the sense
described above) distributions are counted, the predominance of negative
skew increases: 16 industries have more negatively than positively
gskewed distributions. In many cases there is a considerable divergence
between the numbers of‘each type. This seems reasonably to establish
that the genéral form of the contingent distribution shows a negative
skewness, that is, the long tail of the distribution stretches towards
the low rate of return end. This means that a large fall in profit-
ability is more likely than an equally large rise. This is observed
despite the rejection of very extreme observations - more than 3

standard deviations from the mean,

It is of interest to question whether this holds equally both for above

industry average and below industry average distributions. The analysis




Table 5.4 : Skewness of the Industry Conditional Distributions

1O

11

11

All Values Significant Values Only
Ind Positive Range . Negativg Range Positive Range‘L Negative Range
o No.with | No,with | No.with | Ne.with | No.with No.withi No.with{rNo.with
pos. neg. pos. neg. " pos. neg. pos. | neg.
skew  skew skew skew skew skew { skew : skew
o 12 11 8 4 5 4 3
4 19 35 20 32 5 22 6 | 17
5 12 9 12 9 5 7 4 8
6 7 | 10 6 T 2 (A 5
7] 12 19 16 | 16 4 no e 11
8 0 7 2 3 0 3 12
9| 3 10 5 6 1 7 1 4
11 5 13 2 i3 1 8 o . 7
12 7 15 7 14 4 8 | 5 . 7
13| 13 14 14 17 6 9 | 10 g 12
15| 10 16 8 15 4 7 5 ' 8
16 8 24 10 20 -3 13 5 5 9
17 0 9 2 8 0 0 o | 4
18| 17 28 20 22 7 14 4 14
19] 10 2 22 '8 1 12 13 3
20| 6 6 10 7 1 2 5 g 3
21 22 21 21 3 14 ' 10
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separately for these two sets of distribuvtions for each industry is also
shown in Tabhle 5.4, The conelusion has to be that nemative skewness
predominates in both rznges, although there are more indvstries for which
the dominant skewness is positive in the negative range than tiere are for
which the same is true in the positive range. There is a hint that the
Service industries (Nos., 18=21) are slightly different in this respéct a8

the nonconforming cases seem primarily to be from these four industries,

The conclusion on the kurtosis of the distributions is more definite -
lentokurtosis is shown %o be predominant in Table 5:5. Taking no acecount
of the significance of deviations from mesokurtosis, every industry has
more distributions that are leptokvrtic than ones that are platykurtic,
Thig is eanally trve Ior the negative range, in the positive range 3

industries show more platvkurtic distributions but the difference in numbars
in these indnstrieé.is small, When the previously described *est of sig-
nificance is used, the reaslt is wmchanged for all distributions taken
together, Tn the negative range, the only change is that one jndustry
(Woollen & Worsted, Wo, 9) with only two significantly nonmesokurtic dis-
tributions hag ene leontokurtic and one platykurtic. Tn the nositive range
only one industry (Construction, No. 17); again with very few significant
values, has more platykurtic than levtokurtic distributions., Generaily

it may be concluded that the conditional distributions are leptokurtic both

in the positive and negative ranges,

So far we have considered the conditional distributions together and

separatelyv for the nésitive and negative ranges. Now we separate ount
those distributions whose prior means are close to the industry mean.
Tt is not surprising that it is hewe that most of the cases where the
final mean is further from the industry average than the initial mean

ocenr, on the other hand inverasions in the deelinine order of the Hinal



Ly

Tahle 5,5 : Kurtosig of the Induétrx Conditional Nistributions

1 = leptokurtic p = platykurtic
All Values  Significant Values Only
'Ind | Positive Range ~ Negative Range Positive Range Negative Range
o No.of 1 { No.of p No.of 1 No.of p| No.of 1| No.of p| No,of 1: No.of p
1 0 | 1 12 7 3 o | 7 o
4 0 | 14 8 | 14 26 5 | 23 5
5 15 6 | uw | 4| 13 0 14 0
6 12 5 11 2 7 1 6 | 2
7 18 | 13 24 8 10 1| 16 3
8 4 3 3 2 > | o 1 0
9 9. | 4 8 3 3 0 1 1
n| 4 9 6 9 1 6 1
12 15 7 16 5 13 2 13 2
15| 235 | 4 24 7 15 1 22 0
15 19 7 17 6 15 1 |9 4
16 21 11 23 7 14 3 11 0
17 - 4 5 7 3 1 2 3 0
18 39 6 36 6 30 3 25 1
19 | 19 | 12 25 5 8 2 18 0
0| 5 | 71| 4 3 3 3 1 ]
21 25 8 37 5 13 2 22 0




means appear to be evenly spread throughout the range. The central group
has been separately analysed for 4 industries (7,11,12,16) and the

_ results are presented in Table 5.6 with those for the whole of these
industries for comparison. About one quarter of the classes symmetric-
ally arranged about the industry mean have been used as this central group.
Apart from the final prior méan observation, this group is not distinguish-
able from the ovgrall get of distributions in any way. Although in one
industry (No. 7) the predominant direction of skewness is positive, which
is opposite to that for the whole distribution of that industry, this
phenomenon is not repeated in any of the other industries. In none of

the four industries does the nature of the kurtosis for the central group

differ in any way from that for the whole industry.

'The few classes at the industry mean do show up one other matter. As is
to be expected in some cases, the sign of the final mean differs from that
of the corresponding prior mean. If such occurrences are random, they

are of no interest, but if there is any pattern it is a guide to the
suitability of the industry average as a proxy for the decay origin. Thers
is such a regularity: in nearly every case the sign errors are of the

kind where the prior mean is positive and the final mean negative. They
are also, usually, together nearest the zero class. There would seem to

be a suggestion from this that the industry mean is higher than the point

towards which the regression of profits is directed.

‘The salient points that emerge from this examination of the transition
matrices are five; firstly thé regression of profits towards some
central value does certainly occur although there is some evidence to
suggest that the central value is lower than the mean. Secondly, this

regression appears more regular above the industry average than below.
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Thirdly, the conditional distributions are best represented with
negative skew, Fourthly, they are leptokurtic. Fifthly, these two

characteristics prevail throughout the profitability range.

In this section the variance has not been examined beyond the very

earliest stage as this will be pursued with regression analysis in the

next section.,

What can be concluded is that an assumption of normality would be
unjustified by the evidence that the conditional distributions are
assymetric and more peaked than the normal curve., On the other hand, the
evidence of the leptokurtic form of the distribution suggests that the
lognormal curve might fit; it would require some transformation to
produce negative skewness and would introduce the problem of negative
values., In the absence of an immediately applicable distribution, this
line of development will be pursued no furthef7 and consolatién must be
found in the :Eemark8 that: "The fitting of distributions to obser-
vational data has a certain intrinsic interest which is apt to outrun
its statistical usefulness.” The rest of this study will therefore be

concerned with relations between the prior mean and the final mean,

7) See Pretorius S J, "Skew Bivariate Frequency Surfaces",
Biometrika Vol 22 1930~31 for a study of the type that would be
appropriate to the characteristics of the data so far uncovered.

8) Kendall M G & Stuart A, "Advanced Theory of Statistics" Vol I,
Charles Griffin & Co Ltd London, 3rd edition 1969 p 173.:



: Transition Matrices - Sub

Section

The only need in this discussion is to comment on any ways in which the
results for subgroups deviate from those for industries. The results

for each subgroup are shown in Appendix C and a summary is given in
Table H.7T.

The only difference in their calculation from those for the industries

is that the generally fewer companies meant that using means and standard
deviations by accounting date was usually not possible, in fact only 11
subgroups out of 41 were large enough to allow this. For the rest
anmual averages and standard deviations were used. Overall the small
number of observations led to a small number of classes in each trans-~
ition matrix - the minimum number was 12 which occurred in a number of

gubgroups.

‘Turning now to the specific results, just as for the industries, the
majiority of subgroups had more classes in the positive ranse than in
the negative, indicating that the median is greater than the mean and
there is therefore negative skewness.9 Only Industry 7 Subgroup ?
{Gther Metal Coods - Instruments etc) shows any marked difference
between the numbers in the ranges with 14 positive and 6 negative range

classes,

Again the industry pattern is repeated when we turn to enumerating the
classes where the final mean exceeds the prior mean: 28 out of 41 have
more such occurrences in the negative range. Similarly the overall

negative sgkewness of the conditional distributions is again found, as

9) Sk = éﬁgsﬂﬁi) Pearson's measure

See Croxton, Cowden & Klein p 202,
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Table 5.7 : Summary of Subgroup Transition Matrices

1 = leptokurtic P = platykurtic
Final Mean
>
. No. of Classes Prior Mean| Skewness |Kurtosi:
Ind| Sub- |No. of|No. of —er -r o ——
No.|Group |Trans~|Re jected |Total| Pos, | Neg. Pos, | Neg. | No. No. No. !Noc
No. |itions|Observ- Range| Range: Range| Range|Pos., |Neg. |of 1 of p
ations : Skewed | Skewed
; —
1 2% | 804 4 26 | 14 12 V1 3 | 14 12 171 9
3 | 220 - 14| 6 5 ¢ 0 3 4 7 51 5
4 1 351 4 17 8 9 . 1 b) 10 7 9| 7
2 | 314 2 15| 7 8 | 1 2 5 10 9 &
4 206 - 10 5 5 1 2 4 6 | 6 |4
5% 12219 29 73| 38 35 9 12 23 50 | 571 16
5 3 268 9 13 7 6 0 2 3 10 | 6, 7
4% | 615 5 201 10 | 10 2 4 6 14 20 | 0O
6 4 340 2 17 9 8 0 2 7 10 14 3
7 1* {1514 27 50| 24 26 4 10 17 33 34 1 15
2 418 7 20| 14 6 4 0 13 7 11| 9
8 1 255 4 12 7 5 2 3 5 7 4: 8
9 1* | 658 10 21| 12 9 4 2 8 13
11 1* | 725 16 24| 153 11 2 5 5 19 191 5
2 278 2 13 7 6 1 2 4 9 81 5
12 2 306 4 15 7 8 2 4 6 9 11 4
4 257 3 12 7 5 2 0 4 8 9. 3
6 | 364 4 18/ 9| 9| 3| 2 8 | 10 |11, 7
13 1* [1572 32 52 | 26 26 4 10 24 28 40 . 17
15 1* | 674 2 22| 12 10 3 3 7 15 15 | 7
2 | 322 4 16| 8 | 8 1 2 6 10 | 11! =
3 483 6 24| 13 11 4 5 12 12 12 0 12
16 1 316 4 15 8 7 2 2 6 9 61 9
2 365 11 18| 10 8 2 1 vi 11 12 4
3 373 9 18 10 8 3 3 9 9 T i
4 307 4 15 8 7 2 1 6 9 4 11
5 502 9 16 7 9 0 6 10 6 11| 5
17 1 531 13 17 9 8 2 1 7 10 11| ¢
18 1 526 7 26| 13 13 2 5 13 13 16 | 10
g 2 506 14 25| 13 12 4 4 10 15 12 | 13
3% (1432 | 21 470 23 | 24 | 6 | 9 | 24 | 25 | 381 9
19 1 388 3 19 9 10 1 2 9 10 7 12
2 326 4 16 8 | 8 1 6 6 10 10 6
3% 11117 7 371 19 18 4 7 15 22 26 11
20 2 263 1 13 6 7 1 1 5 8 7. &
3 461 11 23 9 14 2 6 12 11 12 1
21 2% | 677 10 22| 10 12 1 5 9 3 14 i 8
3 244 4 12 5 1 1 3 5 7 6 &
4 245 1 12 6 6 2 2 T 5 41 B
b5 270 8 13 6 7 0 4 4+ 9 508
L6 ) 342 1 178 9 13 13 } 4 | 14

¥ data standardised by accounting quarter



is the leptokurtosis. Both these being enhanced when only "significant”

values of these two statistics are taken.

The generél conclusion is that none of the characteristics of the
transition matrices found for industries stemmed from their being
aggregates of heterogeneous subgroups. Or at least reducing the degree
of aggregation and increasingythe homogeneity has not removed any of

these characteristics,



Section 5.4 : The Variance of the Conditional Distribution

In Section 5.1 it was remarked that there appeared to be no regularity
in the pattern of the variance except that the extremé classes had

- rather high variance., Tt is necessary to look a little more closely
into the relation between the variances of the conditional distributions

and their prior means,

~ There are 3 factors working to bring about a positiﬁe relationship

between the variance and the absolute value of the priar mean, Tt hag +tn bhe
the absolute value both because of the way these factors work and the
nonnegative nature of the variance. The first two of these factors

derive from the bell-shaped prior distribution of rates of return.

Assume that there is a nonstochastic linear relationship between rate éf
The distribution

return at time t-1 and at time t (i.e. r,, = f(

_ it rjt-l)'
of T, within a given class will be set by the distribution of Ty under
this assumption. Consider class intervals of equal size imposed uponia
bell-shaped distribution; the distribution within each class will be
approximately shaped:

- K
| ¢
I

PR — a e —

Iad

The variance of this distribution is a decreasing function10 of (d-c),
so beyond the point of inflexion of the bell-shaped distribution the

class variances will increase.

10) See the Appendix to this chapter for proof of this and a further
investigation of how this problem may influence the conditional

distributions.



The second factor is that the analysis has been performed with classes
containing equal numbers of members, not with classes covering eqnal
intervals., Therefors moving from the origin involwves increasing the
interval ('a' in the preceding dirgram) and thus again increasing the
variance., Althongh this effect applies as one moves from the origin
while the first applies only from the point of inflexion, the jnter&a]
effect is probably the stronger and therefore we may exoect that the
variance within classes containing egnal numbers of members from a bell-

shaped distribution will increase as one moves away from the origin,

Now if we relax the assumption of 2 nonstochastic relationship between

r, and Ty g0 the error term in the relationship may, deverding upon its

t
nature, provide the third of the factors. 7Tf the variance of the error
term rises as Ty 1 deviates further from the mean, then this hetero-
scedasticity will add to the strength of the variance-prior mean relation-
ship. TIf the errors are homoscedastic then we are left with the effect

of the first two factors. Were they to be heteroscedastic but decreasing
with increases in Ty 17 then there is a theoretical possibility that the

end result could be constant variance of the conditional distributions

(excepting, of course, the open-ended extreme distributions).

It seems most likely that it is the former kind of heteroscedasticity

that applies, for some of the firms earning very high profits owe their
vosition to very short term factors and are likely to experience a very
rapid return to more modest profitability. Also there are some firms

which continually strive to reach high profit positions where others are

11 .
ouietly content with average returns, Tt is reasonable to exvect that,

11)  Tor evaspla, gee Politicel and Weonamin Planning:  "Thrusters and

- FRpNP
Sleotera? . L13en A Tinwvin Tomndon 19405,
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of firms with high rates of retwrn, an excentional proportion are such
strivers, More attempts will thevefore be made *to go against the competi-
tive pressure on profitability by firms with high rates of return. There
is thus likely to be more variability of experience and behaviovr anong

high profit earners,

A similaf rair of arguments for high variability may be mzde for the case
of firms with rates of return well below average. Some will be there
through short term random influences and will rise aquickly back to more
acceptable levels of profitability. Although theré‘may he few striving
'companies among those with low profitability, the threat of bankrunicy or
takeover may alter the behaviour of firms and inspire them to great efforts
to raise their rate of return, Tﬂerefore it seems at least plavsible that |
the variability of profit movements will increase as the absolute value of

the prior mean increases and that thare are three factors all working to

strengthen this relationship.

A linear regression of the variance on the prior mean for the full range
of classes would not be helpful. Rather than try a parabholic form (say),
straight lines have been separately fitted %o each range, The Durbin-

Vatson statistics indicate that this method does not lead to any serial

correlation, The expected signs were found in every case: a positive
slope coefficient for the positive range and negative for the negative
S . s s s 1?
range, Tn the majority of cases the slope coefficient was significant
but generally the exnlanatory nower of the equation was quite low. But

overall there wag sufficient evidence to support the predictions about

the verisnce-prior mean relation.

f)
N
S

Mres industries (8, 9, 20) show no relationship in either range,
indnstriea 16 and 17 none in the poeitive wvange and A in the

neeative rAnoe,
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Section 5.5 : Conclusion

It is clear that the transition matrices for the industries and for

the subgroups do not display any different characteristics. We can
therefore report our findings as applying at both levels of aggregation,
These findings are that profit decay is displayed in every industry and
subgroup, and that it is a less steady process in the negative range than
in the positive range, i.e. above average profitability is more steadily
,(this does not imply more quickly) eroded than below average profitability
is built up. Apart from this we find no other differences between the

ranges.

The conditional distributions are predominantly negatively skewed and
ieptokurtic. These last two conclusions rule out the normality assump-
tibn for the conditional distribution and lead to the decision that an
attempt to fit a distribution function‘to them would be diffipult, quite
possibly unsatisfactory and certainly of doubtful value in the present
context. Therefore the prior mean to final mean relation willvbe the

sole aspect of the transition function to be further developed.

Separate analysis of those conditional distributions whose prior means
were close to zero revealed only one way in which they differed from the
whole set: the majority of cases where the final mean was further from
zero than the prior meaﬁ occurred in these central distributions. Perhaps
msurprisingly this indicates that the profit decay process is more
disturbed neér the industry average. Also the cases where the final mean
had the opposite sign to the prior mean were mainly with the final mean
negative and suggested that the industry mean was perbaps higher than the

point of convergence.

' Finally, we found that the variance of the conditional distribution is

an increasing function of the absolute value of the prior mean,
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' APPENDIX TO CHAPTER V

_The Influence of the Distribution of rl-i on the Conditionai Distributions

Thé r,_, are distributed according to an approximately bell-shaped
‘distribution. Deviations from normaiity with respect to kurtosis or
skewness are not importént in the following. The distribution is divided
into intervals and it is intended to consider the characteriétibs of the
distribution within an interval, This interval ﬁistribufion may be

11lustrated:

Such a distribution has a density function:

£(x) = (c4d) + (d=e)x
2 2a
. . +°',- .
We require that: f(x)dx = 1

~Q

e, }a(,m)v -1

The mean.is given by:

v "
' 4
/
- | xf(x)dx = (d=¢)a
S | 3
" The second origin moment:
+Q
) 2 ( 2
2™ X f\x)dx = a_
A 3

- Q.
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The variance = 23 - (d-c)2 at
3 9

This deoreases as the difference between 4 and ¢ increases, or as the
absolute value of the slope-of the bell-shaped distributioh-decreases.
Thefeforg maintaining a constant‘(i.e. equal class intervals) and
moving away from the centre of the distribution will first produce
decreasing ?ariance ﬁntil the point of inflexion on the distribution

is reaohed;_whereafter the variance will increase.

in'practice the class intervals are not kept constant but are chosen
to provide equal numbers in each class. This necessarily means that a
increases as one moves away from the centre of the distribution and

therefore so does. the variance.

It is an obvious development tb consider the skewness and kurtosis of

these interval distributions., It is immediately apparent that the sign
of the skewness will depehd upon (c=d) and that interﬁal distriﬁutions>
to the left §f mean of the bell-ghaped distribution will bg negatively

and those to the right positively skewed.

. For the kurtosis the 4th origin moment ¢

a 4

= a
MTE

~and the 4tﬁ'§§ntra1 mqment:'
I R LT LU D

- gt -2 (a-0)? 8’ -1 (a-e)* a®
5 %5 o m

2
Tt can easily be shown that the‘ratio/uzép2 cannot take a value as

large as 3 and therefore that the interval diatributions are platykurtic,
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So far we have considernd the diekributions of rt ] wvithin the class

intervals and we have found these distributions to have increasing

variance as the deviation of the class from the meoan Ty 1 increases,

Tt has also baen shown that these interval distributions will be napa-

tively skewad on one side of the mean r and positively skewed on the

t-1
other., They will be nlatykurtic,

Now were the relation hectween T, and r, 1

these characteristics wonld be carried straicht over into the conditional

to lack a stochastie term,

distributions of ™y and the form of these distributions would be purely

a conseguence of taking intervals in the ranse of » Fven if the

=" t-1°

equation linking r is stochastic, the effect of the stochagtic

pe1 PO Ty

term will be overlaid on the distribubions desrribed ahove,

Therefore we may conclude that some of the increase in variance that
accompanies jucreases in the absolute valve of the prior mean is explained
iv this way, On the other hand the similar skewness pattorn both above
and below the mean that we have found means that the stochas?ic term
dominates in this resrect, The leptokurtosis found similarly must

indicate the relative importance of the stochzastic term,
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CEAFPTER V

THE FORM OF THE DECAY FUNCTION AND THE PROBLEMS OF ITS ESTIMATION

T

In this chapter we are concerned with the regression of the rate of
"return at time t on a function of the rate of return in the previous
period ~ the decay function. - The actual observations to be used are
those derived from th; transition functions described in the preceding
chapter. So we are concerned with standardized rates of return and
the data are the meéné. of the conditional distributions and the means

of the initial period values falling within a particular class - in

the terminology of Chapter III, the final means and the prior means.

This chaptef falls into three main sections; Iirstly an attempt to
isolate functional forms that fulfill the criteria set out in Chapter
II for the behaviour of the decay of profitability (Section 6.1);
secondly, a consideration of the problems of estimating these functions
(Section 6.”2). The third section considers the pooling of the data

(Section 6.3).
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Section 6.1 : The Form of the Function

For brevity, the final mean will be written as Toy and the prior

mean as I . . each referring to the sth class of the transition

matrix, ' Our topic is therefore:

Tgy = T(Tgy ) NeD

In Chapter II we argued that the first derivative of this function

should only take values between O and 1:
0 < f'(x 1) <1 I (2)

and that the second derivative should be nonpositive above the mean
and nonriegative below. The first condition (2) is to ensure that

there is decay of profitability.

Before developing any more constraints upon the functional form, it
is appropriate to indicate how the concépt of regression fowards the
mean that is employed here differs from that of Galton's. Hart and
Praisl summarise it and emphasize the reduction in dispersion thus:
if variable x at time t is related to variable x in ths_p:evious

preriod by a simple linear relationship:

X " X m P (3 - fc) te
then writing the variance of x, as V(xt):
v,("t+1) = BV(x,) + O

| | | 2 .2
80 the change in variance will depend upon fﬁ and Gc

1) Hart PE & Prais S J, "The Analysis of Business Concentration",
- Journal of the Royal Statistical Society %erles A 1956 v 172
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Changing ¢; = to the other side and dividing through by V(xt +1):

V(xt+1) - OZ 2 = B 2V(xt)
V(xg,0) V(xy,,)

The left hand side is the ratio of explained to total variance, and is

thus the square of the correlation coefficient of X, 0 X

- Vix ) - Ei;
V(xt) e

There is thus a reduction in variance if B <e.

There was no attempt in Chapter II to claim anything about the behaviour
of the variance of rates of return from year to year; the postulate

was that the dominant systematic movement of individual rates of

return was towards the mean (or some approximately central value).

For this, the expected value of Ty must be closer to this central

value than was r Thus in the equivalent simple linear relationship

st-1°
to that pbstulatad by Hart and Prais we are only putting a constraint
upon ﬁ>.‘ We are saying something about the average year to year
pattern of movement of individuals in the population but nothing about
the year to yéar movement of the dispersion of the population. In
fact we found in Section 4.5 considerable stability. in the annual dis-
persion of rates of return which would suggest that on average over a
number of years E>2f¥ 6_2. The original use of Galton's concept was
with a characteristic fixed for any individuwal but with a changing
population. Here we are considering a characteristic thch changes
for any individual from a population whose membership varies little.
Galton's regression is the regression of a population,'the regression

considered here is the regression of individuals.
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To.continnn with the main topic, although there is not any certainty
that the regression is towards the mean rather than some other point,
we will develop the functional form on the basis of this assumption.
We may therefore sfate a third condition: +that the function'should
pass through the originz |

£(0) =0

That is, at the mean r_, = r_, . there is no profit decay. A necessary

'\,“ consequence of this condition and condition (2) is that the function

mist always take the sign of its argument or, to put that another way,
that function can only 1lie in the first and third quadrants (see

Diagram 2.1). .

The second derivative condition restricts the iange of curvilinear
shapes and permits a straight line relationship, If a linear relation-
ship is used, it may be argued that the working of the competitive
resource allocation does bring increased pressure on very high rather
than moderately high rates of return as the absolute fall in rate of
return will be greater in the former case. If it is felt that this
increased competitive pressure should bring about an increased pro-
portional fall in the rate of return, then a nonlinear relationship is
required. The form shown in Diagram 2.1 would meet this latter

requirement.

This means that the slope diminishes with increasing positive values
of Tatel’

f"(rst-1)<o for r . >0

and should increase with increases in r_, , while r_, . is negative:

_ f"(rst-l)>o for rst_l<0
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Therefore we must use:

(Fgpn) = T <0 (3)
We will develop this case first. Integrating (3) gives:
£'(x, 4) = ¥nr’.. . 4
st-1 F g *+ P
Now the limits within which this slope must fall give:
0< % 2 +BR< 1
T st-1 ﬁ

It is apparent that any such restrictions mean that the function is

only suitable within some range of Topol® The limits of this range are:

20-8) o P, . - 2B for W< 0
2y n
These may be expressed as:
2 : ' ' '
“st-1<-%€- O<KP<1l, <O

The second ensures that the lower limit on r2 is negative and the

) st-1
third that the upper limit is positive.

Integrating for the second time we get the function itself:

. 1.3
Tat = Er\-r st-1l + ﬁrst-l : (4)

The constant of integration must be zero in order to ensure that the

curve pasaes'through the origin. Redefining the coefficients we have:

T, = ﬁ'rsta - YLr3st;1 | (5)

The limit on rst-l now becomes:

2
T st=l <- -5%[



If n is zero then we get the linear form:

o = P g (6)

and  fM(r; ,) =0

at=1

The range of r . ., is now unrestricted and the ohly requirement for

the parameter values is:
0 <p<1

If we now b:ing into question the location of the decay origin, we
derive two other forms. iet us assume that if our rates of return are
expressed as deviations from the decay origin, then one of the preceding
pair of functional forms will fit. Let tﬁe true decay origin be on
average O standard deviations below the mean. Then we must substitute
gt S} ahd T o+ O into the equations. So if é linear form is
appropriate and if the rates of return are expressed as deviations from

the mean, then:

(x & +0) = B(rst-l +0)

is the equation. This may be written:

T ™ A(B-1) +Br o (7)
Therefore we may calculate from the coefficients of an equation:

- 8
r a+br . 4 (8)

st

the values of R and©. Given 0 << 1, a negative'a implies a
positive © and therefore that the decay origin is below the mean.
'a'may be insignificantly different from zero without implying that the

mean is a good approximation for the decay origin if P is insignificantly
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different from 1. The important point is that b is an unbiased
estimate of .

Should a nonlinear form be appropriate, then under the same assumptions

we must substitute:

(rst""G) = E(rst-l +0) +rL(rBt_l 4-9)3

which may be written:

2
Tyy ™ 6 (B =1+vE%) +(§-+3«162)r3t_1 + 5YL9 rzst-l' +r\r35t-1 (9)
-Therefore we may estimate:

3

2
=3a + brst-l + cr st-1

r (10)

ot o + dr

8t

Now calculating 3,y and © from this equation runs into the problem of
overidentification - we may solve for these unknowns in more than one
way and we may expect to get different numerical values for each method
of solution. The usual method in this situation is to assume a value
for one of the structural parameters - as we are doing when we assume
the mean is the decay origin. We might regard it in the light; are

b and d good estimates of 3 and n? The answer would be that d is a
good estimate of N_and as long as © is small, b will be close but
below 3. We will deal with these matters again when we discuss the

actual estimated equations in Section 7.1.

The objection to these power function forms is their limited range.
The other family of functions that appear applicable are those based on
exponentials. They have an immediate limitation in that estimation has
to be done in term§ of the logarithmic transforms and then we are

limited to positive values of the variables. This is not insuperable



in that except for a very small number of observations:

sign (rjt) = sign (rjt-l)

and the function can be moved into the positive quadrant by multi-
plying both variables by ~l. But it is necessary to estimate the

function separately for the data above the industry mean and for the

data below the industry mean,

A possible form will be briefly discussed below although it will
ultimately be rejected due to the difficulty of estimating it. The

function:

brjt

Tygy + @ =98 (11)
has the correct characteristic¢s, taking logarithms;
r, = l-log(r +a)=- liog a (12)
it b jE=1 b
dr % - 1

drjt-l b(rjt_l +a)

This is greater than zero for a, b >0 as rjt-l>C) o It will reach a

. is at a minimum. This is »
jt-1

slope is 1/ab. This is less than 1 if ab > 1.

maximum value when r ',O when the

jt-1

Taking the second derivative:

2

d r’t - - 1 -
2
artyy b(rjt-l +a)

which is negative given fhe prior restriction upon b.

Finally, it goes through the origin in the form given in (11). 1If

the constant term does not equal the coefficient of the exponential

132
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term then this is not so. It is exactly this term which ca.us.es the
estimation problems - if it is assumed that the line does go through
the origin, then an iterative me'thod3 suggests itself. Otherwise the
problem looks intractible. But even in the simple case an iterative
method is not a realistic proposition when a separate function for each

industry h_a,s to be estimated. The third form to be considered is:

g

Tit = % Fie-1

This assumes that the mean is the correct decay origin but otherwise

the function is quite convenient. The first derivative:

R -1

dr

drdt = xf3 rjt-l
Jt=1 :

is greater than zero for r > 0 if x and R have the same sign.

jt=1

But we require that the sign of r,, equal the sign of r -1’ therefore

jt it

o >0 and so therefore [3> 0.

The restrictions upon the coefficients can more efficiently be dealt

with once the second derivative has been examined:

d2r p=2
.__.1_2 t = “ﬁ([g'l)rdt

drye1

which is only negative as required if [3< 1, given that we require the

product «f to be positive in order that the first derivative be positive,

Returning now to the slope, we require:
_ 81
Mgrjt-l <1

1 .
3) A first pass on r,, = % log (1:"].1;_:L +1) - T log a gives a value

it

1 A A
of a, say a, which can be substituted in: Tt b log (arjt-l +3) =

This equation can be estimated and the cycle repeated.

b

-lloga
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Now as R< 1, the left-hand expression tends to irifinity as r

jt-1
tends to zero. Therefore there must be some value r of rjt 1 below
which the slope exceeds one. This is given by:
-
1-
(xp)=P

It is desirable that this be as small as possible in order that the

range of r Jt-1 for which the first derivative condition is violated be

as small as possible.
The estimation of this form is done by a logarithmic transformation:
log Ty " log x + 3 log Ty (13)

There is not an ideal function and, having rejected the exponential
because of the difficulty of estimating it, we are left with the power
functions or the log linear function. We may summarise the power

functions into three forms:

(a) linear r, =a+br

st st=1
where b is an estimate of B and a of © (R -1). The only
restriction is 0 <3< 1.

(v) cubic without squared form - in future referred to as linear-cubic

3
Tgt™ PTgo) ~ gt

where b is an estimate of 3 and d of . The restrictions
. . 2 _ .
are that 0 < {3< l, < O and r st~l< ﬁ/%rt’l‘his form assumes
that the mean is the decay origin.
2 3
st=1 ¥ OF g1t Fgpa
where a is an estimate of Q(ﬁ-l*vh92), b of([SJr?nL@z), ¢ of

(c) cubic r,, =& +br

310 and d of v . The constraints upon B, are as in the
preceding form, There is a similar restriction upon the range

.of rs $-1°
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The log-linear form is:

(d)‘ ‘logr, =loga +Db log Toio1 |

where a and b are estimates of o and [3 respectively. The
. A

constraints are that & >0, 0 < R< 1 and (xB}'" R should

"be close to zero, This form assumes that the mean is the

" decay origin.
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Section 6.2 Estinatidn of the Decay Function

We now have four possible forms of the decay function and some expect-
ations about the values their coefficients should take. Estimation of
these functions is a little out of the ordinary because of the amount

of knowledge we have about the process. This information comes from

the examination of the transition matrices in Chapter 5. If we had
estimated the decay function from the raw data we can see that the
equation would have heteroscedastic énd-nonnormal errors. This is
apparent because we may regard the conditional distribution of T, given
rt_1 as the conditional distribution of the error term in the decay
function given r,_, — once the mean is set to zero. We therefore discover
that the variance of this conditional distribution varies with the value

of the independent variable and that this distribution appears negatively

skewed and leptokurtic.

Neither problem is very serious for ordinary least squares regression (OLS)
but they are nontheless undesirable. Their consequences ére heterosced-
asticity ~ the OLS estimator is not the minimum variance estimator but

is unbiased. Nonnormally distributed errors mean thatAthe OLS estimators
are not maximum likelihood estimators and that small sample tests of
significance are not exact: but t and F tests are robust as long as

the distribution is unimodal and not seriously assymetrical. As was
pointed out at the end of Section 3.3, the method of handling the data
results in errors whose distribution is closer to the normal than would

be the case of a straightforward regression on the raw data.

The problem of heterosdedasticity, on the other hand, does demand more

attention. Its consideration requires clarification of the nature of the



equation that we are attempting to estimate. In Section 2.6 the model

for an individual firm at time t is given:

T f(rjt-l) Uy - : ()

where the effect of the transfer of resources is represented by the
first term on the right hand side, and random factors both internal and
external by the second. Fcr simplicity we will use the linear form and

write:

Ty " E’rjt-l +ugy - (2)

We will assume:

E(uth,) =0
and E(rjt-l Uy ) =0 B
Now we may assume that ujt . is homoscedastic or that its variance is

dependent upon r - the heteroscedastic assumption.

jt-1
The estimation process uses groups of observations, so summing over a
set of firms S = -{j{a STy g < b}, (2) becomes:

E it e ¥ (p’rjt_l + ) (3)

Jes Jes

Dividing through by N(S) - the number .of members of the set S - gives

the means of the variables over the set S ¢

rst = IB Tat-1 + Ust ’ (4)

Now what are the terms of thié‘equation?' We have a fixed known set

of , a subset of the set of rates of return of all firms in the

Tt
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industry at time t-1., Now with each firm's rate of return (rjt—l)

at a particular time there will be associated a random drawing from the
populaPion of errors. Therefore Ect will be the mean of a random
sample and therefore a stochastic variable. As the population mean is

- zero and it is distributed independently of rjt

) = 0 for all sets S. The regression of ;"t on ;~t—l

term Est is well 'beha'fvedl‘l by our previous assumptions except for its

-1 it follows that

E(ﬁ with error

st
possible heteroscedasticity and serial correlation. The latter we will
assume only arises through a misspecification of the resource transfer

expression, and so we may assume for the present exercise that the linear

form is appropriate and therefore that E(urt ust) = 0 s #r.

We must therefore consider the variance of the error term. If we take

the variances of equation (2) we get:

Vars(rjt) = 82 Vars(rgg;l ) (5)

where Vars(rjt) indicates the variance of the rates of return at time t

) + Varskujt
for those firms in set S at time t-1. The,assumpﬁion of independent
errors means that there is no covariance term. Wé have observed in
Section 5.4 that:

Vars(r. ) = f(r ) + e, with £' > 0 (6)

jt) st-1 st

€t has mean zero and is distributed independently of ;st—l'

In the Appendix to Ch. V
, = (7 with g' >0 (1)
Var (ry 1) glr, ;) g
This is a nonstochastic equation describing the behaviour of the
variance of rjt—l within the groups used in classifying the data. The

- . » -

L) Note that we are not faced with the problem of lagged dependen?
variables as we are looking at a cress-section in one time period.



way in which this variance is related to r is purely a consequence

st-1
of the grouping procedure.
Equation (7) may be substituted into (5):
t _ 5 _ .
Vars(rjt) = B8 g(rst—l) + Vars(ujt) (8)

_ Now whether or not equation (4) has heteroscedastic erros depends

) is or is not a function of r If

th A . .
u?on whether ars(u ato1

Jt

Vdrs(ujt) is not dependent upon r then the only cause of covariation

st-~1"

between Vars(rjt) and r is the grouping procedure that underlies (7).

st-1

So heteroscedastic errors in (4) involve some systematic variation of

Vars(rjt) with r_, .

. 2 -
that is not covered by 8 g(rst_l).

As estimates of (6) using a linear functional form show no evidence of
misspecification, 1t may be presumed that that function represents

all the relationship between r and Vars(r ). In other words, the

st-1 Jjt
2 - .
) and B g(rst ). This

. y be consi ing f(r :
Vars(th) may be considered by comparing (rst_l -

is made clear if (6) is substituted into (8):

. 2 —
. = — +
Vars(uat) flr ;) -~ 8 glr 1)+ ey (9)
Both f and g are increacing functions of ;ft~l' It is argued in
Section 5.4 that if Vars(ujt) does vary with ;ct—l° it also will be an

increasing function.

Therefore taking the derivative of (9) with respect to ;st—l will give us

an expression which, if zero, will indicate that Vavn(uit) ig not dependent

? [8

upon r and equation (4) has homoscedastic errors.  So we must

st—1
consider the nature of
£ ngr {(10)

The function f and the coefficient f have beon estimsted.  The functlion
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g has not been estimated or specified theoretically. As f is linear,
any nonlinearity in g will lead to (10) being non zero and the errors

heteroscedastic. It is apparent from the reasoning in the Appendix

t

to Ch. V that g is nearly certainly nonlinear; on the other hand it
. is not clear whether the coefficients of any nonlinear terms are large

enough to cause serious concern in this context.

-

We will have a good indication that (10) is positive, if it takes that
sign when the slope coefficient of linear approximation to g is inserted.
This conclusion can be drawn because g is convex downwards and any linear
approximation will overestimate the coefficient ¢f the linear term in a

polynomial expression for g.

This rough estimate can be gained by graphing a2/3 against ;st—l’ and
fitting a line to those points.__ As the full expression of the variance
is not a2/3 but a2/3 - (d—c)zah/9, the graph exaggerates the variances and

therefore exaggerates the slope of the function.

This exercise has been carried out on Industry 5 which has not untypical
values for the estimated coefficients of f or for B. The value of g'

found is 0.0;O in the positive and 0.015 in the negative range. The

slope coefficienté of £ are 0.270 and 0.180 and the estimated values of

B are 0.871 and 0.T43 respectivély. .It is ‘evident that (10) is positive.
Inspectién of the other industries doés not suggest that aﬁy other conclusion

will apply there. So we find that Vars(u. ) seems to depend positively

Jt

upon r and consequently equation (4) has heteroscedastic errors.

st—-1

.

The estimation method appropriate to an equation with heteroscedastic errors

is weighted least squares (WLS), which is a particular case of generalized
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least squares. Let the variance-covariance matrix be:

- 2 . Coe
E(ust- st ) = ¢ Vo © ?
C Y .
. . 0
- . .. 0 Vnn/

‘ then the weights to be applied to the regression are given by the matrix:

g 9 - O \
.M = S ‘Aﬁgz :
Q
| G 0 vm,/
Instead of the regression:
Y = XB + u
WLS uses MY = MX8 + Mu
and Var (8) = o°(X'M'ux) ™

This method gives minimum variance estimators.

But we are faced with inadequate knowledge of the variance-covariance

matrix, so let us consider the effect of applying incorrect weights:

- [ . .
N T 0
‘/’:.——.o-/
O deava \
‘ O
Y
O ' © /jenvnn
v/ o . e
/ A2, v CA M
= O /,\21 _ ‘
o @)
l)
\ 0 AN C /Sgu
= TRM

5) Johnston J, "Econometric Methods", McGraw Hill 1963, p 207 et seq.
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Using these weights gives an equation.
RMY = RMXB8 + RMu
and E(u'M'R'EMu) will not have the form UZI, in other words there will

still be heteroscedasticity. In the simple case where Py =Py ee =0
n

then E(u'M'R'RMu) = pQE(u'MMu) = 92021
and Var (B) = pgdz(X'M'pZND()_l
= oQ(X'M'MX)'l

Thus a constant proportional error is of no concern. But generally
whether it is preferable to use WLS with inexact weights or OLS will

depend upon the particular R matrix.

In the present case, the choice is between OLS or WLS using the

Vars(rjt) as approximate values (or some adjustment of them). Our main
concern is with the values of the estimated coefficients, and therefore
the unbiasedness of the OLS estimators makes the choice less crucial. It
is also made more difficult as the standard formula for calculating

the standard error of estimate is biased downwards when OLS is used in

-

the presence of heteroscedastic érrors.b

WLS was tried for Industry l6lusing the reciprocals of the standard
deviations of the‘éonditional distributions as weights. There was
little consistent pattern to the differences in standard errors produced
by this procedure and by OLS. The differences were also very small,
none exceeding 10% and most being less than 5%. Therefore with the
weights émpléyed WLS does not seem to offer any marked improvement in
efficiency. It does, on the other hand, take us into an area of some
difficulty — the effects of uéing weights that probably overestimate the
amount of variation in the error variance. We could have regarded this
as less serious if the standard errofs of estimate were consistently

improved when we used WLS, but this not being sc, OLS will be used. Ve

B
-y

6)  Theil U, "Principles of Economctries', North Holland 1971, p 23
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nust therefore keep in mind their inefficiency.

A problem of estimation that arises in using the linear—cubic and cubic
power functions is multicollinearitys There is very high correlation
between rst 1 and r st-1 OVer the whole range of data, both negative and
| - - .
e s 2 3 .
p?51t1ve, and between rst—l’ r st-1 and r ct-1 for data all of one sign.
! ..
We must therefore expect high standard errors for the coefficients for

this reason as well as because of the heteroscedasticity previously

discussed.

i
‘
|
!
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Section 6.2 : The Panling of the Data

In Section 5.1 the transition matrices are introduced as calculated
on 12 years data of profitabilily. The decay functions are then '
estimated upon statistics calculated from these matrices. These
functions and the derived statistics developed in Chapter VIII
therefore bear something of the characters of 12 year averages. The
question\arises of whether much interesting and relevant variation

is being lost by pooling such a long run of data. A complete answer
can only be provided by attempting to investigate year—to-year
variations in the decay function, a study that demands a separate and
major exercise. A partial answer may be provided by three routes:
firstly, are there any economic arguments that might suggest that the
decay of profitability is quite stable. Secondly. is there any
available statistical evidence giread§4§roduced in this study that
might suggest the answer to this problem. Thirdly, what relation

will our observed functions have to the arnual functions if these

latter do vary from year to year.

With respect to the first: it has been argued (in Chapter I especially)
that the decay of profitability measures an aspect of industry
performance. In the short run, we expect the chain of causation to

run from structure to performance and this linkage has been discussed

in Chapter 2. Whilst it would not be sensible to argue that only

changes iﬁ sffucturé vary performance, it would not be excessive to take
the view that only structural changes would bring about persistent changes
in performance. bf course, gﬂanges in ghé general operating environment
of all companies as well as those particular to the industry must be taken

into account in this. Over any time period, trade cycle changes will occur

and affect profitability and there will also be changes in legal and
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tax positions of companjes.  But note ti
varying the dispersion of profitability or nkan profitability may

be disregarded. Also profitability is calculated gross of tax and
therefore straightforward changes in tax rates should have little
effect. Further the one radical change in company taxation since the
war - corporation tax.— occurs outside our period. Therefore it

seems safe to conclude thét changes in the general operating
environment do not have a major impact on the decay of profitability.
In addition, the use to which we put the rates of decay is one based
upon inter—industry relativities,vso common effects upon all industries

do not in practice cause difficulties.

7

The structure of an industry is a stable paraﬁeter. Indeed Adelman
was led to the use of the phrase "glacial drift' to suggest the slowness

of the change in the concentration of U.S. manufacturing industry.
A'quantitativp estimate may be obtained for our period from

Shepherd's work.8 He found T3 industriesﬂthat could be compared

between 1751 and 1958 Censures of Production.  Of these T3, 61 showed a change
in concentration of less than 10 percentage points and L2 of less than

5 points. Nearly 90% of the changes in concentration were increases.

There is also evidence to suggest that relative concentration is stable over
time, So in so far as the structure to performance relaticn predominates

it is not to be expected that performance characteristics were at all -

volatile during our period.

T) M. A. Adelman 'The Measurement of Industrial Concentration' Review of
Economics and Statistics Vol. 33 pp 269-296

8) W.G. Shepherd 'Changes in British Industrial Concentratlon' Oxford
Fconomic Papers Vol. 18 1966 pp 126-132
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With respect to the second gquestion, the results of Section L.5 may

be helpful. In that section, the énnual distributions for each industry
of the rates of returﬁ of firms were presented and considered. The
conclusions were: mean rates of return showed gentle downwards trénd
movements. The annual variances showed marked stability. The skewness
seemed to change its predominant direction during the period. The
kurtosis was uniformly leptokurtic. It 1s first necessary to emphasize
that changes in annual distributions may be brought about by the continuing
effect of a stable Markov process. On the other hand apparent stability
of annual distributions does not inevitably lead to the conclusion that
\a stable: process 1s operatlng, though it must raise the probability
'that such 1s the case. This is the basis on which we may conclude

from Section 4.5 that pooling the data for the period probably does not

involve conflating markedly differing processes.

Our first two approaches have provided some degree of cqnfidence Lhat
the rate of decay of profitability did not ‘vary gréatly during the
period for which the data is pooled. Buﬁ we cannot eliminate the
possibiiity that there are some variationms. Therefore we must consider
the third approach to the problem.9 This is to ask how we may, if we so
wish, interpret the coefficients of the decay functions estimated upon
_pooled data in terms of their annual equivalents.  The ideél situation
would be if the pooled coefficients are arithmetic means of the annual
coefficients., We will iﬁ fact find this to be so for the linear form

coefficients but not for the cubed term coefficients.

9) Justlnynv the pooling because of the completeness of the model would
in some circumstances ~ but not these ~ be possible, If all these
factors that influence the dependent variable are included in the
model, then pooling would be appropriate because the model would apply
to all time periods and all groups of data.
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If we first investigate the linear decay function, the assﬁmption‘is
that the mean of the row distribution of the transition matrix is a
linear function of the prior mean. Should the slope of this function
vary from year to year, we must write the relationshib for a particular
firm J at time t:

Ve = F’\:\i)\:-\ T U

The linearity assumption implies that Bt is uncorrelated with rjt—l

\

Each year's set of rates of return is separately expressed in standard
deviation units from the mean. Therefore unless the form of the
distribution (skewness or kurtosis, not variance) varies systematically
over the estimation period, we may expect that each of the classes into
which the pooled data is grouped will have equal representation from each
year. The change from positive to negati&e skewness that is suggested
by the data of Section 4.5 would lead to a slight over-representation

of observations from early years in the negative (below average) range

and of later years' observations'in the pogitive (above average) range.

The data is averaged over each class. Therefore for the class

S=1{j | acx Tig1 © b} with N(S) members, sumnming over tie individual

decay relations:
\ SRS B o)
Y s LT Bt = Twe @
N(S) &% d N(S) jes wde N () §&s
Using the ‘notation ¥ as the mean over the set S of final rates of return
. , ]
and similarly for the other terms, we may write (1) as
r = B .r + 1 A (2)
¥s Bs rs,~l s g . - '
The question we wish to consider is the relation between Es and the annual

Bt values. Assuming that each class S has no disproportionate
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representation of oﬁservations from any one year, and further that
the expected representation is of equal numberslo from each year,
we may demonstrate, by using the zero correlation between Bt and
rjt—l’ that Es must have an‘expected value equal to the arithmetic
mean of the Bt's.ll

With ;s and ;s,—l calculated for each class, a regression line is

fitted to the resultant data. The estimated slope coefficient

L TN

LT

(the summation being over all the sets S).

w7
1

This formulation follows because both ;s and ;S -1 have zero means.
2

Substituting from (2)
. = =2 N ho
o Z( BS \PS -1 - \K’S‘YS"‘x

e - '
e

Assuming independent errors 1i.e. E~k$lGG'F5rA =0

lr)

T e T
Given the nature of BS previously established, the squared deviations

(;s _12) will induce no particular and persistant direction of bias to
3 .

E(B). Therefore we may regard the calculated value B as an unbiased

1]
estimate of the arithmetic mean of the Bt 5

A similar argument may be developed for the nonlinear function with the
same conelusion for the coefficient of the linear term. But there is,

on the other hand, demonstrable bias in the coefficient of the cubed term.

10) This is a simplification as the number of observations varies
somewhat between years.

[P—

11) _QWU V) =0

\. @ Vvhere E is the arithmetic mean of the Bt's
- ‘-"..|'-"’ - .
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Equivalent to (2) above we get

?b ) ‘—35“_’5’-‘ N J\;SY\&Y\)SE-\ T Ws
Es has the same property as in the linear form. If we assume
independence between N and r?t—l ve may write the cubic term as the
product of the arithmetic mean of the nt‘s over the set S and the
arithmetic mean of the r?t—l over the same set. Again there being no
reason to expect anything other than equal representation of all years
in each glass, the expected value of the arithmetic mean of the

n,'s over the set S is the arithmetic mean of the n,'s over the whole
t

t
period-of 12 years.12 Therefore we may write the cubic term:
! 3
p——— A _
N(S) \)Z's et

But the form of the cubed variable used in the regression differs from

this. It is:

( N(s) 2:‘0t‘)

i.e. instead of using the mean of the cubed values, the cube of the
mean value has been employed. Thelrelationship between these two .
quantities may be investigating by expanding the discrete expression

. . . 1 .
for the third central moment of a distribution. 3 We find that
- v - <' - -¥ A
N(s) j% Taeny (N(S) JZQ tA ‘) N(g) >J fie 36? ‘\»(S)i‘ Je-t

where 02 is the variance of rjt-l taken over the set 5.

Let this be abbreviated to: _
n{' = )‘LS —— 361 {;s)_\
where % is the discrepancy between the two measures with which we are

concerned.

12) Again making the simplification that there are equal numbers of
observations in each year.

13) I am indebted to Robin Ruffell for suggesting this approach.
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2.._
+ 2
u3 30 rs,—l

Yor all classes excepting that overlapping the mean, all the r.,
G—

0 accordirng as

Allv

Now % 0

Al

1

in any one class have the same sign.

Case (1) ;st—l > 0, then My > O1h and therefore % > 0

Case (ii) ;st~l < 0, then My < Olh and therefore & < O

As the sign of the cube of the mean and the mean of the cubes will be

-

the same (on our previous reasoning), these two cases may be summarised

as: the absolute value of the mean of cubes always exceeds the absolute

\

value of the cube of the means.

This result is only sufficient to indicate a possible direction of bias

in the intercept on the ;st axis. To establish anything about the bias

of n demands evidence about the way the discrepancy varies with ;st—l'

But we know that % depends upon r and takes the same sign as r

st-1 st-1°

Therefore, unless the other elements in the expression (u3 and 02)

counteract this, we do find that |Z| varies positively with ‘;st~l"

.. . .1 ~ .
In fact 02 strengthens this inter-relationship. > It was observed in

-«

Section 5.2 that the skewness does not seem to vary with [gt—l‘; As

. 2 2 . .
skewness was measured as u32/u23 and o = ”2 - (ul) , 1t seems likely

that u3 also contributes to the strength of the relationship.

So the variable actually used shows an increasing discrepancy from the

-
correct variable as ]r | increases. Therefore we must expect an

st-1
upward bias in the coefficient of the cubed term. That 1s, upward bias

if we wish to interpret it in terms of its annual equivalents.

The conelusions of this section are, firstly that pooling does not appear
to involve lumping very disparabte processes together. Secondly that the

estimated coefficients mav be interpreted as the arithmetic means of theilr

1h) See Appendix Lo Chapter V.

15) See Section 5.k4.
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amnual equivalents.  The exception to this second result is as-a

consequence of the form of variable used and not of the pooling.
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CHAPTER VII

THE ESTIMATED EQUATIONS

This chapter has two functions: firstly, in Sectioh 7+1 there is a
brief report of the results of estimating the various equation forms
both on industry ahd subgroup data. The full results are in Appendix D.
Secondly,.in Section 7.2, an attempt is made to decide upon the best
equation for each industry and subgroup; In this section, the principles
employed are set out, a few examples of their application described and
the selectiqns tabulated. In each of these sections the industry cases

are dealt with before the subgroups. Section 7.3 summarizes the chapter,
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Section 7.1 : The Witted Equations

Bafore reporting the résults of the estimation, mention mus£ first be
made of a data problem. It will be recalled that observations invdliing
rates of return of over three standard deviatioms from the mean have been
rejected. Inspection reveals that a firm which earns such a rate of
féturn in one year will usually have a rate of return in the prededing
year that falls in the extreme class of the acceptable range. Therefore
when we look at the average rate of return in year t of firms that |
occupied an extreme class in year t-1 we have a biased statistic that
iﬁdicates very rapid decay of profitability. This is because a number of
the adverse moves have been rejected‘from the sample‘.1 For this reason
the extreme classes at each end of the range have heen rejected. If
there is no bias in the extreme class, its omission should have no
gsystematic effect upon the estimated equations. But as the nonlinearity,
if any, will be mainly detectable well away from the mean, there is a'
strony possibility that dropping these observations lowers the amount of
nonlinearity found. On the other hand, of course, the likely bias in

those data points may induce a spurious nonlinearity.

T.1(a) : Industries

The four functional forms have beén estimated for each industry. This

has been done first for the data relating to above average profitability,
then for that relating to below average profitability and then to the

full body of data for that industry. These three sets of data are

referred to as the "positive range", the "negative range" and the "full
range", The forms estimated differ in only one respect from those sum-
marised at the end of Section 6.1: the linear-cubic is used with a2 constant

term. This is done so that the usual measures of goodness-of-fit such

1) Tt may be argued that the unavoidable omission of the death of firms
will also lead to a bias in the lowest class.
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as R2 and Durbin-Watson statistic can be used. If the constant is

found to be significant then the equation form is inappropriate.

2
Although R~ measured on these equations is not a measure of the relation-
ship between the rate of return at time t and at time t-1 for a set of

ton

the prior mean Tat-1 for the set of conditional distributions, It is

firms, it is a measure of the goodness-of-fit of the final mean Ty

therefore one standard to employ in judging between the functions proposed.
The corrected R2 is nearly always above 0.9 for thellinear form and this
in a majority of cases is bettered when we move to the linear cubic form.
The addition of a squared term only makes a worthwhile contribution in a
handful of cases. The log-linear is less good than'any of the power
functions on this criterion although it still attains quite respectable

levels,

Thé.second indicator of the goodness—of—fit is the Durbin-Watson statistic.
This measure of serial correlation.may be regarded as an indicator of

how satisfactory the functional form is in cross-section analysis such as
this. For example, Diagram 7.1 illustrates the fitting of a straight

line‘tb data displaying the form of non-linearity we expect.

Diagram 2.1

- Yo

ey




The relationship between successive residuals is immediately obvious,
Seven linear equations have some evidencé (i.e. the Durbin-Watsonv
statistic 1ies below the unper bound d., at the 5% level of significance)
of serial correlation, the number falls in'the linear~cubic and the
cubic having just a single case. It would seem that there is little

evidence of nonlinearity provided by the conmsideration of serial correlation.2

The goodness-of-fit of the log-linear equation ié in all but a handful of
cases less godd than any of the power functioné. As it also has rather a
large number of examples where one of the coefficient requirements is
violated, this form was not developed any further. Ouf attention from

now on will be limited to the three power function forms.

Coming now to the coefficients of the equations, we find for the linear
form that every slope coefficient lies between O and 1. Thus we have
further confirmation of the general occurrence of decay of profitability.
For a majority of industries, the negative range slope is less steep

than that of the positive range - this means that profit decay is faster
below than above the mean. It is apparent from Diagfam 7.1 that any
nonlinearity in the data will lead to a spurious value for the constant
term of a linear equation fitted to that data. Therefore we must delay
consideration bf this term until appropriate equation forms for particular

ranges in industries have been selected.

Tn the linear-cubic form, there are only a few cases where the require-
‘ments of Section 6.1 are not fulfilled by the coefficients. The commonest

. deviation from those requirements is a significant constant term, and this

2) When the extreme observations were included the linear form had
some evidence of serial correlation in one third of cases.
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is commonest in the full range equations. Although the coefficient of

the cubed term is only significant (at the 5% level) in about one fiftﬁ

of cases (of which only one occurs in the positive range), it is negative

in 39 out of 51 equations, Thére are only two cases, béth in the negative
range, where the coefficient of the first degree term is greater than 1.

-In summary, the linear-cubic has acceptable coefficients but the nonlinearity
in the data is insufficient in most cases to justify a nonlinear form. In
so far as differences between the ranges are'detectable, the positive‘range

shows less nonlinearity than the other ranges.3

When we come to the cubic we find that multicollinearity has become quite
a problem for the positive and negative range equations and the pattern

of significance and size of coefficients is very confusing. _Discussion of
this will be left to the section on selecting appropriate forms for the
various ranges and industries. The full range case is rather different as
there is much less inter-correlation between the independent variables.,

. 2 .
varies above and below zero, r is not

This is because when r gt-1

st-1
3

st-1 °T T gt-1°

takes only one sign and all three terms are highly correlated. Therefore

correlated with r In the separate range equations, Toil
it is only in the full range that the cubic seems appropriate. As it
appears that the decay process is different above and below the mean (see
Section 8.4), it is also to be expected that in some cases a cubic form
will be needed to describe the decay process over the full range where

there is in fact no error in using the mean as the decay origin.

7.1(b) : Subgroups

Only two functional forms have been applied to the industry subgroup data:

the linear and the linear-cubic, each with a constant term. Fxperience

3) An effect that is stronger if the extreme classes are not rejected.
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of the industry data suggested that the log-linear forﬁ was not worth
pursuing, while the degrees of freedom problem meant that the cubic form
would be inappropriate for a considerable number of subgroups. For
fifteen industry subgroups, 3 equations have been estimated: one each
for the positive, negative and full ranges. For the other 26 subgroups
only a fuil range equation has been estimated as there are insufficient

data to allow the separate treatment of above and below average values,

As for the indqstries, the goodness~of-fit is high. There is very little
evidence of serial correlation. Generally the coefficients satisfy the
reqpirements although there are a few cases where.the slope coefficient
of the linear form is greater but not'sighificantly greater than one,

The cubed term of the liﬁear—cuﬁic is only significant in a minofity of

cases.



15%

Section 7.2 : Choice of Appropriate Bgquation

Industries

In attempting to select a single equation form for each range of each
industry, there are two aims in view. Firstly to find the form that
best characterises the decay process in that case and thereby conclude
somethiné about the decay process. Secondly, at a later stage, we will

be calculating summary measures of the rate of decay in each case and for

this we need, where possible, a single beat form of function.

Choice of equation must take into account both the statistical aspects
of the equations and the suitability of their parameter values. This

has been done in two steps. First an equatioh was chosen on the basis

" of its goodness-of~-fit and parameter significance, then with this initial
allocation a few cases were reconsidered because of inconvenient éara-

meter values. Final choices are shown in Table 7.1,

Ignoring temporarily the difficulties of deciding upon parameter signifi-
cance, we might set up a selection scheme based on the cubic form. To

~ ghow this, equation 9 of Section 6.1 is reproduced:-

3
e O(R-1 @)+ (BH3nE)n, T MO T U

rst

If the cubed term is insignificant, then the coefficient of rsst-l in
the true relation may be taken as zero and therefore the true relation
must be linear and we may go straight to that form. 1If, on the other

hand, the cubed term is significantly different from zero but the

squared term is not, then this implies
WO =C¢  but n ¥ 0

We may then conclude that & = 0, that is, the mean is the decay origin

 and the correct curvilinear form is the linear cubic. If in the cubic
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both the squared and cubed terms are significantly different from zero,
.then we conclude that the relationship is nonlihéar and the decay origin
diverges significantly from the mean. The cuﬁic is therefore the approp-
riate form, If in this case the constant is insignificantly different

from zero, it merely means that (f%- 1 +v19 2) is insignificantly different
zero, If the linear form is selected and it has an insignifibant constant,
this does not necessarily show that the mean is a good choice for the
decay origin. This is because the constant? is G([S-'i) and its insigb
 nificance may be a consequehce of P being insignificantly different

from 1. On the other hand, a significant constant does necessarily

- imply a significant value for the divergence of the decay origin from

the mean, if the linear equation is the correct choice,

The multicollinearity and heteroscedasticity from which the equations
suffer both imply exaggerated standard errors and some care must therefore
be taken with the judgement of coefficient significance., Multicollin-
earity is only a problem in the cubic form where the intercorrelation

and r3

of may make them both insignificant despite there being

r2

st-1 st-1
nonlinearity in the data. The correlation between rst-l and rBSt_1 in
the linear cubic is not a problem in judging significance. This is
primariiy because the t-statistic of the linear term is always very high
and therefore there is never a problem in deciding its significance.
If, on the other hand, the cubed term is insignificant, we may take this

as an indication that its distinctive contribution is not required, i.e.

that the data are not nonlinear. To cope with the multicollinearity in

4) Section 6.1 equation 7



the cubic we can call upon the 1inear cubic as supporting evidence for
or against nonlinearity in the data, If the nonlinear terms are
insignificant in both équations, then the linear form is chosen, Anv
example of this is shown in Table 7.2 for Induétry 1 negatiﬁe range, in
order to avoid incorrect rejections due nét fo multicollinearity but to
heteroscedasticity, insignificance is only decided where the t-statistic

is well below the critical 5 per cent value.5

Acceptance of the cubic form is the easiest choicé to make, as the

iikely problems of the equations all tend towards spurious insignificance.
So if all the coefficients of the cubic are significant, no interpretation
is needed. If we permit caéas where one éoefficiept has a t-statistic
8lightly below the 5 per cent significance level, then all but two of the
cubic choices are explained. An example is shown in Table 7.2 - Industry

5 full range.

Choosing the linear-cubic is the most difficult of the three as we are
making a decision on the basis of misleading standard errors without any
other supporting evidence. The crucial indicator according to the basic
selection scheme is the significance of the squared term in the cubic,

by only allowing very low t-statistics for this term to guide rejection of
the cubic form. In practice the very few linear-cubic forms selected (5
in all) came from the problem cases: such as those whefe although the
linear form was indicated, it suffered from serial coyrelation; In this
situation the linear cubic was chosen if the t-statistic of the cubed
term was ressonably close to the critical value. In all, six cases did
not fit well with the selection scheme of which five were in the separate

ranges where multicollinearity in the cubic made ité use as a basis for

' < 2 3
5) An F-test could be applied to tBe pair of coefficients of r  and r7,

or we might use the corrected R” to guide equation choice. The

final selection would not bhe affected. Tt is helpfyl, though, t?
keep the t-statistice of the individual parameters in v%ew in this
particular exercise, as the precision of parameters is important when
we come o calculate decay measures.
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Table 7.1 : Choice of Equation Forms for Industries

1 = linear, 1l.c. = linear-cubic, o© = cubic

Industry No. Positive Range Negative Range | Full Range
1 1 1 1
4 | 1 ' | .l.c."‘f c
2 1 1 .
6 1 | lco* a
7 1 1 1
8 1 1 1
9 1 1 1
1 | 1 1 | e
12 | 1 1 » c
13 1 B | o
15 - loc.* | 1 S a
16 1% _ , l.c. ' c*
17 | 1 1 1
18 . les* .1 - e
v 1 | 1 !
20 - 1 o o

* indicates case where sélection séheme did not provide direct choice,
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the scheme awkward, The 6Acases are marked in Table 7.l. Reference to
the goodness-of-fit of the equations to aid selectioﬁ would havé led to
little if any change in the chosen forms. In nearly every caée the

change in correqted R2 from one form to anothér was extremely sﬁall.
Further the lack of serial correlation meant that this aspect of goodness-
of-fit would only have been appropriately considered in é very few cases -

it did influence the choice on three occasions.,

"he separate ranges are predominantly linear while the full range has
some nonlinearity. For the separate ranges, thé cubic makes hardly any
showing, despite the efforts made to allow for its multicollinearity.
This hints that the mean may not be ﬁnsuitable as a decay origin. In
the full range, by contrast, seven of the industries are best fitted by
the cubic. Given the difference above and below the decay origin, the
choice of the cubic for the full range cannot be-taken as evidence of
the need for the decay origin to be different from the mean., Rather it
lends support to the feeling that a single function for the full range

‘has weaknesses.

Subgroups

As only fhe linear and linear-cubic forms haye been estimated for the
subgroups, the choice is more resfricted and the selection scheme
appropriate is simpler. Because of the omission of the cubiec form we

do not have the problem of multicollinearity that made choice of the
industry equations particularly difficult. On the other hand, hetero-
scedastiéity is still'present to make coefficienf éignificance a problem.
The scheme can nonetﬁeless be expressed simply: if the coefficient of
the cubed term of the linear-cubic form ié significant then that form is
chosen, Otherwise the linear is selectedf Tn order to deal with the

likely effect of heteroscedasticity, the linear is only chosen if the
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nonlinear term of the linear-cubic has a t-statistic well below the

5 per cent critical value,

In 58 out of Tl cases, this leads to the choice of the linear form.

VMbst of the linear-cubic choices are straightforward but 5 have signifi-
cant constant terms which suggest that the cubic would have been the
appropriate equation form. There are also 5 where the coefficient of

the first degree is greater than one, and in 2 of these it is significantly
so, This implies.that close to the mean the tendency to decay of profite
.ability is outweighed by factors working to increase the dispersion of
profitability. There are also two chosen linear equations for which the
slope coefficient is greater than one (but not significantly). In the
event, there is no subgroup for which the choice between linear or linear-

cubic is ambiguous.,



Table 7.2 3 Examples of the REquation Seleection Process

Constant

2

3

Industry 1 negatiﬁe range -

linear 0.018%
(0.517)

linear-cubic -0,0182
(0.350)

cubic -0,0247
(0.292)

Industry 5 full range
linear -0,0452
(3.503)

linear-cubic =0.0422
(3.217)

cubic -0,0700
(4.652)

Tot-1 T ogt-l T gt-l
6.792
(11.716)
0,904 -0,00208
(7.172) (0.033)
0.854 =0,0843 =0,0397
(1.635) (0.099) (0.103)
0.835
(48.597)
0.865 -0,0193%
(27.930) (1.163)
0,890 0,0591 =0.0484
(30.459) (3.012)  (2.707)

0,943

0,938

0.933

0.984

0.984

0.987

‘6

12

1,518

2,374

2.369

2,049
2.098

2,570

|=

20

20

40

40

40
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Table 7.3 : Choice of Fquation for Subgroups

" Positive Range Negative Range - Full Range
Linear o 1/2 4/5 5/4 1/2  4/5 5/4 /2 1/3 4N

/1 9/1 13/1 7/ 9/1 111 4/2  4/4 5N
15/1 18/2 19/3  13/1 15/1 15/3 5/4  6/4 1/1
20/3 21/2 18/1 18/2 18/3 7/2 8/1 9/1
19/3 21/2 11/1 11/2 12/2

12/4 12/6 15/1

15/2 16/1 16/2

16/3 16/4 17/1

18/1 19/1 19/2

20/2 20/3 21/2

21/3 21/4 21/5

21/6
Linear~Cubic 11/1 15/3’ 20/3 4/5 13/1 15/3

18/1 18/3 - 16/5 18/2 18/3
o 19/3
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Section 7.3 : Summagx

The results of this examination of the estimated equations support the -
concept of decay of profitability. The basic evidence for this comes |
from the linear form - in every case at the industry level and nearly"
eVery one at the subgroup level, the slope coefficient is less than one.
This means that the éxpected value of the rate of return at time t is
closer to the decay origin than at time (t-1). When we look at curvi-
linear forms we find a small.number where this decay does not appeér to
operate in the immediate vicinity of the mean, but it.is only a sure
result in a few instances. Therefore it may be taken that decay of

profitability occurs.

'In the majorit& of cases, the linear form proves sufficient although
there are 7 full range industry cases where the cubic is needed. The
subgroup'full range results show much less need for nonlinear decay

functions than this, Overall violations of the requirements for the

coefficients were rare and the goodness-of-fit very high,
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CHAPTER VIII

THE DECAY OF PROFITABRTLITY = TTS MEASUREMENT

In this chapter the decay functions of the previous chapter are put

to use. Section 8.1 is concerned Qith developing A summary statistic

of the rate of decay of profit#bility implicit in a deéay function,

Then in Section 8,2 the measure is calculated, the values given and

their precision evaluated. Section 8.3 considers whether the différences
in rates of decay between industries are statistically sienificant,
Section 8.4 looks at differences between the ranges, TFinally, Section 8,5
looks at the results for specific industries and sppgroups and introduces

2

an interpretation of the rate of decay in terms of a years-—equivalent.
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Jection Y.l : Measures of fthe Necav ot Protitani Lity

In this section, the aim is to derive from the decay function a
statistic summarising the rate of decay of profitability for an industry
range. For this purpose we will first presume that we have a decay

function:
vy o= f(rg)

and the rates of return are measured as deviations from the decay origin,.

The rate of decay of vrofitability may be defined as the ratio of the

rate of return at time t to the rate of return at time t-l. An alternative
would be the first derivative of the decay function, but it is the ratio
that will be used. This choice is motivated by interest ih comparing
annual levels, that is, in the proportionate decay in the rate of return
from one year to another towards the decay origin. The rate of decay

(that we will denote by D) is therefore:

D = %

o, |

and, given our decay function, by

D = f£(r;_,)
T

t-1
Substituting specific functional forms for f(rt-l) will give various
measures of D. Still taking the rates of return as measured from the
decay origin gives two measures:

1D = P
from thé linecar form and:

led = ﬁ 441r2t_1

from the linear-cubic form.
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The lcD measure presents a problem in that it is dependent upon the
“value of Tiol chosen. It is quite conceivable that for one such value
industry A has a higher rate of decay than industry B, while another

value reverses such an ordering. This is illustrated in Diagram 8.1.

f!: .
7
.l/"

o]

: : ad
decay measure at a for industry A = Oa
on ] n g " n B = %g.

" " n p oM " A = .3.%
" nooom b " " B = %

There is clearly some interest in its value at particular values of

rt 1 but it is élso desirable to have a measure not mo dependent for

industries with nonlinear decay functions. Such a measure would be an
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average of the point measure over some rance of'rt 1° Tis 1a provided
by the integral: '
! j((t | .
v,
(l’ - a) Ye-n B
which averages over the range:
a € v £b

We may now redefine the linear-cubic measure:

s
@ - (et o

= [5 4 «SV\_(b + ok 4+ Q)
This forrlation permits the direct comparison of nrofit decay in the

positivn'and negative rancges as the 1imits of integration all appear as
‘mecond degree terms., Tf the limits of inteeration are:
O<¢ v, &R
where R is the extreme permitted value, then the vositive vatue is:
¥ 2
ed = B+ £wKR
If the limits ave:
"R& V’t_‘SC)
then the negativn range value is:
ey = ?>“'LVU\
although ﬁq_will take dAifferent values from fhonn for the nositive range.,

'Tf the limits are:
SR S &R
then the fnll range value is:
ted = Pt R
again B,VL taking differant values,

This definition in terms of the intesral can he used in the line2r ease

also, Tts value will always bhe ﬁ whatever the limits QF the integral,
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In practice all the equation forms have constant terms and both the.
linear and the cubic imply (or may imply) that the mean is not the
'decay origin. So we must use the coefficients of these forms to deri&e
the coefficients of the true relationship. For the linear this cauées
no pfoblems, the slope‘coefficient being an unbiased estimate of the
slope of the true relation., This coefficient is”fherefore the value of
1D, The cubic is more difficult and using it returns us to the problem
of overidentification previously mentioned, It will be recslled that
the cubic form is postulated to occur where the true relation is.lineér-
oubic but the decay origin is not the mean, So we wish to obtain froﬁ-
the cubic estimates of the coefficients of the true linear ecubic. The
cubed term poses no problems in thatvthe coefficient in the cmbic is an
unbiagsed estimate of the corresponding coefficient in the true linear-
cubic, But given the overidentification, the strnctural coefficients
méy be calculated in more than oneAway and thus produce more than one
‘set of values., The imprecision of the coefficienta of the nonlinear
terms in the separate range equations suggests that ény involved sequence
of caleculation is going to produce estimates with a very low level of
precigion, Therefore no attempt is made to deal with the problem by
such means, Rather the coefficient of the linear tewm is taken as a
direct estimate of the equivalent coefficient in the true Jinear-cubin
relationship. Thig estimate is biased, as the cubic coafficiant ia (in
the notation of Section 6,1) ([> iﬁqﬁf). As y| 48 of the order 0.01 and
© ir nearly certainly less than 0.5, the bing is 1ikely %o be Jess
than 0,01 which is considerably less than the standard error of the

linear coefficient,



The symbols used for the various measures of profit decay will abide

by the following conventions: the prefix letter(s) will denote the
equation form used - 1 for linear, lec for linear-cubic and ¢ for cubie,
The need to distinguish between linear-cubic and cubic is not to .
distinguish the form of the measure - which is the séme - but the source
of the estimates of B and.qlused. A suvperseript +, ; or f will denote

which range is being referred to,

Choosing the limits of integration poses a problem and the solution musf
be to some extent arbitrary, 7Tt seems undesirable to employ in the
meésure any portion of the decay function beyond the extreme poinﬁs used
in estimation, That is, extrapolation is to be avoided. Having rejected
the extreme classes, the outer values actually used rérely exceed aﬁ
absolute valué of ? standard deviations. Therefore this has been chosen

as the limit of integration and its justification is purely empirical.

With this value of R we have:

LD = P+ LEsIv

as the decay measure for each range,
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Section 8.2 : The Tecay Measures - Selection and Standard Errors

In this section a set of decay measures is'broduéed for each range and
for each industry and subgroup. The definition of the measure of

decay was formulated in the preceding section. We wish to find a single
measure for each industry-range and it is to tﬁis end that we attempted
to choose the best equation for each., Tnevitably there were a number of
cases where such a choice was difficult. Therefore one of our concerns
in this section is to ask whether, in.these cases, equation choice is
critical, The second question that will be considered isvthe reliability

of these measures,

The first task then is to examine in general how sensitive the choice

of equation is for the decay measure and in particular whether the .
choice is crucial for those industries and subgroups which do not allow
an unambiguous selection. The main tool to be employed in this is
Spearman's rank correlation coefficient. ‘The choice of this particular
statistic is primarily motivated by the recognition that we cannot make
judgements about the desirability of particular levels of the decay
~measure but only relative judgements: that industry A has a faster rate
of decay than industry B, Secondly, whilst we will consider the statis-
tical significance of differences in the decay measure, we are not able
to discuss the economic importance of such differences. Therefore our

prime concern will be with the ranking of rates of decay.

Tn Table 8,1 the rank correlations are reported for comparisons between

equation forms within ranges.
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Table 8.1 : Rank Correlation of Decay Measures Derived From Different
Fquation Forms : : ' - ‘ N

1D against 1cD 1D against cD  lcD against cb

Industry

positive range 0.77

negative range | 0.93

full range 0,97 o 0,96 o 0.99
Subggougg

positive range - 0,73

negativé range 0.91

full range 0,82

Because of the unreliability of the cubic form coefficients_in the
separate range cases, the measure was only calculated for this equation
form in the full range case. The values of the decay coefficients are
given in Appendix E. 1In general the rank correlations are satisfactorily
high and the lower values can be attributed to one or two pérticular
ihdustries (or subgroups) whose measures differ very markedly between one
eqﬁatioh'form‘and another. It is concluded thaf these statistics do

not point to any great sensitivity to equation form.

This is not éufficient for two reasons. TFirstly, it may be that the

cases of problematic equation selection are the ones whose ranking changes
drastically between equation forms. Secondly, we are not choosing one
form for all industries (or subgroups ) but‘rather the best form separately
for each industry (subgroup). A very high correlation between two sets

of measures may obscure very great differences between the numerical
values attached to particular individval industries or subgroups. A

new set df values taken partly from one of the original sets and partly
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from the other may hardly correlate at all with the original sets. We
could clearly check on this by looking at the means and standard
deviations of the original sets. But a simpler method is to assembie

our composite set and calculate how it correlates with the originals.

So we next compile the vector of the measures for each industry that

are derived from the‘best equations and corrélate this with the vecfdrs
-of measures relating to the original equations. These best measures will
be denoted by D with the appropriate superscript to denote the range.

The results are shown in Table 8,2.

Table 8,2 : Rank Correlation of the Best Measures with those from
Specific Fguation Forms

D against 1D D against lcD D _against cD

Tndustng

positive range 0.93 0,81

negative range . 0.99 0.94

full range 0.97 | 0.98 0.99
Subgroups

ﬁositive range 0.80 - 0.88

negative range 0,93 0.98

- full range - 0.97 | - 0.84

Tf is apparent that the best set correlates very highly with the others
and therefore in general the choice of equation form for a parficular
industry is not crucial. Nonetheless those cases where the choice is
not obvious must be examined one by one to see‘whether the choice in
these particular cases makes An importantbdifference to the ranking of
these particular industries (or subgroups) in the best set. There are

6 such cases and 4 involve a ranking change in the best set of 2 places



(o

or Jess. ‘here are fhen lett ? cases, hoth in the industry pnaitive
range, These are noted in Table 8.3 wvhere the best measures for aach
range for industries are given, The measures for snhoronuns are nresented
in Teble 8,4, Apart from these three excentions it seems safe to
conclude that the ranking of industries given by the best measures ()

is wmlikely o be serionsly affected hy 2any errors in the selection of

the best equations.

We must rext consider the calculation of the standard error of the decay

measure. In the case of a measure derived from the linear form we have:
imn = B

and therefore the standard error of 1D equals the standard error of the
slope coefficient in the linear form, Rut in the case of the linear-

cubic or cubic measure we have:

1D = eD = B + 1333w

Taking the variance of these:

Var (1eD) vor (B4 13330

E[{(p+ 1 3van) — (R + 135370V

EL(Rp-BY) + 2066 EL(B- Bl + 3 EL(v - )]

Cor () +2-6bb Cou(B,m) + 1337 Vor ()

Je Standard

error of 1aﬁ = "!Lb\(” (\53 3 2666 Cov (%'VO + 1A Lor (Vk“

This expression can be calanlatsed from the resnlts for the relevant

regression,
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The standard errors are given for each of the chosen measures in
Tables 8.3 and 8.4. Their interpretation is held over to the next

section.
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Table 8,3 : Values of D for Industries

(a) Positive Range

Ind No. lJ: o ' rank staqdard error %

‘1 0.792 1 | 0.045 ‘ 18

4 0.760 13 0.025 51

5 0.871 5 0.0% 18

6 0.710 15 0,057 1

7 0.851 7 . o0.028 28

8 0.630 17 0.124 4

9 0,706 | % 0.09 10
11 0.843 9 002 15
17 075l U 0.3 19 -
13 . 0.836 10 . 0.0% 24
15% 0.807 11 o0.062 22
16 0.872 4 0,041 29
17 0.844 8 0,102 : " 6
18% 0.865 6 0.038 el
‘19 0.874 3 0.024 28
20 0,918 1 0,068 9

21 . 0,883 2 0,028 30

* Choice of equation makes more than two places change in ranking.
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Table 8,3 : Values of D for Industries

(b) Negative Range

| Ind No. 2:, rank standard error gf%é;—g—-—g;;

1 0.901 2 0.054 16

4 0.801 9 0.033 | 49

5 0,743 | 12 0.043 - 18

6 0,755 11 ' 0.077 9

7 0.759 10 0,042 | 29
8 0.578 15 0.075 3
9 0.439 17 0.092 8
11 0,551 16 0.076 12
12 6.870 5 0.038 18
13 0.884 3 0,037 28
15 0.638 14 0.046 20
16 0.838 8 . 0,046 | 24
17 0.850 7 0.094 7
18 0,705 13 0.041 39
19 0.9 1 0.033 | E

20 0,862 6 0,041 14

21 0.875 4 0.031 39



Table 8.3 : Values of D for Industries

(¢) Full Range

Ind, No.

W © = o W A

n
12

13

15

16

17

18

19

20‘..'
S

0.863
0.830
0.825
0,745

0,803
0,642
0,677
0,761

0.851

0.907
0.737

0.797
0.855
0,813
0,897
0.847
0,881

- rank

14

1

17
16
13

15
12

10

8tandard error -

ouogs
0,012
0.017
0,028
0,015
0,039
0,041
0,030
0,016
0,016
0.021
0,019 -
0.037
0,015
- 0.011
0,022

0,012

g0

degrees of
freedom . '
%
100
36
%
59
20
27
B
53
. -45_
56
15
81
57
25
71



Table 8.4 : Values of D for Subgroups

(a) Positive Range - D'

[ o S S N T R

N

N W W W

0,798 |

0.761
0.957
0.881
0,703
1,029
0.876
0,784

0,945

0.758
0.676
0,875
0.794
1.029

1,011

standard
error -

- 0.088

0.072.

0,035

0,137

0.064

0,029

0.089

0,093

10,055

0,065

.0.074
0;117'

0.061

12

- degrees of

freedom
11

35
E
21

8
9
23
9
.
)
10
19
1§‘
K
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Table 8.4 : Values of D for Subgroups

(b) Negative Range - D~

1 2 0.916 2 d;ose 9
| 4 | 5 0.819 6 0.038 . 32
5 4 0,803 7 0.8 T
1 | 1 0709 11 0,049 3
9 1 0557 14 0% 1
1 1 0.400 - 15 0,082 8
13 1 0,866 5 0.029 23
15 1 6.638 1 0.032 T
15 3 0,799 - 8  0.108 8
18 1 0.886 3 0.070 10
18 2 0.632 13 0,078 | 9
18 3 0.712 10 0,062 21
19 3 0,881 4 0.035 - 15
20 3 0.740 9 0.087 10
21 2 0.998' 1 0,078 | 9 -



Table 8.4

: Values of D for Subgrouns

(¢) Full Range - Df

Ind No,

o I L - AT T T T e Y N

O

11
11
12
12
12
13
15
15
15

Subggoug
Noo

= W

N

N RS B W W N

0.843
0.972
0.612
0,759
0.888
0.847
0,746

0.858

0.802
o.aoé
0.737
0.6%6
0.665

0,800

© 0,907

0.940
0,794
0.807
0.901
0,760
0.850

0.816

rank

18

_ y

33

17
35
15
28
25
38
41
40

29

30

24

32
16

22

RS

standard degrees of
error freedom
0.032 22
0,065 7
0,035 15
0.044 12
0.084 ’6
0.015 68
0.059 8
0.040 16
0,029 13
0.019 46
0.042 16
0,082 8
0,052 17
0,045 20
0,063 .9.

- 0,049 11
0,057 8
0,042 14
0,012 47

- 0,029 18
0.042 12
0.051 19



(¢) W™all Range - Df (cont'd)

16
16
16
16
16
17
18
18
18
19
19
19
20
20
21
21
21
21

21

N

[o 2NN ; RN ~ RN ||

0.823
0.750
0,859

0.690 .

0.823
0,802
0.880
0.739
0.781

0,887

0.980

- 0.864

0.840
0.868
0.958
0.871
0.812
0.741

0.910

21

34

14
39
él

28

10

13
19

12

11

24
46

LBl

standard degrees of
- exrror freedom

b.oéo 11
0.055. 14
0.041 14
0.055 11
0.052 11
0.044 13

0,027 22
0,040 20
0.027 42
0.034 15
0,032 12
0.015A 32
0.048 9
0.044‘ 19
0.028 18
0.045 8
0.074 8
6.047 9
0.038 13












(%%

Section 8.3 : Significance of Tnter-Industry Differences in Necay

In this section the question to be ¢onsidered is.that of the differences
‘between industries (and subgroupa) in the rate of decay of profitabiiity.
The last section presented the results and their standard errors. To test
for the significance of the differences in rates of decay between indus-
tries poses a slight statistical—ﬁroblem: there is no reason to exPéct
that the sampling erroré of the decay measure have the sahe variance in
different industries. Therefore the most conventional tests are not
_apprbpriaté. Fortunately there is a suitable test - the Welch-Aspin
test.l This is designed: |

"for use when the precision of an estimate ...;. of a

population parameter ..... depends linearly on two population

2
variances,"

Tt has been used to test the difference within ranges.befweén each pair pf
industriés. The paftern of the fesults may be briefly summarised as
showing that the industry rsnked n is genérally not significantly different
from the industry ranked n + 1, but is signifiCantly different from .
industries ranked n + r where r > 1. TFor example, the industry ranked 6th
is not significantly different from that ranked Tth, but is significantly
different’from those ranked 8th and below, There are, of course, a few
industries whose decay measures have large atandard errors and break this
pattern, ‘fhe insignificant differences (at the 5. level) are shown in
Table 8,5. They amount to somewhaf less than 10% of all pairﬁise com=-

parisons in the negative and nositive ranges and less than 2% for the full

1) Aspin A A, "Pables for lUse in Comparisons VWhose Accuracy Tnvolves Two
Varisances Separately Fstimated", Biometrika 1949 pp 290-293

2) Aspin A A, op cit p 290
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range. The testing of significance has not been done for all the.

subgroup results but the behaviour of those tested is similar to that

found for the industries.

The results enable us to conclude that the decay rate does vary signif-
icantly between industries and therefore that it is a dimension of

industry performance by which indvstries may be distinguished.
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Table 8,5 : Differences Between Industries in their Rates of Decay

Pairs of industries for which differences are insignificant at the
5% level, o '

(a) Positive Range

Tndustry No. 1 with Indusfry No.. 5 A

4 12 |
6 o 8, 9
7 o -
6 5, 13, 18, 21
17 - | 5, 7, i1, 13, 16, 18, 19, 20, 21
v 5, 16, 20, 21 | |
21 S 5,716, 19, 20
{b): Negative Range - _
| 5 6, 1
6 7
8 11,715
12 .. 2,2
13 | 1,12, 17, 21
17 ’ 4, 12, 13, 16, 20, 21
{¢) Full Range ,
. S U &
4 o 5
6 | 15
1D e e e e 21T, 20
17 o

Sée,text‘for test of sigﬁificance»used.
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Section 8.4 : Comparison Between Ranges

The results for the positive and negative rangés differ and it is
relevent to ask whether these‘diffefances may or mﬁy not have arisen

by chance. Having considered whether D* is significantly different from
D-.for each'industry, we must turn to consider the similarity in the

ordering of industries according to the decay rates in the two ranges.

Alﬁhough there might be more justification for assumings a similar dig-

,tribution of errors in each rance for a given industry, this has not been

done and so the Welch-Aspin test has again been used. Twelve oﬁf of

the 17 industries have significantly (5% level) different decay measures
3 .

for #he pogitive and negative ranées. "1t is therefore reaébnable to
conclude that the decay rate does generally differ abové and below the
mean. Whereas 12 of the 17 industries showed D™.< D%, i.e. that profit-
ability decays faster below the mean, ohly 7 out of the 12 with signi-
ficant dif‘ferences show the same inequality. This weak support for the
thesis that D' has a tendency to exceed D~ 'is reinforced by the éuﬁgroup
figures. These show that 12 out of 15 subgroups4 for which separate
range figures have becn calculated have D;+ gsignificantly different from
D~ and 8 out of that 12 have D' greater than D~. It seems safe to

: 5
conclude that the ceneral pattern is of faster decay below the mean.

3) The five with insignificant differences are Tndustries 6, 8, 9,
17 and 21,

4) The three with insignificant differences are Tndustry 13 subgroup 1,
Industry 18 subgroup 2 and Industry 21 subgroup 3.

5) It might be argued that revaluations raise the rate of decay more
in one range than the other. Whittington op cit pp 64-65.f1nds
that in 1948-1954 "we cannot say whether revaluing companies woul@
be more or less profitable than average ..." while in }954—1960 it
appears "companies which revalued were rather more proflﬁablg than
the average." Therefore if revaluation introduces any bias it

should lower D relative to D .



Looking now at the ordering of'industries for the two‘ranges: Table 8.6.
shows the rank correlation coefficients between the different ranges.
The correlation between the positive and negative ranges is moderate at
the industry level and negligible at the subgroup level. This has
important implications for any attempt to identify factors that explain
the rate of decay of profitability. The process that brings about a
fa;t rate of decey of high profitability must differ from that which
brings low rates of return quickly back towards normal levels. This
question will be dealt with in Chapter IX where the factors affecting
the decay process receive some preliminary investigation.

Table 8.6: Rank Correlations Between Decay Measures for the
Different Ranges

D+ against D~ D against Df D against Df
Industry 0.41 0.48 0.91
Subgroup -0.02 0.32 0.83

When we move on_to consider the rank correlations bgtwegn‘the‘sepgratg
and full range measures, moderate correlation coefficients are found
between D+ and Df while the correlation between D and Df is'strong at

both levels of aggregation. It would appear that the below average
observations have more influence upon the full range equations than the
above average observations. This may wholelf or partly be explained by
the fact that the negative skewness of the distributions of rates of féfurn

leads to larger absolute deviations from the mean in the negative range classes.

6) See Section 4.5
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Section 8.5 : Niscussion: of Some Tndividnal Cages

Tn this chapter we have decided uvon a measure of decay and determined

that there are only a handful of cases where the choice of decay function
| .

is critical. With a chosen set of measures for each range we have
considered the statistical significance of differences between industries
and concluded that we can distinguish between most industries according
to their rate of decay. Pinally, in the nrevious section we found that
the positive and negative rangeé must be regarded separately, botih because

of the actual values of the decay rates and because of their ordering.

Here the ihtention is to look a little ﬁore closely at the actual

results at the industry level., The first point to be made is that we
have-no absolute standard by which to decide whether é decay rafe is too
slow or too fast. Tt is only in cases where pgreat importénce is plaoed
upon sufficient incentives to technical inno?afion that the décay rate
might be regarded as too fast., The view that will be taken here is that
industries err towards the laggardiy rate of decay. The causes of sﬁch
impeded decay were discussed in Chapter TT and will be pursued empirically

in the next chapter.

Without a standard by which to discuss rates of decay, the only basis of
evaluative judgements must be the performance of other industries in this
respect, The gquestion at its most basic must be: does this industry
have a particularly slow rate of decay by comparison with the remaining
16? The question of whether to use the mean or median as the reference
point is unimportant as their locations are close and fine distinctions
cannot bhe drawn in this context, As a starting point in 2

compariann of industries, Diagrams 8.2 %o A.4 show for the fhree

ranges the relative positions of each industry, the standard errors being
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also graphically represented. With these diagrams and the information
about significant differences provided in Table 8.6, vafious patterné

of grouping may be attempted. Unfortunately the positive aﬁd negative ‘
fangés differ sufficiently to preﬁent‘ény gimilar grouping being employed
in both. Even if a pattern of grouping is chosen arbifrarily'and imposed
upon the ranges, the dissimilarity iﬁ ordering‘is gfeat enough to mean

that there are few industries that fall in the same group in each 'range.

Therefore the method of procedure adopted is to firsf look at the few
industries that have very slow rates of decay in bofh positive and
negative ranges and then at those with very fast rates in both ranges.
Two industries only have éxtremely slow rates of decay in both ranges;
they are both in thevSerﬁice sector - Retailing (no. 19) and Miscellaneous
Services (no. 21). A third Service industry - Fntertainment (no. 20) -
is not quite as consistent as the cher two but does have s]owér than
average décay in both ranges, and the slowest of all in the posgitive
range, There is no immediate explanation for this distinctive behaviour
of 3 out of the 4 service industries, One reason might be the relative
size of quoted companies to all companies in thesekinaﬁstries. If, as
.seems plausible, gquoted companies in the Service sector are very much
larger than the averaze service company, their market power following from
that'size‘differentialvnmy permit the maintenance of rnﬁes of return at a
stable level. The approximately average behaviour of the Wholesaling
industry (no, 18) suits the argument as it is characterised by larger

- units thaﬁ the other Service industries. The excepti&nal behaviour of
Retailing is also partly exnlained by the conditions of local monopoly
which often prevail and by the constraints upon margine that apnlied to

retail traders during the period under examination. Tt dis initially



surprising that the Service sector, which is nsually regarded as

particularly competitive should have a slow rate of erosion'of High
profits, esnecially aslit has a small ratio of'fixed to ‘working capita]
and rather unspecialised fixed capital - both factors that should lead
to fast rates of decay. Of course the earlier point about the HiZP of
quoted oompan1es in the Service sector may mean not only exceptinnal
market nower but also that in other respects the quoted comnanies may

be uncharacteristic of the industries as a whole.

»Turning now to industries with a fast rate of decay, two industries are
consistent: Cotton (N§ 8) and Woollen and Worsted (No 9). These are
perhaps predictable oécupants of this particular place, bTﬁe experience
of the Textile industrieé since the early 1950‘8 has been‘one pf fierce,
- mainly foreign, competition and thus a fapid decay of above averaée
profitability is unsurprising. There has also been a contimming ﬁolicy
of encovraging the serapning of 0ld machinery and therefore the main -
obstacle to the rapid restoration of normal profitability has been, at

least, lowered in these industries,

Whilst no other industries clearly stand as having fast or slow decay

.in both ranges, the evidencé of the separate ranges and thé full range
results does suggest two more industries are worth examination. The

slow decay one is Industry 13 (Drink). This is completely dominated
numerically by the Brewers, as a comparison of Tables 4.3 and 4.4 shows,
Although the consolidation of the Brewing industry was only just begin—i
ning in the period under consideration, competitjon‘at the 10031 level

was not great, prices and mafket shares bheing teasonab]y stable, Tn such
an environment a slow rate of decay is to be expected, The Paper, Printing

and Publishing industry (No 15) is on balance a fast decay industry, but
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to treat it as one ehtity is difficult given its heterog\er.mitjr.i
Looking at the subgroup results reveals that whilﬁt the Newspaper
subgroup has slightly helow average decay, the Printing group is very
nearly average and ﬁhe Paper group has quite a fast rate of decay, = As
the Newspaper group is the smallest and Paper the largest, the ageregate
result is fast decay. Tt is compatible with the ideas of this study
that the difficult entry and differentisted natufe of the product of

the Newspaver subgroup should lead to slow decay. The fést decay of the
Paper industry tallies with the pressure of foreign comnetition in this

industry.,

Tt is appropriate at this point to look directly at the subgroup results
and consider the extreme cases, as hag just been done at the industry
level. The subgroup results are notable first for the very ereat variety
of rates of decay within one industry: Tndustry 4, for’example, Has
subgroups ranked 8, 17, 24 and 33, The industry value is therefore vefy
mach influenced by the proportions of firms in each of its conétituent
subgroups and general comments about the industry (excent in terms of
similar summary statistica) are difficult to make, Trking as an example
the previously eited Industry 4 and bearing in mind that full range decay
rates reflect more of the negative than the vositive range performances,
we find Machiﬁe Tools (4/?) with a fast rate of decay and Constructional
Wﬂgineeringv(4/4) with a very slow rate, whilst Shipbuilding (4/1) and
Other Fngineering (4/5) are around the average. Another very marked
contrast occurs in the Clothing and Footwear industry (Wo 11) where
Clothiné.(]l/l) has a fast and Footuear (11/2) a slow rate of decay for
the fﬁll range. This difference fits with basic knowledse about these
two induatriéé. As 86 out of 118 comnanies in this industry are in the

OClothing subgroun, we find that the fnll range ranking for the industry
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ir fifth fastest., Tn the separate rangen, N ia oniy availshle for the

Clothing subgroup and this behaves peenliarly, Tt has thé‘91owest rate
of decay amongst the subgroup resnits for the positive range and the
fastest for the negrtive range. Mhe effect of this upon the indnatry
results lowers the ranking from ninth slowest in the nositive to second

fastest in the negetive range,

Of the top 5 subgroups showing the aloweat raté of Aecry, the Migrell-
aneous Services industry provides.twn: Catering ate (21/2) and Other
Services (21/6). Retailing is represented by Stomres (19/2). The Baking
subgroup (12/2) also appears with Pottery (1/3) makine up the ]fst. nt

the other end of the list, fast decay is displayed by Cotton Spinnings (8/1)
and Wool (9/1). Puilding Merchants (18/2) and Teather (16/4) also sppear
at this end of the list, together with one subgroup from Nincellaneous

Services, viz Transport and Nemmmication (21/5),

Without bringing additional nuantitative information on industry character-
istics we can only conclude from this brief discussion that to some extent
decay rates accord with expectations but that the very great differences

between ranges makes interpretation difficult,

Much of the difficultv in discussing rates of decay follows from the lack
of any economic standard by which to adjudge their desirability. The
present study cammot hope to provide this, but it car help a little by
proffering an equivalent measure to the rate of decay that is perhaps |

more intuitive.

The rate of decay tells us what proportion of the abnormal profitability
is eliminated in one year. We could as well ask about the h=lf-life of

the abnormal profitability: how many years does it take to eliminate
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a given proportion of these abnormal rates of retnrn? Takiné the given
proportion as 50 per cent we get an equation:

IR CIE

where N = the half-life, i.e. the numher of Years to eliminate half the

excess (or deficient) rates of return.

Such an equation may be evaluated by taking logss

\ufj(h )

The values of this measure for the three ranses for the indvstry level
are given in Table 8.7. '"The measure has the usefuljcharactevistic of
throwing up more clearly than 1) the extreme cases. Tn the positive
range, Tndustry 20 has a half-life 50 per cent longer than any other
indvustry, whilst in the negative range Tndnstry 19 has a half-life almost
double that of any other industry. Omitting these extreme cases, the
span of values in the vositive range is from 1.5 to 5.6 years and in

the negative rancse from 0.8 to 6.6 years. Such a spread.of values as
these migzht well be regarded as acceofable, ieaving onlv the previously
mentioned extreme cases representing undesirable situations; although
perhaps a half-life of under one year mizht erm on the rapid side.

There is still no standard by which to judge these resnlts ahsolutely,

80 such statements as have just bheen made can only be suggested appraisals.
Before leaving this measure of decay, it is worth pointing out that for
all three ranges the average half-life is nearly 4 years. To present a
numerical example; this means that a firm earning 25% in an industry
whose average is 15% would on average be earning 20% after 4 vears and
17%% after 8 years. Such a rate‘of ad justment surely carmot be resarded

as over-rapid and therefore the initial premise that decay rates generally

err on the slow side does not seem unjustified.



Table 8.7 : Half-Life Fquivalents to Rates of Decay

Nbasured in years

Industry No,

o] - [ ANERN )| E-N

O

11
12
13
15
16
17
18
19
20

21

Pogitive Range

2,97
2.53
5.02
2,02
4.29
1,50
1.99
4,06
2,42
3.87
3.2%
5,06
4.08
4.78
5,15
8.09

557

Negative Range

6.64

3412

Full Range

4.70
3,72
3.60
2.36
3,16
1.56
1.78
2.54
4,29

7.10
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The general conclusions of this gection are rather negative., Tt is
clear that degay is not simply or strongly related to other character-
istics of industries ~ this will be puréued further in the next
chapter. Secondly,only a few industries display distinctive and
similar decay characteristics in both ranges. This cWéar]y raises
problems in evaluating industries unless 6n9:or the other range is
regérded as the more important., Thirdly, the constituent snbgroups of
some industries have considerable differences in their.rates of decay
leading to prohlems in performing analysis. of decay‘nt the industry

level.
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Section 8,6 : Summary

Tn this chapter a decay statistic has been formulated. Tt is the

average ratio of T, to r,_, over the relevant range and ifs f§rm depends
upon the decay function. For this purnose, the coefficients of the

decay functions are regarded as estimates of the parametefs of the trve
decay function with the decay origin properly speéified. Tt was found
lthat the decay statistics based on one equationvform correlated highly
with those from the other forms. Turther, there were only a few instances
of the equation choice makiﬁg more than a minor impact upon the ranking

of the particular industry or subgroup. Therefore it was conclnded that
equation choice did not have a criticmal influence upon the overall ranking

of industries according to their rates of decay.

Consideration of the precision of the decay éoefficients revesled that most
‘pairs of industries differed significantly in this respect and therefore
that decay of profitability is a dimension of industry performance which
does separate and distinguish industries (and subgeroups). Tn the last
section certain industries displaying rather extreme rates of decay were

briefly examined.

The positivé and negative ranves were found to differ very greatly, the
ordering of industries in the positive range bearing approximate]y no
relation to the ordering in the negative range, Some evidence was also
found to support the view derived from the inspection of the estimated
equations, théi the rate of decav is faster in the negative than the

positive range.
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APPENDIX TO CHAPTER VIII

The Decay Origin

So far the assumption has been made that the mean industry rate of return
is a good approximation for the decay origin, that is, the point towards
which the decay of profitability is directed. It is now possible to

consider the validity of this assumption. -

In the {irst part of this Appendix, the calculated values of the decay
origin are presented. In the second section we directly consider the
assumption that the decay origin and the mean coincide. Thirdly the
evidence for differing decay origins for the positive and negative
ranges is examined. Fourthly the possibility of relationships between
decay origins and decay coefficients is investigated. The last two
sections attempt statistical and economic explanations respectively of

the foregoing obgervations.

8A1  Calculation of the Decay Origin

>

In Section IV.1 where various forms of Aecay function were developed, the
possibility and effects of a deviation of the mean from the decay origin
were considered. In the case of the linear form, if the deviation of the
decay origin from the mean is 6, thep the constant term equals 6(B8-1) where
Bvis the slope coefficient and 6 is positive when the mean is greater than
the deéay origin. If the linear cubic form is found to be appropriate,
then the mean must coincide with the decay origin. If this 1s not so and

there is nonlinearity, the cubic form become appropriate.

It was found in Section 8.4 that, for most industries, a different decay
rate prevailed in the positive raﬁge than in the negétive range. This
indicates that the full range function will be an untrustworthy guide to
Therefore this appendix will restrict its attention to

the decay origin.

the separate range functions. This has a beneficial side—effect: the



cublic was never chosen for a separate range and so we are not Faced with

the problems of estimating 6 from that functional form.

. 1 . .
Table T.l shows five cases™ where the linear cubic form was found
appropriate for the separate ranges. For these therefore 6 may be taken
to be zero - the mean coincides with the decay origin. There are another

. 2 . . .
five such cases amongst the subgroups . The remaining cases are all lincar,

To calculate 6 from the linear function, we take the ratio a/(b—l) where a
is the estimated constant and b the estimated slope coefficient. The
results at the industry level are shown in Table 8Al1 in standard deviation
units in columns 1 and 4 and in percentage point units in columns 3 and 6.
0 takes predominantly positive values and in both ranges has an average
value of between 2 and 3 percentage points. In other words, the decay
origin seems to lie a small amount below the industry mean. This is more
consistently demonstrated in the. negative range than the positive. This

contrast is also found at the subgroup level.

8A2  Does the Decay Origin Differ Signififantly from the Mean?

Further discussion of the value of 8 mu~t depend upon the confidence limits

(

that can be assigned to the calculated values. The gstandard errcr of the
ratio of two stochastic quantities poses considerable problems.  In what

follows, reliance will be placed upoﬁ the result presented by O'Brien and

3

Hilton~ that gives (asvmptotic) 95% confidence intervals:

1 Positive range, industries 15, 18. Negative range, industries L, 6, 16.
2 Positive range, 11/1, 15/3, 18/1, 18/3.  Negative range, 20/3.

3 O'Brien, R.J. and Hilton, K., 1The Significance of Structural
Coefficients in Economic Models', unpublished.
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Tatle 8A1 Decay Origin — Industry level

Positive Range Negative Range
Industry Decay Standard Decay Decay B Standard - Decay
No Origin () Error Origin () Origin Error Origin
(s.d. units) (s.d. units) (Zage pts) (s.d. units) (s.d. units) (Zage pts)
(L . (2) (3 (4) (5) (6)

1 -0.0880 0.1399 -0.85 0.1960 0.1398 1.89

4 ~0.1517% 0.0699 ~1.75

5 0.5054 0.3296  6.61 0.3887 0. 4059 5.08

6 ~0.0897 0.1816 -1.10 )

7 0.3470 0.1776 b by 10,1573 0.4749 2.01

8 ~0.0617 0.1308 -0.71 0.1282 0.0715 1.48

9 0.1211 0.8424 1.21 (0.3387% 0.0558 3.37

11 0.2191 0.2150 3.12 0.3831% 0.0512 243

12 ~0.1558 0.1457 -1.73 0.1702 0.2450 2.05

13 ~0.1359 0.1339 -0.86 0.4517% 0.1085 2-85

15 0.2099% 0.0670 2.51

16 0.6484 0.4197 8.56 . ‘

17 0.0491 0.3559 0.61 © 0.1280 0.2156 1.59

18 0.3627%  0.0604 4.04

19 0.1190 0.1778  1.16 0.1448 0.2985 1.41

20 1.1829% 0.1154 11.99 0.0862 . 0.1507 0.87

21 0.3496 0.2658 2.79 0.3384% 0.1512 2.70
2.67

Average 2,23
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. G2 — oa o 2 2., .2
e+ 1.96/({8T - 285 0. _a o+ 52/ 4 } 1/ (b-1)°)

(b-1) I v {55
5 /
2 . . .
where Sa 1s the estimated variance of g
2 . . .
Sb 1s the estimated variance of D

P is the correlation coefficient between a and b

It is the square root portion of the above formula that is given as the

standard error in Table 8A1.

At the iﬁdustry level, the hypothesis that 6 is zero is rejecced in 8

instanqes by the above test. This will tend to reject the null hypothesis
incorrectly rather than accept it because the confidence interval is
asymptotic. In only 2 subgroup cases is the hypothesis that 6 is zero reject-
ed. Overall therefore the use of the mean as the decay origin does not

seem to have involved very much approximation.

As the suﬁgroup results reveal only 2>out of 30 cases where 6 is significantly
different from zero - a number that might well occur by chance with this
test - attention will from now on be resu;icted to the industry level
results, It is worth noting that the contrast between induétry and
subgroup results might be used to arguc that the deviations of the industry
level decay origins from the mean are a consequence of aggregating over
subgroups. But inspection of the cémponent subgroups of those industries
with significant values of 6 does nbt'suggest more heterogeneity of average
rates of return than usual, nor more heterogeneity of decay rates.
Therefore whilst it may stand as a general explanation of the industry/
subgroup contrast, it does not seem to assist in explaining differenges

between particular industries+in this respect.

Of the 8 values of © that differ significantly from zero, all but one ave
positive. Thus the evidence that, if the decay origin lies away from the

mean, it lies below the mean is strengthened. — Of the 12 industries with



206

® having the same sign both for positive and negative ranges, 10 have

® non-negative and 2 have it non-positive. Of the remaining industries
(with contradictory signs) only one has a significant value for 0:
industry 13 for the negative range. So the significant results‘and the
consistent results point to a decay origin at or below the mean. But
as only 8 out of 34 estimates of @ differ significantly from zero and as

the test used underestimates the standard error, the evidence against the

mean is not strong.

\

8A3 Does the Decay Origin Differ Significantly betwsen Ranges?

For every industry the decay function has been estimated separately for
those observations relating to above average profitability and for

those relating to below average profitability. Consequently there are two
estimates of 6 for each industry (6% & 8 ), Inevitably these will differ,
the question is whether the differences can or cannot be attribulted to

chance.

As this question is taken after tha@ of the preceding section it must take.
note of the resulté tﬂere reported. So where both 6+ énd 6 Qefe theré
found insignificantly different from zero and of the same sign, it must be
conciuded that they do not differ significantly one fron another. Where

one of the rénges'has had the linear .cubic form of décay function fitted,
the exercise is more awkward. There is no standard error estimated for

8 in such cases. The uncertainty relating to the value of ¢ is primarily
derived from the fact that selection of a particular equation form is never
Sure. Such uncertainty is not amenable to standard statistical techniques.
Therefore in the present contéxt, 0 has been taken as known with certainty

EIR

to equal zero where the linear cubic form has been selected. The remaining

b This will lead to incorrect rejection rather than incorrect acceptance
of the null hypothesis of no difference. But only one industry (6)

might thus be misclassified.
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cases have been dealt with using the Welch-Aspin test. Apart from

+hoae involvina +ha 149nc — . . ..
those nvelving the linear-cubie form, the togh of significance has beca a OF

[9]

one.

The results are evenly balanced: 8 industries5 have 6+ significéntly
different from 6 and 9 do not show a significant difference. It therefore
must be concluded that for some industries, either for statistical or
economic reasons, the estimates of the location of the decay origin
calculated from the separate ranges do diverge.

A

8AL  Decay Origins and Decay Coefficients

It proves interesting to look at the connection between 6 and the slope of

the decay functions. The results are summarigzed in Table 8A2,

Table 8A2 Decay Origin and D - Numbers of Industries

D 3D D' <D
+ - /
8,06 »0 9(T) 2(1)
ot < 0,6 >0, 1(0) - - 5(h)

from D see Section 8.4 footnote 3.

. + . .
In the majority of cases, the sign .of 6 1s the same as the sign of

- . . . + '
- D). This result is not altered if the industries where D does

(D
not differ significantly from D are rejected. Of the two industries where

9+ is significantly different from zero, both lie in cells on the principal

diagonal of Table B8A2. If we restrict ourselves to those industries where

v o .

5 Industries 1, 4, 8, 12, 13, 15, 18, 20.
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+ - . ‘e . . S
6 and 6 are significantly different, then we find 7 out of 8 on the
main diagonal. (3 in the top left hand cell and L in the lower right hand
cell). Before attempting explanation of this result, it can be reported

: + -
that the sign of (6 =~ 6 ) shows no relationship with either the sign

+ .
of & or the sign (D+-~ D ).

BAS _ Statistical Explanation of the Relationship between D and 0

Explanations based on linear decay relationships lead to the requirement that

8+ and 6 should have the same sién. The results of Table 8A2 clearly rule

out that as a general explanation, though it would suffice for the upper left
 hand cell of that table. But in the lower right hand cell, the decay
1iorigin appropriate to the positive range function lies above the mean whilst

that for the negative range lies below.

If it is ascumed that there is some nonlinearity of the form illustrated in
Diagram 2.1, then fitting linear functions to the separate ranges would
lead to a negative value of 6 in the positive range and a positive value in
the negative range. This holds in the case when the decay origin is
correctly located at the mean. If the true decay origin lies below the mean,
. . . I . . L P ) + o~y
then the sign prcdiction for 6 is reinforced. But the sign of 9§ mnow
depends upon the actual shape of the curve in the positive range and the

size of the deviation of the decay origin from the mean.

This argument based on nonlinearity now provides the link between the sign
Of'e+‘and the sign of (D+ - D ), or rather the size of p'. For it implies
that.the sméller D+, a1l other things being equal, the larger 9+ will be

and therefore the more likely B+ is to be negative despite the decay origin
lying below the mean. Tn fact every industry for which ot is positive has

a below average value of pt and conversely of those industries for which
. rag ]
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0 1s nonpositive 7 out of § Lave above avelage values of D . gLvern

+ - » '
that D and D are only moderately correlated; it is not surprising that we

have detected a relationship with the sign of (D™ - D)

Therefore we may fit the results into a consistent pattern with the decay
origin lying below the mean. This is not to reject the possibility that
there are industries where it is above the mean. But the evidence that

we have suggests that the converse predominates.

8A6  The Ecomomics of the Decay Origin

It is now possible ﬁo turn to the economics of the decéy origin and consider
whether it is reasonable for the decay origin to lie below the mean. In
addition it would be desirable to see whether there are economic arguments
for the link with the decay rate, for which we have 50 far only provided a

possible statistical explanation.

If the decay origin lies below the mean, then the interpretation in terms
of the analysis of Chapter 2 would be thatythere is a net inflow of resources
to markets even when rates of return in those markets are below the industry

average. The decay origin is the point of reversal in the direction of

net resource movement,

If the positive range decay origin exceeds the negative one6 then there
would appear to be a range of rates of return where resource in and outflows
are in balance. The expected change in the rate of return in the next
period for a firm whose rate of return in the present period is in that
range would be zero. Tt is important to note that any such behaviour of the

decay of profitability would lead to nonlinearity in the decay function.

In a situation with no capital rationing and firms investing down to the
Project whose rate of return eguals the cost of capital, we would expect the

decay origin to be the cost of capital. It is to be expected that average

— T :
6. 12 and 17 industries share this and 7 out of 8 for which € significantly
different from 07
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rates of relurn are above the cost of capital. Therefore the decay
origin will be below the mean. Factors that deter firms from investing
right down to the margin will raisé the decay origin above the cost of

capital but may very well leave it below the industry mean.7

A second framework for explanation can be found in the behavioural theory
of the firm.  The model of Chapter 2 was based upon the resoufce allocation
decisions of a multi-product firﬁ. We may interpreé those decisions
behaviourally. In Chapter 2 a periodic search of markets in whiéh the
firm was already operating and of'markets the firm felt capable of

entering was posited.

In a behavioural context we might expect some standard resource allocation
procedure to be generally employed and for search to occur only when
certain stimuli were experienced. It might be more appropriate to suggest
a three level process: firstly a standard allocation procedure is employed;
secondly, that procedure is adjusted but nc change in the set of markets

is considered; thirdly, the search for new markets is initiated.

-
/

Cyert and March have discussed a situation very much akin to_that presently
under examination:

"... on each dimension of organisational goals there are a number of
critical values — critical that is from the point of view of shifts in

search strategy"B.

The goal of profitability -is our concern and the criticél values are levels
oprrofitability that trigger off changes in the resource allocation vrocess,
Because we ;re talking of multi-product firms, there are two types of critical
profitabilities: those for individual products and those for the whole firm.

If profitability of anyv one product falls below a critical value, some

Te It might be argued that this would lead to a larger divergence of the
decay origin from the mean if the mean is high.  But no such relaticnship

is detectable in the results.

8. Cyert, R.M. and March J.G. 'A Behavioural Theory of the Firm' Prentice
Hall, Enpglewood Cliffs, 1963 p. 123.
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assessment of that product's share of availuble resources is likely.
This may well occur whatever the firm's overall profitability.  Although’
some connection between that overall value and the critical value for

individual products would seem probable.

It is likely therefore that change in the standard allocation scheme will

occur because of experience in individual markets and this will happen

whilst the firm's overall profitability is above its critical value. This

in itself may induce improvements in profitability i.e. decay of

profitability from below origin levels, Once the firm's overall profitability
falls below the critical level, it may be that effocrts are contained within

the range of possibilities defined by reallocation within the existing set

of markets. But it is more likely that the third level - the full search -

is embarked upon. As we move upwards away from the critical value, the

)

]

N

likelihood of search or even reappraisal of standard allocations becom

decreasingly likely. So overlaid upon the process of resource allocation

developed in Chapter 2 is this behavioural process.

;

The 6t£er behavioﬁral‘effect that must be incorpofated is the acéfeﬁiohvor
erosion of 6rganisational slack. When the firm is well clear of its
critieal profitability such costs increase and play some part in the decay
of high profitability. Conversely once the critical value lies above

actual profitability, strenuous efforts will be made to reduce slack.

Now turn to the observation that D+ generally exceeds D . This means

that the raté st which profitability returns towards central values is
usually faster for low than for high profitability: firms recover f?om bad
periods more rapidly than they- slip from-successful situatipns. Tn the
present analysis high profitability is eroded by the basic resource transfer
process of Ch, 2 and by the accretion of organisational slack. Whereas

low profitability is corrected by the resource transfer process,by the

o W JO RN R S
vabion y econd and third stages

4-1 LS i de S PRI |
il by the acuvivaidion vi vl
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of the firm's decision process, It is the behavioural. components théﬁ .
seem likely to contribute the observed asymmetry of decay. As the

second and third stages of the decision process ars activated, so rates

of improvement of profitability are likely to be increased. The precise
rate of return at which the extra factor will come into operation depends
upon the whole constellation of critical values. But 1t may be presumed
that many more firms in the negative than the positiée range are engaged
in the latter stages of the decision process. It is also at least
plausible to expect that the sloughing off of management slack will occur

more rapidly than its accumulation. So D+, if it differs from D should

exceed 1t. This we have found.

If our behavioural arguments lead to the expeétation that D+ and D will
differ, they also lead us to expect that’the decay origin will tend to lie
below the mean. We have seen the role that may be made out for the critical
values of profitability. It is important to bear in mind that these values
are adaptive: one of the effects of failufe to achieve is an adjustment of
the standcrd. Indeed it may well be thaﬁ failure to attain only affects
the decision process once there is little room for their further downward
adjustment. The critical value will become less flexible as it falls
towards that level of profitability regarded by management as the minimum
safe level. It is probably not too cavalier to ignore the role of critical
values until we get near the minimum safe levels and these - playing a

part rather akin to the minimum profit constraint of such,models of the

firm as sales revenue maximisation — may be presumed to lie well below the
industry mean in all except the most troubled‘industries. Therefore the

behavioural factors involved in the decay of profitability will tend to

produce a decay origin below rather ﬁhan above the mean.
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The gqualitative difference between.the processes bringing about the decay -
of high and low profitabilities cannot be presumed to be separated at a
point profitability. There is likely to be g range of profitabilities
where some firms are, for example, eliminating management slack whilst
others are accumulating it. There will be some overlap. In this range
the slope of the decay function will differ from beth D+ and D . There
will therefore be some nqnlinearity about the decay erigin if there is an
asymmetry in the decay process. This suppdrts the explanation of the
discrepancy between 6+ and 0 . The lines fitted to the separate ranges
will hardly be affected by a small interval of different slope such as is
suggested here. Therefore they will'become inaccurate very close to the

decay origin and bring about the effect suggested in 8AS.

Finally, can the behavioural factors provide an explanation of the
relationship between sign (D+ ~D ) and sign (e+)? An argument with some
plausibility may be constructed: +the stronger the part played by
behavioural factors, the more likely it becomes that D exceeds D .  Another
effect of tne behavioural factors is to lo;er the decay originf The further
the decay origin lies below the mean, the more likely it becomes that the
observed 8 is positive despite the negative bias in this figure because

of nonlinearity at the decay origin. So we may regard both the items in

the relationship under consideration as reflecting the overall strength

of behavioural factors.

In summary, we have seen that the uée of the mean as. an estimate of the

decay origin is not seriously amiss. Butvany error isvone of overestimation.
Secondly we have seen that estimates of the location of the decay origin do
differ between ranges and that this is prcbably a consequence of some
nonlinearity in the decay function néar to thc decay origin. Thirdly we

have found a relatbionship between the deviation of the decay origin from
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the mean (as estimated from the nositive wan

rm:»\ onAd FlAa An =3 Ratelal
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between positive and negative range decay coefficients. - Fxplanation of
this is probably primarily statistical. Finally by introducing ideas
from the behavioural theory of the firm it has been possible to explain

. + — Y . .
both the difference between D and D and the location of the decay origin.

s
&N



CHAPTER IX

DECAY OF PROFTTARITITY AND OTHWR INDUSTRY CHARACTERISTICS

The main purpose of this study is achieved with the fiﬁai heasures

of the decay 6f profitability, But in Chapter I it was argued that

this measure contributed extra information aﬁout the performance of an
‘industry, in particular giving a measure of the:speed at which the
equi]ibrafing forces in‘fhe industry could.bring about competitive equil-
ibrium. The ranking of industries according to their decay of brofif— '
ability gives us a comparison between industries along this dimension,
The quertion to be investigated in this chapter is: "How doiother
measures of industry structure, performance and experience relate to

this measure?".

We may divide this question in a number of ways. But the main distinction
must be between studying relationshina becavse of a bhelief jn'a causal
connection, that is, where we believe some factor has influence upon

the rate of decay of profitability, and studyine relationships between .
variables which may each be influenced by a third factor and therefore
are likely to vary together. This approximately coincides

with the structure/performance distinction, Tt is reasonable to presume
that the structure of an industry will inflnence performance in general
and therefore, in particular, the rate of deCay of profitability. Some.
“arguments to this effect were presented in Chapfer 1T and will be
reviewed below., Comparine the rate of decay with other mersures of
performance will only pertly involve the idea of direct causal connection

between the two nerformance measures., PRut it is worth looking at in order

to see to what extent comparison hetween industries ean the basis of other
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performance measures hag, through close correlation, involved

implicitly comparison of rates of decay.,

The statistical method of this chapter is very basic and rank cor-
relations will be the main tool. The limitations of this ara recognised
but what multivariate éna]ysis was attemnted aidvnot yield qualitatively
different, or indéed stronger, results, In the event, the rank core
relations that aie found are very weak and only a minority attain even
5% significance, Although in a few situations the consistent behaviour
of rank correlations is felt to strengthen the probability that the
resulfs are not chance ones, in general we are édducing evidence in

support of hypotheses rather than providing tests of those hypotheses.

The sécond limitation of this work relates to the data employed. Tt
would be a separate and considerable study to prepare the nsual measures
of structure and nerformance for the industry classification used here,
Therefore attention has been restricted to published fignres in a éon—
venient form, and to measures that can be derived from the dzta ueed in
this study. WMeasures of the latter kind have the serious disadvantage
that they are based purely upon quoted companies and therefore are fanlty
representations of the industry as a whole. BRecause of this data problem,
fewer variables are available at the subgroup level than at the.ihduétry
level. All the data used, and where necessary explanations of their

derivation, are given in Appendix T,

The remainder of the chapter is divided into three portions. The first,
deals with the relation between the rate of decay of profitability and
five measures of industry structure., The second section looks at the rate

of decay and its relation to various performance messures. The third
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- section reports the comparison of Whittington's decay coef‘ficieﬁts ‘

with those produced in the present study. A summary concludes the

chapter,
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Section 9.1 : Mo Necay of Prafitabilifyv and Feasmres of Stynekpre

Two forms of concentration ratio are vaed:  the conventional A-fiym
concantration hrsed on M1 industry Anto! and a measnre calenlated

by Whittington, namely the nroportion of the fotsl net asests of cvunted
companies controlled by firms owning over £4 million net assefs in 1954,
The former ia only available for the monmafacturinz indvstries and con-
stroction but at both industry and subzrovn level, whilst the latter is
available only af the industry level but for the service sector as well

as manufacturing and construction. .

The third main concentration measnre emnloyed is the Variance of the

Togarithms of Sive (Net Assefs) of the firms in the sample, Hart?
says:
"If the underlyine size distribution of firms is log normal,

then (the variance of the logarithms of size) is the
appronriate measmre of concentration,"

Tt also has the feature that caleunlating it only on quoted companies

is likely %o lead to a dowrward bias, whereas the concentration ratio
of Whittington ic hiaged npwards by the omission of the unquoted sector.
The remaining two structural measures used are 9vorané size (n9+ assets)

and the variance of net assets,

e

W

The levels oflcorrelation between (R4 and the other measures in Table

9.1 gugrests that the latter are reasonably robust and not too severely

distorted by the omission of unquoted comnAanies.

1) qﬂWQer W (0, "Concentratiou in British Manufacturing Tndustey™,
Oxford Feonomic Papers Vol 23 1971, »p 352-383

2) Wart P W, M"intropy and Other Mangares of Concentration", Journal
of the anal Qtatistical Sociely Series A Vol 134, 1971, opp 73-85
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Table 9.1 : Rank Correlations Retween the Strmctural Measures

At the Tndustry Tevel

Wh(R Nicig Var (Sige) — —ol2ZR
— (Top Size)  —e——— Size
Sawyer 4-firm
Concentration Ratio (CR4)* 0,83 0,7% 0.77 . 0.83
Whittington ' | .
foncentration Ratio (WhCR) 0.70 T0,79 0,75
Variance of the
Togarithm of Size . 0464 0.63
Variance nf Size ‘ 0,87

* Thig measure is onlyv available for Mamifacturing and Construction
and therefore 1% obgservations, not 17, are used in caleulating
"these rank correlation coefficients. '

Tn Chapter TT, Section 2,5, it is stated that: "Whé closer the
industrv strmeture is to the purely competitive ...... %he fagster high
rates of return will be reduced." fThe initisl prQSUmptiéh is therefore .
that rates of rdecay will fall as the indnstry structure deviates

further from the competitive ideal, Talking first specifically of

the aoncentration measure, it is to be exvected that. hich concentrations
are maintained by devices to restrict new competition, - These devices,
of which barriers to entry are probably the most imnortant, will
obstruet the alloration of reseurces ~ccording tn rates of retnrn 2nd
therefore will slow down the rate of deeay (and thns raise n)e Mo
factors may act to weaken this relationship. Tn the first ploce,

the measurement of the decay of profitability is not weishted by

the size of firm, k hiehly concentrated market strneture



may be composed of a few large and many small firms. The operating
environment of the small firms may appéar highly competitive and their
decay rates may be correspondingly high. Because of their numerical
dominance, the industry decay rate may be relatively high. If such
cases arise, the variance measures may show a stronger relationship with
D than the concentration measures. The second factor relates fo firm
diversification: a high industry concentration measure may not
necessarily imply highly concentrated markets if the firms of the

industry are all well diversified.

The average size of firm in an industry is inserted to provide a proxy
(probably weak) for the capital cost barrier to entry; as such we may
expect it to correlate negatively with the rate of decay for reasons

3

‘already given with reference to barriers to entry in general.

There is another reason for expecting a negative correlation between
average size of firm and the rate of decay of profitability. It is
4

#eperally found' that there is a negative relationship between size

and the variability of rates of return., It is reasonable to expect

that high rates of decay accompany highly volatile rates of return.
Therefore an industry of large firms might be expected to have a higher
value of D, all other things being equal, than an industry of low average
8ize. This line of reasoning and that based upon barri:rs to entry

may not be independent - the scale barrier to entry by obstructing the

reallocation of resources reduces the variability of profit experience.

3) Whittington G, op cit p 72, and Samuels & Smyth op cit

4) Shepherd W G, "Elements of Market Structure", Heview of
Economics & Statistics Feb 1972 p 29, uses log (net agsets) to
catch more effectively the capital-cost aspect of barriers., Such
a transformation is irrelevant for rank correlation purposes.
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Table 9.2 shows how these structural measures relate to the ratevdf
decay of profitability for the three ranges. The first point is that
the correlations are weak with only one atﬁaining a 5% levei of
significance. On the other hand, the majority of the correlations are,

as expected, positive. That is, structures that would be regarded as

Table 9.2 : Rank Correlations Between D and Measures of Structure

+ Yar . - Average
CR4 WhCR (Log Size) Var (Size) Size
Industry o+ 5,04 0,10 0.24 0419 - -0.16
D 0.39 0,36 0,50% 0.34 0.25
f 0.3 0.2 0.35 0.24 0.23
Subgroup £
' D 0,02  * 0.13 ~0.09 0,10

+ Using only Manufacturing industries and Construction.

* Significant at the 5% level. For test see T Yamane "Statistics"
2nd Edition, Harper Row New York 1960, p 470

more divergent from the competitive ideal than others do tend in the
present sample of industries to be accompanied by slower rates of decay
of profitability. But the structural measures have been shown to be
intercorrelated (Table 9.1), and therefore the correlations with the.
rates of decay are not independent. That is, we cannot regard the
results as five separate tests and take comfort from the similarity of
the results despite the general insignificance. The intercorrelations
between the structural measures were not so high that similar results
for each of them provides no extra evidence over and above that given
by one, but it supplies considerably less than would be provided by

five separate tests. As the positive and negative range decay rates
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show very low correlation with one another, their similar results for
three structural measures might be taken as extra support for the
existence of positive relationship between D and non-competitive
industry structures. As was stated in the introduction to this chapter,
hypothesis testing is rarely poséible. In the case of structure/decay |
relationships, the evidence we have obtained lends support to our

expectations,

Whilst the general insignificance makes any more detailed examination
rather dangerous, it may just be permissible to look at the difference
between the ranges at the industry level. Fpr each structural measure
the correlation is lowest with the positive range decay measure. The
negative range results are in every case the strongest. This consistent
pattern suggests that'the industry structure has more influence upon thé‘
decay of low profitability than of high profitability, The intermediate
rank correlations for Df follow from its nature as a form of average of

the separate range decay rates,

The subgroup results are disappointingly weak and contrary. This is

most likely a consequence of the data - the criticisms of the measures

of structure already made apply with added strength at the industry
subgroup level. Also, the reliability of the rates of decay is lower ét
the subgroup level. The range of rates of decay is very nearly»the same
for industries and for subgroups, but in the subgroup case 41 observations
fall within this range while only 17 industries have to be fitted in,

Even if industry and subgroup rates of decay were equally well determined,
more random disturbance of the ordering would be likely for the subgroups.
When the subgroups are less well determined, the ordering becomes even less
reliable, Therefore it is not too disturbing to find rank correlations

for the subgroups are lower than for the industries.



The conclusion of this section is that what~evidence we have found
supports the idea that the less competitive the industry the slqwér the
rate of decay of profitability; but the evidence'is by no meahs.~

conclusive,



Section 9.2 : The Relation of Decay and Other Performance VMeasures

The definition of performance measure is rather broad in this secfion.
First‘thefe are two conventional measures: ‘growth of net assets and
industry average profitability; then three méasures relating to the
inter-tempofal behaviour of averase profifability. These afe the
standard deviation of the annual averaces, the trénd in the annual
~averagé and the standard deviation of the residual error of the trend
equation. The final measnre is the averace annval disperéion of rates
of return within the industry. The precise definitions of these various

measures are given in Appendix‘?, tovether with their values,

The reasons for looking at these varions aspects of industry pérformanée
'(or, mornvgenerally, behaviour) will emerge as this section proceeds,
but the second group relating to the behaviour of the indﬁstry average
rate of return over the period 1948-1960 neads some initial explanation,
Tn Whittingtbn's'book "The Prediction of Profitability" he finds that
part of the variation from industry to industry of the rate of deeay i=s
explained by variations in the industry average rate of feturn. It

will he recalled that he uses two 6-year’periods in his analysis. He
therefore takes the difference in industry averare between thore two
periods as the independent variable in an equation whose dependent
variable is the industry rate of decay.5 The strength of the results
that he gets makes it essential to perform similar analysis with the
decay rates presented in the preceding chapter. Whereas Whittington
had only one available measure of the variability of industry average
orofit, becausé of his use of only two pmriods, here the choice is

wider with twelve periods, Two separate argnments are available that

5) Whittington G, op cit pp 91-97
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are compatible with Whittington's results but surgest different messures
for the present analysié. The first is that it is the rate at which
industry average profﬁtéﬁi]ity falls that influences the internal rate
of decay of profitability: this leads to using the ﬁrend. The other
argument says that it is the volatility of the industry averagse that
affects the rate of decay: this wonld imnly the use’of the ntandard

deviation of the industry averase or, removing the tvand, the standard

" deviation of the variations about the trend line.

With a range of performance measires to consider it i9 necessary té
clarify their inter-relations be fore prosrassing to an examination of
hdw each of them is related to the rate of decay. A key t6 the intef~
relation of three of the measufes - ¢growth, profitabhility and trend in
profitability - may be found‘in the inter-industry nquilibrium'procesé.
So far intra—-industry adjustments have been 1noked at, but the same
arguments lead to an analogous proceass between indusﬁries. In re2lity
it is not a separate process but another facet of the overall adjustment
of resource allocation. Tt was argued in Chapter TT that most entry and
exit will occur within the bouﬁds of a single industry, so the inter-
industry equilibration will primerily resvlt from differential rates of
accumulation of assets in different industries. There will be some
movements of firms between indnustries but this is of lesser importance.
Tf there is such a process of inter-industry equilibration, resources
will accumulate fastest in the most nrofitable industries and Lthis will

. . ) .
tend to reduce profitability most quieckly in these industries, This

6) As Whittineton points out, " no indnstry experionced a substantial
increase in profitability. Op ecit p 91. Therefore it is relative
rates of deecrease of nrofitability that are apnropriate Lo the
argument in this context.

5
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latter conclusion is supported by Whittington, who in his empirieal
conclusions finds: "., a tendency for the average profitability ..,

of indusﬁries to regress towards the mean for 211 industrias by an
amount proportionate to theit initial distance from the mean."? This
tendency for inter-indnstry profitability differences to be eroded has
also been examined by Stigler.s Tt therefore seems reasonable to | |
expect that average profitability will be positively correlated with
growth9 énd that both of these variables will be correlated with the
trend in average rates of return., This latter eorreiation will be
negative as the fastest growing induétries will have the steepest (mosf
negative) trends, There is a possibiliﬁy that taking 17 year averages
of these variables will obscure the vostulated ré}atjonships because .
inter-industry diffeventials are eliminated well within that period.
Stigler, for exampie, considers that there is no borrelatien between
annual hierarchies of industry rates of return after A or 7 years.lo
Whittington, on the other hand, has already been mentioned as finding
congiderable persistency of inter-industry differences in profitability
using 6 year averages. Such inter-correlations batween arowth and
profitability would tie in with well-established links between growth
and profitability at the firm level and with the importance of internal
financing of investment. An influx of resources will have a tendency
to lower profitability and the greater the influx the stronger that

tendency.

7) op cit p 104
8) Stigler G J, op cit

9) Whittington op cit » 25, finds his evidence suvnports the view that:
"thore industries which have the most profitable companies have the

faster growing companies."

10) Stigler G J, op cit D 5
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Referring to Table 9.3 where these rank correlations are presented,

we see that expectations are confirmed. The growth to profitability
correlation is quite the -highest, while the correlations with the trend
in average profitability are lower but of the correct gign. The weaker
relations in this latter case probably reflect both the length of the
period and the more complex relationships involved. | |

Table 9.3 : Rank Correlations Retween Growth of Net Assets, Average
Profitability and the Trend in Average Profitahility

Growth in Net Averape
Agsets Profitability
Industry Tndnstry Subgroﬁp
Average Profitability 0.,94% *
Trend in : :
Average Profitability -0.30 ' : ~0.23 C o =00T*

* Significant at the 5% level - see Table 9.2 for test used.

The next question is: how does the inter-industry adjustment nrocess
affect the intra-industry adjuntment?ll Tf resonrces flbwinﬁ into the

industry weres evenly spread through all markets of that industry, any

@

ffect would be upon the industry average rate of return rather than on
rates of decay. The same result would hold if the allocation of these
resonrces ﬁo particular markets was independent of the profitability of
the‘markets. Rut it is assumed throughout that the prafitability of a
market has some influence upon the allocation of rescurces within an
industry. This must apé]y equally to these additional resonrces, Therefore

an influx of resources to an indvstry means an influx predominantiy to the

11) Whittington op cit p 97 finds "the inter=fi-m persistency of
profitability ... negatively correlated with profitability”. For
this he nses the average industry rate of refturn in the earjier

of his two periods = 1948-1954,



Co22%

ahove averagaly profitahle markets, This will rartly affect the
industry average rate of return but the whole effect will not be
absorbed in that way becanse of the concentration of the extra resources
in the above average markets, The remainder of the eftect will appear.

as an increase in the rate of decay in the vositive ranse.

This can best be demonstrated by:a ﬂimp]e example, TJet the inf]nx~6f
-resonrees be divided into two parts, the firét ennomnascing an aven
spread throuch all markets. Tt will only affect the indus 3try averace
rate of return., The second part is that which is concentrnted in thé
above average markets. Tet this, for simplicity, be evenly distributed
through all the above averase markets. With similar markets, this
extra influx may be assumed to lower all rates of return by an equal

amount: Av ., If M markets are of above and N of below average profit-

ability, the industry average will fall by INe and each above’

M
M+ N
: .
average market will move towards the mean by an amount ﬁr%-ﬁlﬁt'.

Therefore the positive range rate of decay will be thus inflated,

The simple‘mode] may be extended to demonstrate the effect upon the
negative range rate of decay. 'The extra influx of resources does not
impinge unon beiow average markets but thé indnatry mverége rate of
return is lowered by == M [5( and therefore the negative range of rate
of decay is also increaged hecause resources flow more strongly into the
above averare markets of the industry. Just as in Chapter TT, the
argument has beén developed in terms of markets, the step to firms is

direct as was explained in Section 2.6,

Therefore once we move from consideration of the process that mowes
firms towards normal profitability relative to the industry, to the

factors and wav industries move towards eqnilibrinm, we find thut a net



influx of resources, wnleas Aigtributed without raspect to profit-—

ability, will tend to raise the rates of decayvor both ranmg.

Unless the proportion of incomine resources that g0 to the more nrofit-
able markets diminishes quite markedly with increases in the volume of
resources flowing in, the effect upon rates of deéay will be an
inereasing function of the prowth rate of the industry. Therefore it
seems reasonable to expect that an industry with hich average profit-
ability will on average have a high rate of decay;l? Wrnm_this we may
derive expectations that growtﬁ will h=ve a'negﬁtivn cnfre?ntion with"

D and the trend in average profitability will have a posifive correlation

with D. The results are shown in Table 9.4,

Table 9,4 : Rank Correlations of Necy with Averace Pr0f1t2b111tv,
Growth of Net Agsets, and Trend in Averace Profitability '

Growth in Average Trend in Aversge
Net Assets Profitability Profitability
Industry
p* -0,14 -0.27 0.65%
D -0,12 -0.26 0.78%
Df -0.05 -0+25 0.83%
Subgroup T

D - -0.09 0.,28%

* Significant at the 5% level. See Table 9.2 for test used.

With the very notable exception of the ftrend variable, the correlations
are weak, but in every case the sign predictions are fuvlfilled., The
argument in terms of the inter-action of the equilibration processes at

industry and firm level is therefore provided with some support,

12) Most researchers find a positive correlation befween concentration
’ and Average nrof]fqblllf‘y, qnd thT‘PhV 1ink hack to the UT'F‘(‘PdthQ‘
section (q 1). See Veiss 1. Y, "nant itative Studieg of Tndustrial
Organisation" in M In+r111ﬂ“+0r (ma), "Franticre of quantitative
Feonomics", Nerth Holland Amsterdam 197], pp 3A3-%66 review tnis

research,
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In Table 9.3 trend was only weakly corrvelated with growth and averagé
protitability, yet in Table 9.4, despite the weak correlations of these
variables with the rate of decay, trend is very strongly correlated

with decay. Therefore an explanation is not sufficient thet relies unoNn
growth as the prime mover of both the trend in industry average profit-
ability and the internal rate of decay. The results do not conflich

with the idea of a causal chain working from growth to trend and influencing
decay en roule, but they do sugeest strongly thet this is not the whole

explanation of the hish correlation bhetween trend and decay.

There secem to be two possibilities, The first is that the other vressures
bringing sbout downward trends in average vrofitability are, like the

one already discussed, more effective in the more profitable markets,

This would bring about a rise in rate of decay as previously argued, The

. .

other nossibility is that variability of avevasge profitability is related
to the rate of decay: "in a less stable industry individual companies
might have more opvortunity to chanse their welative profitebility. for
nl3 . et L P Ce 1
better ov for worse, Refore considering this line of reasoning, the

correlations hetween the three measures of the inter-temvoral behavionr

. 14 .
of average profitability must he examined,” " They are shown in Table 9,5,

The correlation between the trend and the standard deviation of average
profitability is high, as was to be expected, because a large trend
coefficient will tend to mean a high dispersion. The negative sign of

the correlation is explained by the general pattern of downward sloping

1%) Whittineton op eit p 91

14)  See Smyth D J, ¢ Rriseoe & J M Samnels, "The Varisbility of Industry
Profit Rates", 4pnplied Weonomics 1969 Vol 1, pp 137-149. They
renort industrial concentration is insicnificantlv correlated with
trend and variance of industry averase vrotfitability but sienificantly
(5%) rank correlated with the residual variance abont trend,



28

Table 9.5 3 Rank Correlations of Weagnres of the Tnter-Temnoral
Behaviour of Averare Profitability

Standard Deviation of Hegidual @rror
Average Profitability about Trend
Tnduatry Snberovp Tndnstry wangHP
Trend in
Average Profitability- -0.80% ~0,64% =0,70% ~0,51%
Standard NDeviation of
Average Profitability - - 0.,80% o 0.74%

* Significant at the 59 lavel,

trends, On the other hand, the corr@]nfinnvhﬁtwéen the trend and the
standard deviation of the errors ahout the trend line i« ﬁnexpected. Tt
implies that the faster aversge profitability declines, the more irresmlar
its behaviour, A steeb decline over the period will tend to be assoniated

with vear to year volatility.

Tt is apparent from the hirh correlations between these fthree measnres
that it will not be possible to distingnish between the trend effect and

the volatility effect. ™This is borne ont by the very similar correlations

Refore these last two sets of resmlts were introduced, two possible
hetween ¢

explanations of the strong correlation between trend and decay were
The strer

suvpested, Now we are fanced with the more general problem of an exnlan-
the emnis - )

Tegress”
™ _ :
ability. He found an pz of 0,31 uging 21 observations whereas hthe resnlte

ation of the strong correlation hefween decay and all three measures of

7, _ . ? 0.
in Table 9.6, using 17 observations, approximate to an R of over 0.6,
in Table 9.6, using 17 observations, approximate to an B of over U.b.
Refore these last two sets of resnlts were introduced, two possgible
explanations of the strong correalation between trend and decay were

sugeested. WNow we are faced with the more general problem of an exnlan-

ation of fthe strong correlation hetwean decay and a1l three measures of
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Table 9,6 @ Rank Correlations Between D and Measures of the Inter-
Pemporal Rehaviour of Averase Profitability

Trend in Standard NDeviation of Residual BError
Average Profitabhility Averaze Profitabilitv Abont Trend
Tndustry +
D 0,75% . =0 H0O% <017
D ©0,78% . =0,87% ~0,T0%
ot 0.8%% o 0,91% ~0,78%
Subgrou £
D O.QB* ""On 36* —Oe 36%

* Significant at the 5% level, See Table 9,2 for test used,

inter~temporal variations in indvstry average profitability. 'The link
between trend and decav following from the process of inter-industry
equilibration has not been rejected but has been found insufficient as a

fmll explanation,

The first possibility refers back to the process whereby movements of

profitabilitv exnerienced more strongly by groups of firms with ahove

this be generalised to explain the link between the VnWat111+v of industry
:

average profitability and the rate of decay, or is it only relevant %o

1 . .
the trend-decay relationship? The initial sten in consideringz this

¢

question is to apply the argument uzed for the casa just stated tn the
1 v »
other nogsibilities. 8o far we have 1ooked at a fall in - profitahility
(

of above average companies. The case of a rise in profitability of the
.

more profitable companies implies a fall in the rate of decay bhnth above
i

and below the mean. Tf it is below averaue companies that experience a
chanse in profitability relative %o the rest of the industry, the con-—
e d L - . <

clusions are reversed: a vise in prolfitahility Teads to 2 rise in the
vk AP Ammnar oA Pall in nrofitability to a fall in the rate of decay,

clnsions are revaersed: a rvise in pralitahility Teads to A rise in The

rate of decay and a fall in profitability to a fall in the rate of decay.



These contradictory effects make it unlikely that volatility of

industry profitability experience would. lead to an overall‘inflnencé

upon the rate of decay in e{ther direotion. The result we are trying

to explain is a negative correlation between D and volatility, i.e.

that volatility raises the rate of decay, Tn so far as volatility is
mainly produced by the movement of above (below) averase firms, its
effect over a rumber of years shonld be approximately neuteval on the rate
of decay. A rise in the rate of decay wonld only he nrodneed if falls in
profitability weré mainly experienced hy the more nrofitable firms and
rises in profitability by fivms with helow averaén nrrofitability, Thie
would involve a contraction in industry diéparéiOh which is at least not
evident (see Appendix A). Further, it i@ hard to think of an eleanation

for such a continmiing nhenomenon,

Therefore two possihilities are left, ither it is tha trend that e
rodneing the relationship or volatility dnes reflect conditions within
the indnstry conducive to the rapid adjnstment of resource alloecations,
The first argument relies unon the statiatical effect previously emnloved,
but says that clearly the inter-industry equilibration process is not
the sole cause and that some other factor(s) must be operaking to lower
the relative profitability of the more profitahle firma in the industry.
The other argiment is stated by Whittington:

"Tngtability in the environment of the industry, as reflected

in the chanse in its averase profitability, was assorizfed with

rpreater internal mobility in terms of relative .profitability

of the individusl member companies", 15

Stigler Pstablishes a link between the inatahility of industry nrofit-

ability and thé competitiveness of the industry. Ue aroues that:

15) Whittington on cit p 95
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"Competitive industries will have a volatile nattern of rates

of return, for the movements into hish profit industries and
out of low profit industries will - together with the flow of
new disturbances of equilibrium - lead to a constantly changing
hierarchy of rates of return. Tn the monopnlistic industries,
on the other hand, the unusually vrofitable indnstries will be
able to preserve their preferentinl pogition for eonsiderable

reriods of time," 16
Such an argument may be extended to decay rates via the structure-decay
relationships investigated in the previons section. Thus the association
between industry volatility and internal mobility sugsested by Whittington
may be explained (or partly explained) in terms of the influence of

industry structure upon the inter-industry equilibration process.

The last of the performance measures to be considered is the average
anmual dispersion of profitability within an industry., The standard
deviation of the rates 6f return of 211 companies in the industry has
been calcu]a?ed for each vear of the twelve vesr period and then the
standard deviations have been averased over these yesrs. Tt is possible
that in all industries extreme absolute (rather than relati?e) rates of
return decay faster than moderate rates of return., Tf this were so a
high dispersion industry would have faster rates of decay because it
contained more firms with such exftreme rates of return. This leads to a
s v 17 .

predicted megative correlation hetween T and dispersion. Pable 9,7
shows this prediction to be fulfilled in fthe negative and full ranges
while there is apparently no relationship in the positive vrange, 5o in

the nositive range, the rate of decay appears unaffected by the dispersion

16) Stigler op ¢it p 70

17) Whittington op cit p 2% observes A 1‘)0.’3‘iti’(.r@, a(.)rre"l,qj;-jon betwc?@n thf?
ﬂV@ran@‘ﬂrofitﬂbility of an industry and 1ﬁ9 1nt@r-nnmpan¥ d]g?e%glon
of profitability., Stieler op oit p A3 finds such n relntionship but
an %nsiﬂnificant one., his we find a neeative ooTr@latwnn betwean u
qvaragﬁdprofitability and T, these r?su]ts wouln«1ead to Hn,pxpeat?”
nesative correlation between disversion and D, Q‘antr?ry 1na1ngtjnn
iﬂtfji\mn by Stigler's finding (np cit p A) 1".}4:»1: dw.@\pqr-nfnn is Jareer

in eoncentrated industries which, from Hecﬁon 9,1, Jends to a

positive correlation between N and dispearsion,
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Table 9,7 : Rank Correlations of D with Average 'Wi_‘sﬁersion of
Profitability ;

Industry +
D -0.01
D -0,51%
o' ~0,54%

* Sienificant at the 5% level, See Table 9.7 for test used,

of profitability. On the other hand, in the negative range (and non-

sequently in the full range), wide Aispersion leads %o fast decay.
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Section Y.5 ¢ Comparison of N with Whittinetonts Profit Persiatency

: T 2 e - . PR . . .
In his book "Phe Prediction of Profitability", Whittington considers the
ersistence of nrofitahils XS . on
persistence of nrofitability, This is, in fact, the same as the rate
of decay examined in this stndy, Ve only considers a linear resression
equation of rate of retvwrn at time t on that at time t-=1, Wis envation
differs from the ones used here in emnloying six year averasrs of relative
profitability. So his independent variable is the average rate of weturn
earned by firm i over the six years 1948-1954 expressed as a deviation
from the industry average. His dependent variable is similar but relates
to 1954-1960, A further difference is that he did not use standardised
954-1¢ 18 ;andardis

q
data.l“

The vurpose here is to comnare the decay measures of this study

with those of Whittingtnn.20

The average levels of the decay coefficients are showm in Table 9.8,
and it is foimd that the decay rate of six year averages is faster than

for year to yesr comparisons. If the simple first order Markov process

Table 9.8 : Averase Rates of Decay

Whittington* 0.54
Pull range linear (lDf) 0,81
Full range (Df ) ‘ 0.81

*¥ Using only the 17 industries of the present study.

18) Whittinegton op cit Chapter 4

19) This is immaterial for a comparison of linear forms.

20) Whittinston only provides industry level figures,
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.nsed in this atndy were a ful) dgahriptinn of fha intor-tempnrnll

linkages of prdfitabi]fty, Whittineton's rate of decay should he +the
siyth powsar oOf Df. So the avérage of Whittington'e mpasufé should be
0,28, or conversely the averase of Df shonvld he 0690.‘ This diserenancy
is a valuahle veminder that the decay fimetion has 2 very Timited purpose.
Tt is not intended tn provide the bast possihle axplanation of its
dependent variable but meraly to clarify the re1atjon§h%p af relative
profitabilities occuring in adiacent vears, Wor the Forﬁor ohjertive

‘ v . _ . P
it would, at least, be necessary to nae a hirsher order Markov proceﬁs,/~

. Murning now to the rank correlations hetween rates of decay, it can be
seen .from Table 9,9 that they are gnite low, One industry is resnonsihle

for a considerable proportion of the apparent lzck of correlation, Dhis.

Table 9.9 : Rank Correlations Between Whittineton's Rate of Decav and
ﬂf and 1Df A '

nf 0.49

1t 0,44

is the Food industry (no 12): Whittinston's decay measure is 0,27 and

Df is 0,85. TWor this industry, Qhoicé of equation is not ceritical - the
range of possible decay coefficients is 0,84 to 0,85, Therefove a wrong
ohoiée cammot explain the difference; 5 possible snlution lies in the
idiosynératie behaviour of average nrofitability ih‘this indnstry, T has
A steep downward trend (ranked 5th steepest) and a small standérd deviation .
(ranked 15tﬁ)- As was remarked in the previous section, steep frend

usually accompanies a high standard deviation. The fall between fwo siw

?1) Whittington op cit np 97-101 considers various combinations of
profitabilities in previous years as independent variables in

his linear decay function.



year averages will b2 much greater than that observed in year to vear
comparisons where there is a steep trend. Tn most cases this effect

is moderated by the high volatility that accompanies the trend,

Apart from the Food industry, the ranking is not too dissimilar and
may be ascribed to the various differences in techniaque mentioned at

the beginning of this section.



Section 9,4 : Summary

This chapter has dealt with the relationships between the rate of

decay and other industry characteristics. ~'These charscteristics have
been divided into two broad grouns: structural measures and performance
meagures. Hank correlation coefficients have been used to investieste
these relationships which have generally been found 4o be weak. FWor
that reason, the approach has not been to test hvpotheses but rather to

present evidence suggestive of the nature of the relationshins,

Chapter TT showed that obstacles fo cnmpetftion could be exvected to
slow the rate of decay. This was supported bv the correlations found
between the rate of decéy and the structursl measures. So the evidence
found does not contradict the hypothesis that on average high levels of’

concentration are associated with slow rates of decay of profitability.

The performance measures were of three tvpes: firstly, two orthodox
performance measures, average profitability and growth. Secondly, there
were three measures of the inter-temporal hehaviour of average profit-b
ability. T®inally there was the average dispersion of profitability
within an industry. Tt was argved in Section 9.3 that inter-industry
equilibration would link growth of assets to average nrofitability and to
the trend in average profitability. The reasoning is analogﬁus~to that
nsed when considering the intra-industry process of equilibration. This
inter-industry process is not distinet from that orerating within the
industry and the two interact. A highly profitable industry will
experience a faster rate of decay because the industry as a whole is

under strong pressure to force it towsrd move normal (economy-wide) levels

s < s : e a As Je de‘t eTe f‘rﬂ]nd R
of profitability. The correlations snreested by th ) W
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These were: hish growth with high profitability and steen trend,
high growth with fast decay and the various other relations corres—

pondingly,

Trend was too strongly correlated with the rate of decay for the vre-
ceding argmment to nrovide the whole exnlanation., Figh Correlations
were found between all three inter-temporal measures and the rate of
decay. It seemed necessary to conclude that this was not a statistical
effect but rather that volatility of industry exrverience implies the

conditions for a fast rate of decay of profiteability.

The final section of this chanter compares Whittington's estimated
neasures of the desree of persistence of profitability with the rates

of decay calculated in this study, Whittington's figures; being based on
six vear averases, should be lower than the single year figures derived
here, but they are not as low as direct calculation would sugecest., This
is because a full description of changes in profitability demands”gxﬁdre
complex model than that used here. Apart from one industry, the ordering

of the two measures is about as high as could be expected given the

differences in methods used.
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CHAPTER X

GCONCLUSTONS

Refore turnine to the orimary theme - the rate of decay of profitability
and its interpretation as an indicator of the sveed of regource allocation -

the secondary aim of the study will be reviewed,

The statistical technique does relax the diseretaness of the Markov frans-
ition matrix: the conditional or row distributions ecan he treated contine-
nouslyv, Considering various summary stokistics of these nnﬁditionnl
distributions, and in particular their relationships tn the prior varisble
(that upon which the distributions are contingent), does revaal considerably
more ahoﬁt the nrocesas than straightforwsrd resression snalysis, Tn faet

it may be regarded as information abont the error variance-covariance

matrix of the equjva]ent recrassion equatioﬁ, .ﬂnfortunnté]y the synthesis
of the conditional distributions into a sinsle continuons mathematical

statement ahont the whnle hivariate ftrangition matriy nroved too comnlex

an p"xgrnjg.;@ o he w‘()'r'th 9 'hg T\Y‘PI(‘,'f','i(‘.f“] (\‘H' nnt Q,QP\'I‘.hm't'i(’,) T’ewﬂ}"dﬂ.

The theoretical develorment of the primaryv theme was in terms of narrowly
defined prodnats and markets and conseavently maltivroduct firms were

taken to ha tvnical, Tn this ann{gyﬁ, n major nortion of resonrces is
allonated bv manasement decision and bhe n?%nﬂntinn i hetweaen the {temé

of the fivm's product rance, intrv =nd exit are taken tn be common hut o
be nredominantly the resnlts of exnanaions and crmtractions nf eatahlished
firma! prnA”cf ranges, Rirthe énd Adentha are asaumed to be rare phenomenz,
Resonrae alloeation decicions will dapend noon Ehe obiectives of managzement,

, . R b s , " L L
bt whotever these are, nrafitahility of =2ctivities under consideration

will he relevant to some extent, Tha weicht civen fa rrofitahility wil?



depend npon the particular obiective function and therafere the latter

will infjnenne the speed with whirh resnurces are shifted in resnonse ﬁov
varfations in profitability. The speed =1sn depsnds uron. the efficacy of
présanﬁ profitability as a proxy for exvected profitabiiityg as it is the
expected value which directs management Jecisions, The spred of resocurce
movement depends aWéo unon the f1exihi1ih& of capital astock and many ntﬁar
téchnologicn] factors, ®inally, it depends upoh those ohstanles to comneti-
tive activity in an industry such as barriera to entry and olignpaliatic

interdependencies,

The alloecation of resonrces touards merketa offerine hish nrofitahility

and away from those offering Jow profitability leads tn thg‘decgy af market
profitability, Firms will, on average, exnerience chansas in their rates

of retnrn~fhat reflect those nccnrriﬁ% in the markets in which they operate,
Therefore it in to be expected that the nrofitability of firms will deeayv
and that those factors prevaUSWy’mentinned ag influencine the aneed nf
resource allocation will alse influence the firmat rate of decay of profit—‘

Flbil 1 t'_Y'O

The empirical work does establish that decay oceurs from vear fo vear in
all induatries and nearly every subgroﬁp ~ the few excentiona are snueh that
little weight need bhe out unon them, Whittington has nrevionsly shown

that decayv occurs in all indnstries when rates of retnrnrﬂre six~vear
averages, that is, he finds a relatively long period deecay, e nresent;
results confirm that, despite all the disturbances, profitvdeoay is
detectable in short period vear by year analyvsis, The ubiauity of decay
indicates that, with the grouning of firm= used, compefition is working

to bring abont the convergence of profitability. The evidence shows that
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thoge factors which obstruct the competitive proceés are never strong
enough to obliterate this underlving tendency., Tt is important to
emphasize that this evidénce rélates to the size of groups used and does
not rule out individual markets or groups of markets where tﬁe competitive

forces are completely negated. But there are neikther industries nor sub-

- groups where such markets predominate.

The theoretical development 1ed to the view that there misht be djfferannes
between the rate of erosion of hish profitability and the rate of restor-
ation of low vates of return.:' For this.reasnn,'thn rate‘of decay was
measured separately for above average and belﬁw averaie profitéhility, The
two rates of decay were significantly different in a wajority of.cases with
the general pattern being a faster rate of decay below‘than above the mean,
This rather weak evidence disagrees with the generally held view that it

is harder to eliminate excess capacity than svupernormal profits. The
general growth in demand during the period studied may well explain this

apparent conflict,

Allowance was made for a nonlinear relationshin between relative profit- -
ability aﬁ time t and at time t-1. Anv nonlinearity was exvected to take
the form of an incressing rate of decay accompanving increases in the
absolute value of deviations of ovrofitability from the deecay origin, A
nonlinear function was in practice onlv reauired in a minority of cases and
in these the exvected form of nonlinearity was found. The linear form
involves increasing competitive pressure at extreme rates of return because
its constsant proportional decay means increasine absolute decay as rates

of return deviate further from the decay oricin, The nonlinear form
demonstrates thgs increasing competitive precsure more stronsly as it

involves increasing proportional decay.



214y

Perhaps, after(the>eétablishment of the fact of profitébility decay,

the most important copclusion is thst industries do djffef significantly
.with respect to their rates of decay. Tt is, of course, statistically

- significant differences, not economically sienificant 6nes, that have
been'estabiiéhed. This latter problem brines ué_to fhe quesfion‘of the
pléce of the rate of decayvof profitability in detefmihing puh]ic nolicy
on industry structure, conduct and performanoe; Tt was emphasized in the
first chapter that the raté of decay shows how effective fhe forces working
to return the indnstry to equilibrium are; .and that this éontrasts with
sﬁatic measures of market structure which refate tn.the ﬁature of an
equilibrium should it be altained. Wirstly, it is necessary to cuery
whether fast decay is preferable to slow deecay and sécond]y,‘whethmr market,

structure is a good indicator of rate of decay, i.e. whether both are needed.

Tf the eqﬁi]ibrium towardé which tﬁn systém is tending is optimal (in the
Paretian sense), then unless fast decay has direct disadvantages, it is
preferable to slow decay., Wast decay may be disadvantagecus if it hrings
uncertainty and disorder to the industry - none of tha deecay rates measurad
would seem fast enough to raise this problem. The second wav in which

fast decay may be disadvantasgeous is if it acts tn deter valuable sctivities,
T particular, too rapid erosion of hich nrofitability may deter investment
in regaafch and aeV@]opment ag competitive advantares onined from ﬁhese

activities may he too shortlived.

Tn the case where the potential equilibrium state is nof Paretovopfimnl,‘
the quéstion of whether fast decay is vreferable hecomes mare diffienlt,

Profit decay shows the transfer of resources fram fthe unprofitable fo the
profitable activities., This must be a shift fowards the optimm althonch

the indnatrv may be one that wonld reach an eqnilibrinm situation hefore
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an optimum is nttained Abstractfhg from the problems of A sécondlbesfv
ﬂltuafzon, therP must be a nrosumntion that decay brinaq about an improve-
ment and +herefore fast decay is to be prpfprred to slow as 1ong a8 the

dlsadvnntagps of fagt arowfh ment1oned nrev1ously oan be 1gnored.

v Theisécond aspe ect of +hp rélpvance of the rate of- decay fé nuhllc polin

-is the way that thevnewly suggesnted varlahle,relates to oth@r commonly '
emplbyedvmeasures‘of industry oharactefisfiés;i These onestlons were
ekamined infdhﬁnter IX.V Wheory led us to exnect +hat +h9 rate of deanA
would be q1ower in ooncentrated than unooncentrated 1ndustrias.~ The '.:.

7‘evidence did not‘rontradict‘this;} Thprpforn 1t seems that, on average,
taking note of fh@ rate of decay in an industry appralsal would - not confllet
with the ev:dence of 1nduqtrv strucfurp., On the other hand the correlatlon :

,between deoay and concentratlon was low and suggpsts that decay can onlv

' be taken ncoount of by 1tq expllcit incluslon and not 63 reliance on con-

centratlon ‘ag a proxy'.

The relatibnships between decay and variouéj@erfbfmancéféhafacteriéticé

: werevléss.éﬁmple; They were éonsiétent Qith an iﬁteiaction betweeﬁ;iﬁtér—
and intra=industry allocation érocesses. 'That'is to gay,‘an,induéfryvof
high profitabi1i£y Qou1d be exbected‘to grow quicklyﬁéndvto héve avrelatively
rapid decay of industry averageﬂprofikabiiitf'tQWards the‘economy-widé

normal level. The proceés}inVolvedAwéula'affect;prdfitability relativities -
within the industry and lead to & high rate of decay of firm profitability.
This now leads to a conflict befwéen theAaverage prdfitability vafigbie

and the rate of decay. Preferred values of one'tendftov§000mpany less

preferred values of the other.

‘ The whole eaﬁilibratingvprocess between and within industries lends some

attractivneds to a pasgive industry poliecy. Tntervention then hangs
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upon whether the processvis wdrking quickly enough and this is a problem |
area that the economist is ill—eéuipped to ﬁandle. Th1 has airpadﬁ been
geen at the 1ntra—industrv 1eve1 where no minimum aoceptable value of the -
rate of decay could be nut forward.- But the queqtlon of 1ntervent10n is
not restricted solely-to timing.~ The rela+1onsh1ps between the varlous
nerformanoe measures are average relatlonshlps - there w111 be cases wherP »
there is 11ttle evidence of self—equlllbratlon. .The intra-lndustry process
'applles on average over the markets of that 1ndustry and there may well

:be markets where no- profitabillty decav takes plaoe. A 1alssez~fa;re

conclusion is not necessarlly appropriatp.

In summary, the decay of proflfability ha- been found in nearly p&ery
inﬁtance examinpd.' chause the rate of decay of profltability measures
the - speed of rpsource allocation, 1t 19 a relevnnt var:able to 1nclude in
any assessment of 1ndustry performance and, because 1ndustries may be‘
dlstlngulshed statlstically in thls respect, 1t is a, praetical Varlable_ H

_ for suoh use.
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APPENDTX A

ANNUAT, DISTRIBUTIONS OF RATRS OF RRTURN o

‘Summary statistics of the distributions of rates of return on
net assets are provided for each 1nduétryifbr,each of the yeafa

ji1948-1960. :

See Chapter IV~Seétidn'5 for definitions'anq:summary;
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APPENDIX B

© TRANSITION MATRICES ~ TINDUSTRIRS -~ .

See Chapter V*Sectidn T for definiﬁiona aﬁd‘ekplanatiohs and'

“Section 2 for discussion of these data,




CLASS

INDUSRTRY

2.1450
1.604¢C
1.4100
L.2440
1.1270
1.0106
0.9174
0.3432
0.7589
0.6740
0.,6071%
0,5546
0.4978
G.4540
0,3956
0.3269
0.2657
0.21417
D,142%3
0.0634
C.0238
~0.0440
"'Do 8(7:)05
T 00,1437
-0.2077
-0.2524
-0,2985
-0,3800
~0,4252
~0,4983
-0.5624
~0.,6177
-0.6868
-0, 78B4
-0.8a821

-0,9690

-1,0860
-1.2420
~1.4450
~2,0750

1

MID~BT

MEAN

17370
103490
1.1760
N.8804
(1.7273
(H,7745
0.8180
n.7103
N.6743
(.6616
fi.6109
N.521%
D.e4447
0.2136
06,4122
n.2u72
0,2189
N,1866
0,1688
D,0211
0.,0098
D.,0588
-0, 1{144
-0.1216
~.4348
~0.2115
~0.2921
=0 3030
~0.,3858
-N,4623
-0,6027
~0.4609
-0,5473
~0,6923
~(1,9433
~0.8799
-0,9320
-1.2490
~1.2680
”1-5290

VARTANCE

0,3592

0.

2336

6.2512

0.
n,
0.
0.
0.
G.
n,
0.
0.
G.
0.
0.

2717
2B37
2912
30990
2119
3932
2932
189%
21572
2639
2338
3820

b.1308

e.
.
n.
0.
G.
0,
0.
0.
0.
0.
0.
0.
L2973
n.
0.
G.
0.
0.
0.
0.
0.

0

0939
2630
1110
1807
2491
3555
1592
3075
2021
0827
4467
2302

1122
2767
2347
1904
1812
2730
5346
2411

0.3792

0.
.n.

6195
4747

SIGN

i ¢« 4+ 1

I+ + 3 4+ &+ + 4+ + 13 4+ <+ F A+ YL FEE DAY+

SKEWNESS

0.2957
6.0410

0.4378

0.2519
n.0861
0.1236
0.3248
H.5388
0,3479
n.oas7
D.3922
n.2500
N.0349
1.9000
0.1268
0.3108
0.2087
0.0026
0.1372
.1040
3,8260
0.0863
0.7690
0.0057
0.0081
0.2709
0.1723
2.,7070
3.1242
0.1007
0,140
00,2943

0.0023

0.3630
0.7224
0,0162
0.3044
0.1292
0.0350

262

3,0080
2.8000
3:.4490
2.7850
2.4970
2,3240
3.3610

14,4750

5.4030
Z.0360
5,0420
29652i
3.2780
2:5420
734350
23870
2.4570
33,3300
2.1250
6,1390
2+.1980
&.7880
2.7500
6.3340
2.6240
2,3130
3.5330
4.,4250
7.9620
3,3340

C 243940

3.6650
2.6230
55,2320
3,9520
3.1810
2,8220
4,4410
3.5370
2.,5920

KURTOSIS

Prre—



JHRDUSTRY 4

oo

CLASS MID-PT

2.5320
1.2990
1.7970
1.6730
1.5580
1.4700
1.3320
1,3100
1.4570
1.2090
1.1850 .
1.1040
1.0640
1.0090
0.95417
0.9138
0.8778
0.8406
0.8043
0.7799
09,7462
0.74.13
0.6661
- 0,6349
0.6102.
0.5891
0.5721
0.5408
0.5260
0.5008
0.4794
0.4614
0.4406
0.4224
0.4075
. 0,3392
- 0.3652
0.3395
0.3204
0.2981
0,2726
0,2485
00,2309
0,2100
0.1682
0,1677
0.1447
0.,1233
0.1012
0,0821
0.0639%
0,0451

MEAMN

1.8530
1.5390

15210

1.2720
1.1720
141670
1 U'SQ(J
1.0670
1.2170
1.0500
0.9832
0.6252
0.B667
0.893&3
06775
0,632
0.5881
0.5994
0.,4742
De7077
0,74585
0.6889
0.5907
0.5187
0.,5371
G.5206
4619
0.3744
0.3469

0.3773

0.2199
0.3247
0.3971
0,4018
0.3023
0N.3182
0.2850

0.3167

0.3446
0.2090
01,3307
0,1618
0.1719
0.0945

- 0.1971

0.1828
0,0458
N,0303
0.0870

- 0.0507

VARTANCE

0.4157
6.5223
£.3956
L5578
.4068
2336
L1668

L4741

o

3250

4141
L1486
L3485
6.3272
0.%5764
5.241.0
(.2900
0.4013
0.2912
(,3041
0.6474
0.2161
0.,1888
0.4737
0.3172
0,1299
0.2035
(.1D085
G.1779
0.2992
0.1927
0.2471
06,1398
0.4265
(,4478
0.1435
n.2127
0.1636
0,2710
0.1922
0.1865
0.3707
0.2817
6.2171
0.1165%
0.1041
0.1471
0.2815
0.2458
n,1822
(.1533
0.1612
00,2538

SIGN

-+

g

]

I R

11 8 1 1 F + 4 33+ 2+ 40+ ¥ 1 4+ 311 F 1t A e+ 4 Y

SKEWNESS

06,1200
0.5797
0.,2012
p0.0001

0.7379

0.3096
0.09714
0,3754
0.39Dn4
p.0016
0.1448
1.2808
0.0000

0.3725

0.7428
1.0220
0.1450
0.8392
0.0112
6.2054
0.1805
p.0091
0.,5678
0.0511
00,6766
4,6550
0.4187
0.0036
2.2970
1.0640
00,1811
1.2780
13.1600
6.7840
0.1847
0.35640
0.0374
0.5858
0.5643
1.2710
0.0178
0.6472
0.0073
0.0123
0.0106
0.1377
0,2985
0.5041
0.1822
0,0293
2.7640

263

KURTOSIS

3.5940
4,9510
4.6890
2.1520
306530
2.6710
3.3290
3.6820
8.2620
2.3440
3,6930
44,1380
3.9290
4.8860
3.4970
4.7950
3.2710
6.0610
3.2010
4,2720
2.1370
2,3350
5,190
2.5060
§,9440
10.3500
3.1490
3.0870
7.6330
4,1070
4,8120
3,7850
18,9200

11.7700

2.6770
2.9360
5,7210
3.3660
4,2160
2.8230
4,5020
3,0130
5,0600

3.2420

2.5800
4,5970
3,7710
3.3230
3,5060
2.0980
2.7180
9,9480



2614

(IDUSTHY 4 (CONTD)

CLASS HID-PT HEAN VARTANCE SIGN  SKEWNESS KURTOSTS

0.0260 0.0218 t.140¢9 + 0.1275 29,7770

0.6599 ~0.08%4 0.1667 - 1.7660 4.7450

~0.0k4d -0, 0858 0.3947 - 1.6240 5. 0610

: ~0,0226 ~0.0885 0.1529 - 0.,0050 73,2480
g -0. 0237 -0, 0057 .2148 - 0,8041 3,2900
‘ -0 05948 ~0. 1957 0.1864 - 0,0235 3.2250
: ~0.074¢ ~0,1380 0.1011 + 0.5933 4.1760
-0,095¢0 =0 ,1920 0,2278 - 2.1200 5, 0350

~0.1140 0.04%9 0,1630 + 0.11447 2.7570

~0,1352 0., 0724 0.1579 + 0.0640 3.712¢

-0.1577 -0,1122 0, 1271 - 0.11R88 2,.05%0

n0, 1757 ~0, 1057 n,1814 + £.0197 17850

=0,1955 "0.1616 0,1533 - 0.05%6 2.6820

-0,24130 “.273Y G, L339 - f.3058 2 23R4T

-0, 2291 ~11.2598 0.,2169 - 7.3370 12,9700

-0.2489 =0.,2872 0.,1324 - 0.5023 3,6540

~0.2661 -0,1926 G.239%6 - 0.6027 4,0460

~0.2512 -0,3743 6.1189 - 1.5040 6.4860

~0,30598 -0, 4480 n,3154 - 2,2%00 6,73510

“0,5320 02741 6.1097 + n.0nL4 2,6990

-0, 35496 -1,439% 0.1244 - 0.0327 3.,3600

-0, 3646 ~0,3299 (.2237 * 0.0269 5,7230

~0,3913 ~0.27564 0.0928 + 0.0406 2,9730

- -0,4133 “N,2428 0.1732 + 0.047% 33,1760

-0,4417 ~0.,4265 n.3112 + 92,2810 7.94%0

-0 ,452% ~01,6499 0.2041 - 0.1178 2,4340

~0.4342 -N.5473 0.4361 - 1.1080 4,0210

-(,50681 -(,5284 0.,2429 - D.64hK6 4.21480

~0,5283 -0, 5520 0.2063 - 3.8550 8.9070

~0,5529 ~0,4656 60,1908 + 0.1080 2. 7880

~0,5793 ~0.5435 (1.2237 - 0.0766 3.6500

~0.5989 ~0,5334 0.108% + 0.0044 1,9030

: -0,6215 “0,4484 0.1808 ~ D.0082 3,4190
; -0.,6509 -(.57R8 (.25858 - 8.2390 13,7900
; -0,6843 ~0.5153 6.2795 + 1.6720 5,5950
: ~0.7126 -0,7130 0.4215 + 0.0986 5,8470
: -0,73%91 ~0,B013 0.,3074 - 1.5410 85,1430
: -G.7667 ~0.7776 ,2226 - 0,7051 4,9550
~0,795% “0,5599 0.2731 + 0.4017 2,7940

-0.8237 -0 ,7838 0.1452 - 0.5881 3.0500

~0,8489 -G, 7651 0.1073 - 0.0106 2.7510

-0,8862 ~0.6718 0.1040 + 1.5670 65,5180

~0.9158 -0,5034 6.4185 - 0.0956 5,N0630

-0.,9407 -0.95%8 0.3436 - 3.3370 6,7660

-0,9740 -0.,7962 0,2418 + 0.0447 4,9450

=1,0760 ~(1,7822 (1.,2063 + 0.7740 3,3310

-1.05820 -0, 8649 0.1569 + 0.0136 2,6330

=1,1140 -0,8762 .2096 + 0.2338 3.8460

~1.1790 ~0.,9721 n.1093 - 0D.6428 4.,8920

-1.2480 -1,0%30 06,5512 + D.1290 3.49910

-1 .3540 «~1.0830 6.3187 - 0.4129 2,5360

~1.4720 ~1,1340 0.6506 - 0.0517 2.5460



oy,

Iy

INDUSTRY 4
CLASS MID-?T
~-1,6820
~2.3170

CCONTD
MEAN

~1,3220
~1.,5100

VARIANCE SIGN  SKEWHESS KURTOS 1S

0.3060 - 0.0624  3.1400
0.4411 = 0.1596  2,2410



INOUSTRY

2.34850
1.8%10
1.5320
11,3500
1.1340
L0110
D.2314
n.8176
0.7256&
0.6349
0.5551
N,483%9
0.4179
0,3671
0,3026
0.2427
0.1L957
0.1518
0.1036
0.0546
0.0020
~1. 0491
»~0,0966
~0.1414
-~0,1523
~0.2434
~0,2851
~(.3309
-0,3731
~0.4272
~0,4824
-0.,5330
-0,5697
-0,0293
-3.6913
-0,7468
-0,8260
~(3,9145
-1.0310
~1.1%940
-1,4310
~2.0670

=
o

CLASS MID-PT

MEAYN

1.5440
1.4790
13160
1.0210
0.9786
G,9326
0.6410
0.7674
0.5553
0,5289
Dedalid
n.527%
0.1743
0,2287
0,1740
0.2884
0.04%6
~0.0146
D197
“0.0361
-0,1135
=0, 09069
~0.1525
*0s23IRH
~0.1522
“0.,2902
“0.27%5
~0.3240
~(.3415
~N,4536H
-0.5424
-0.5629
-0,%132
“0.542%

~0.,5959

~N.8048
~0.7456
~0.7702
=1.0480
~1.0610
-0.8600

VARTANDE

n.9707
0.5763
0.5722
0.4960
(.3655%
0.3934
0.2597
0.1851
0,1850
J.3L62
0,3226
H.213%0
N,295%9
60,0868
0.2304
0.2493
0.1870
N.1738
n,2188
.1148
0.3363
G.141%
0.5%003
(6.2024
G.2414
0.32%0
0.2477
0.1747
0.1585
0.2473
0.2362
0.4769
0.2428
0.2379
0.2951
N.4288
0.2377
0.2246
0,3401
0.4479
0.3310
0.7063

SIGH

-

+ 1

3

4+ & 4+ 3 4+ 1 & 4+ 4+ ¥

LI T TE T T B B . N . T T R T S R R T

+ 1 %3 4+ 4+ 1

SKEWNESS

9.3320
1.4200
0.147¢
f1.0008
0.2128
0.0004
0.3041
D.1336
0,0000
n.8827
1.4150
1.0120
0.0158
0.10%6
2.1400
p.0879
1.2280
2.1400
1.2230
0.5609
D.9557
2.8320
0.6865857
2,1290
1.5690
0.03h1
0.0146
a,0901
3,020
0.3179
0.0017
0.2823
0.7594
0.0794
0.1696
0.2063
1.2890
1.4710
0.7251
D,9662
0.1803

26b

- =
™

] Ko
N
fan }

TP R G N D LT D
T TG s
h ~N WL
o}

7 4
» s -
[S20 S I
O = 0N
PN ey S
OO

2,519
R4199
3100
2180
1750
6480
azan
4,1640
4.4090
6.86410
6.0540
4,63%10
5.6230
4,7100
3.4800
2.6360
8,4750
33,8020
6,4580
3.4340
4,3370
2.7620
2.39290
2.8140
5,1130
5,3360
3.6190Q
3.9510
4.,1740

b3]

~
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-0,1331
~-0.2175%
-0,3053
~0,3850
-0.4542
~0,5478
~0,6523
'0@7861
-0,9272
"'10 0‘559
-1.284¢C
-1.96490

6

CLASS #iD~PT

MEAN

1+4550
142176
0.7941
0.7437
N,6902
N,68R3
D,6628
1.3519
0.513%4
,4194
H.2774
0.,13%4
01514
N.2771
~0.0220
00,0908
0.1934
~0,01437
~0,12568
~0.,17561
~0.1434
~3,3600
-0,2606
~0,5876
~0.%5838
-0.7298
=0 v8375
”006413
~01.,8120
=1.51790

VARTANCE

0.7035
¢.4893
0.2600
0.2923
6.2324
0.2316

S 0.1727

0.218%5
0.1944
£0.2301
0.164H0
1.14%3
0.3478
0.2835
6.2111
6.13537
N.3964
G.3408
§.2155
0.3269
0.3555¢8
6.,4382
0.2765
0.3964
n0.4420
G.,1911
0.2597
0.2866
i.7473
(.5477

S1GN

1+ + F 4+ 4+ 1+ 4+ 1 4+ 33 3

i3

¥+ &+ 4 > 8 3+ 3+ 3+ 33

SKEWUMESS

11,4680
145570
0.1581¢
0.1414
0.1625
0.08%99
g.0n06
0.4453
0.2737
0.806¢
2.6630
.6485
5.0264
N.1262
J.4408
17320
0.6617
1.5320
0.3008
12930
g.4271
0,8511
1.4460
0.6301

V3307
H.0612
0,2509
2.2260
0.8074

2671

KURTOS1S

4,9490
65.0650
L2805
2760
3480
7241
30790
5600
2620
3047
65180
GoGH
g9z40
2450
6650
973G
33,2630
5,5850
3.4470
4,8290
3.,8750
4.9250
4,4650
4.08650
33,0100
2,002¢0
3.1174G
6.6440
5,6890
1.8770

NN RSN IS BN R R I 2 N ]

* & e e e =

BN
P
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-
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TN

ClLA

NUSTRY

SE MID=pPT

2.,3310
1,7490
1.5400
1.5470
1.1200
1.067¢C
0.9807
0,8803
.8054
0.7467
(0.6857
., 6287
06,5867
D.5461
0.5080
L4673
0,4261
0.5921
0.3623
0,5282
0.,2943
0,2656
0.,2301
),1657
g.1721
g.1416
0.1168
0.0380
0.0598
0.,U330
0.012¢0
~0,0160
-0.0408
-0,0617
-0, 0890
~0.1171
-0,1391
-0.1601
-0,1824
-0,2027
~0,2249
~{.2484
-{}.,2689
~3.2395
-0,3165

o ~3.3503

~0,35817
~0.4159
~0,4454
~0.,4578
-0.5%5237
-.5688

7

MEAN

1, 8860
1.3110
14780
1.0610
1.075%9
(1.7798
0.7198
N.6963
D.7922
1.B55%2
0.4817
0c4§a0
0,4997
0.4206
0,3244
0.3702
0.3187
0.2075
n,222a¢
0.2111
03098
0,1960
Ne2?217
0.,1995
N.06725
0.,0209
6.0522
~5.0894
06,0120
00756
0.0167
~0.0076
~0.0890
-0.045%4
0657
D.03%1
~0.,0556
-0.2826
“(.1848
~0.,29861
“0,2249
“0.1874
~0.2648
-0,4015
~0.2710
~0,3716
~0.4273
=“0.,2236
~0.4047
-“0,4121
~0.4769
“0,4738

VARTANCE

D.3218
00,4435
0,.1701
0,2340
[.74%58
0.2090
0.2094
00,1666
0.3663
0. ??6%
0.1046
0. Aogﬁ
0,154
G.1219
0,1061
VLU9T G
0,113
0.1259
0.,2223
N.1336
n,0723
n.40718
0,17958
G,13864
Nn,1910
N.1444
00,1427
0.2155
i.1064
0.0933%
N.1342
0,053
f.103%4
0.066%
0.0790
G,1451
0,133¢
N.,1743
§.061%
§.2015
0.,1484
0.0619
0.06685
0.1112
0.06352
6.1333
0.4040
g.11610
0.2362
0.,17366
0.3878
0.1443

SIGN

i

I+ 3+ 1 3 1 3 3 0+« 11 %Y 4+ 1 14

T+ 1 4+ +  + 3 ) ) 4+ F A A+

+ 1

SKEWNESS

e 09E1
1.0400
a,4571
0.0045
D.0Nn44
0,0014
11330
2.64440
D.1295
00,0047
0.,0218
.8800
p,013%0
0.7193
D.1501
(.4269
0.0209
1.1552
00,4433
0,0020
0.4539
n.00n32
3.4170
0.0109
22,6160
&,00%0
D.,046%

1.6240
.3572
0.2027
D.3048
HD.9070
0,5252
G.5242
N.6832
1.3180
0.9644
1.0880
0.0007
2.5750
0.4%09
06,0639
1.21.30
0.5070
p.N239
0.1136
1.3350
0.0289
3.6430
1.64060
65,3031
p.0103

2%

KURTOSIS

0760
17660
466490
7.99%20
2.9210
S.1200
2.3740
0. 3870
2.399D
Z,2850
2,8¢00
2,6030
2.693510
242730
55,0550
2.6100
3.,4020
2.8000
6,25%0
A,1730
B.B060

13.43n0
3,559¢0
4,1630
5,0210
2436080
3.0490
4,3010
5.9510
2,9350
3.86%0

7250
3.9660
T,3080
2.1210
7.5820
3.,7170
2,5570
4,1330
¥,4140
4,4R20
3.3180
5.6420
2.5770
9.,7850
9.1260

12.7030
2,2690



269

HDUSTRY 7 (CONTN)

GLASS HID~-PT MEAN VARTANCE SIGN S THNESS KURTOSI>
-0.6562 ~0.4644 0.3150 + 0.0068 3.21210
~0,6565 04691 0,095¢ - 0.0131 1.9650
~0.7059 “0.6855 0.11%4 + 0.1562 3.2110
~0,7762 ~0.4992 t.3111 - 0.0n06 3,0000
-0,8436 ~0.,6105 0.2197 - (01.06232 4.6920
-0,9060 “0.8508 (G.2923. - 1.2150 4,4470
-0,9716 ~0.719¢9 0.1660 + 0.1999 25810
~1,0720 ~0.7378 0.2332 * 0.1349 5.2790
-1.37%0 -1.0880 0.5699 + 0.0323 3.2940
~2,0580 =1.4930 0.6326 + 0.2222 3.8100




1’\0

TNDUSTRY 8

CLASS MID=RT MEAN VARTANCE  SI6GM SKEWNESS KURTOSIS
1.6420 11,1040 0.6%72 - : G.7325 2.20%0
1.1200 D.7107 06,4302 = 0.2712 2.92710
0,7978 0.,6572 0.5318 - 0.1574 2.39.L0
0.5650 D,27%2 0,3401 - 0.2215 3.1730
0.4007 0,264 0.3159 - 0.2846 . 3.5000
0.2210 0.0620 (1.6743 - 1.8760 7.4541
0.0402 0,133% n.n222 - S n.5067 5,06660

~0,2836 ~0.2922 0.4336 - 0.5710 3.4390
~0,45897 =0,2940 .686% - 0.1325 2.9%920
-0.8457 ~0.4380 0.4687 - + - 0.0198 2.8050
~1.5530 ~1.00790 60,6838 - G6.67G67 . 4520




CLASS

TNDUSTRY

1.89220
1.474Q
1.1940
1,00630
(t,4487
0.6082
0.5830
0.4654
0,359
0.2788
N,1920
D.0%942
G.0180
-0.0679
-0,1447
~0,2488
-0.3538
-0.,4%21
~0,5546
-0,6728
~0,5253
”Ov9858
=1.2700
' ~1.8790

G

MID~RT

MEAN

144390
L0670
0.7781
0:6824
0,3847
0.3927
0.63%56
0.,3792
D.6791
0«2443
“NLi097
\00436
D.07%6
“1,20e8
“0.2649
~G.1197
~0.5743
“0.36068
~0,4077
~0.5177
~(.5785
~0.5830
=0.7344
-0.92%9

VARTANCE

0.4878
N.3491
0.5065
(.510%
n,9714
0.4710
f.2212
0.3967
0.5883
N,460%
0.33%65
n,4028
n.%377
0.3158
1.8967
N.5233%
0.5252
0.3%24
0.6502
0.3265%
0.3414
0.3114
0.3966
0.8471

SIGN

1 ¢ + 1

t 4+ 1+ 1+ + 11+ 311

3

4

SKEWNESRS

0.5490
N.1073
0.597%
0.5764
1.5%60
0.5639
n.0220
G.0840
2.5410
0.,4663
0.,0232
0.1615
D.4043
1.0%00
D.7274
04697
0.1238
0.1624
0.0114
1.0490Q
0.0095
Gg.2098
N.0314

21!

KURTOSIS

3!411ﬂ
2.,4830
3.2840
3.0980
4,7630
3.1300
3,1430
205463
5965ﬁa
3. 0040
2.5250
2eh850
4.54714
3.9790)
3.4610
3.4010
2.4610
2.176&0
$.4210
3.6140
3.1700
X.4170
%.6450
2,945Q



INDUSTHY

2,1770
1,5730
1.3180
1.1440
.7845
0,3459
0,7198
0.,61.77
0.5594
0.4346
0.4260
G,3625
0.2905
0.2283
0.17610
0,14469
0,047
0.,0026
~0,0432
~0.0857
~0.1354
~0.1873
-0.2530
-0,2960
-0,3613
-0,4295
-0,9165
""O . 5919
-0,6822
~0,8124
«0,9678
~1.2520
~1.,9040

11

GLASS HID=pPT

MEAN

143620
1.,2080
1.,0920
0.8826
06,9016
n,593%1
06258
t.60%4q
00,4447
0.4932
.3142
G.1670
0,2674
0.0551
0.,0860
N QP00
~0.0345
-0.0619
"Qn2447
~0,.15%1
~.4549
~0,1997
“ﬁ-26ﬁ1
-0,3151
-0.3951
~3.4684
~0.273%7
~0.,4033
“01,5469
-0.,7174
-0,7101
“0.8899
-1.0590

VARTANCE

n.7028
G,3041
D.4159
0,2976
0,3987
fi,3601
0.3151
01.2133
00,1120
G.114%
N.30%4
n.30546
0.210%
0.10630
0..818
0.0714
H.2519
g.1102
0.2180
n,1671

- 0.3244

06,1593
0.1603
0.4249
0.495%
0.4506
D.1341
0.2402
0.1065
0.4513
0.2738
n,4777
0.6117

SIGN

+ 3

1

]

i+ + 3

§ 2 ¢ + 1 + 4

3

2
b

3

3

i + ¥ 3

1.3780
0.0010
D.4117
00,1745
0.6616
0.0129
N.2621
G6,4220
0.0136
0.0598
1.0970
2.3500
0.60048
G.9%4%1
0.01926
0.0000
4,0620
0.2394
3.5000
0.01948
3.73%20
0.0921

" 1.6910

1.2060
0.2186
0.5630
0.0262
02277
0.4043
G.5678
0.0292
0.0165
0.0385

272

KORTOSIS
B,45010
2.8940
5,7340
3,3240
4;1248
2.74310
4,8320
x.7080
2;6670
X, 3510
5,4250
5.1719
5,28%0
4046&3
3.1510
2.1520

3.6010
2.9040
2.,2820
2.6130
4.2720
2.2500




TNDUSTHRY 12
CLASS MID-pT

2.,4900
11,9090
1.5590
1.3880
1.1a820
1.0%70
0.9449
S 0.B8199
p.7320
D.6A50
0.6026
D.5476
0.4832
0.4544
0.3673
0.3450
0.2627
0.,219%
0.1717
0.1249
0.0765
0.0326
-0.0113
-0,0853
-0,0956
-0.1370
-0.1884
~0,26006
-0,3172
-03,377%
~0,4335
-0,4933
-0,5%77
-0,6077
-0.6275
”0‘7§1i
~0,8366
~0,9250
~1.0140
-1,1530
~1.3420
~1.5610
-2.,0790

MEAN

1.2020
13280
1.395¢
1el140
0.9489
N.7741
H.7146
N.634%
0 6917
05102
0.4589
1.2952
.217%5
0,3525
0.3421
0.,2170
0.27926
N.1238
Ne1403
0,1123
0.0477
0.0365
~0.0344
~0.1479
=) .1465
-0.,1261
-0,2800
~0,1641
“0.,3577
'Q04533
"ﬁ158”7
"015467
“0.6176
-0.7511
~0,5785
-0,6755
"008209
-1.9613
“0.9726
"1:2140
-1.3230
~1.3290

VARTANCE

0.5479
6.%401
0.7612
0.4365
f.5227
0.9429
0.4700
0.2754
0.1726
(,2363
g.225%0
N.,z20988
0.72243
G.2310
H.2470
G.1084
0.1244
p.1317
(t,1254
0.1523
0.3177
0.1365
0.2224
G6.15%0
(.2687
G.1340
0.1408
0.1142
0.1406
n.1520
(.1986
0.2693
0.2983
0.4778
0.2164
0.2225
0.2853
0.1411
0.1918
0.3835
0.4563
0.4415
0.5844

SIGNM

1 4 3 3 3 1 ¥ 1 3 3 9

+

4

+ 4 % 3

1 5 1 + + 3 ¥

1

} o+

H

+ 1 11

+ 4+ + 4 ¥ A+

SKEWNESS

1.4340
0.3246
1.8090
0.9314
1.2250
0.6658
3.3420
06,0008
0.2021
0.0066
0.0069
8.6056
2.9020
0.1895
1,6590
6. 0540
0.8550
0.9139
0.0246
104190
0,1134
0.6069
G.8699
2.3980
1.7480
0.0366
0.0011
0.5486
0.0329
0.4231
0.,1857
0.1817
0.8855
0.1747
06,0194
23850
0.4528
0,9246
0.8993
1.2710
0.0263
0.0426
1,0470

13

KURTGSIS

4,3130
B.7170
23460
4,4060
2.7934
2.2730
214D
7.50720
3:2409
5.91910
2.8770
3.7820
5,8910
3.4550
§,1640
g.0690
2,535
4.8216
7.6685(0
5.1540
2.3470
2.1820
Z.4390
X.5200
29630
2.9830
4-0340
B.5560
%,147Q
2.,4870
65,0350
5,0020
4.6140

~4.4620

4.8780
2.8320
3.4610
4,4770



CLASS

THDUETRY

2.95290
1.9220
1.,6480
1.4110
1.,2150
1.1090
0.9R76
0.9050
0.8000
n,7252
80,6349
0.5989
0.5492
0,493%6
0.4%30
0,3878
0.3473
0.3215
0.,2792
f,2315%
0,1897
0,1628
C,1746
00,0975
00,0662
06,0376
- 0,013%
~0,0131
~0.0350
0,062
~0.0929
~0.,1220
-0.1569
~0,1859
~0,2113
-~0.2376&
~0.2534
-0.2946
~-0,3305
~0.3706
-0.4058
) ,4423
"'004752
~0.5318
~0.,5329
-.,5729
=-0,6210
~0.6599
~0,7165
~-0.7520
-0,8112
~0.8747

MIn=pT

MEAN

2. 0680
1.54%0
1.,4060
111560
N.964¢6
00,9796
10460
0.,7575
0.8403
N,7681
0.6388
0.57495
N.4846
0.40%97
0.2346

(.3506

03678
0,2296
1927
D.,1665

0,2554

B.1460
=0.0276

000?66

0.05%6

0.1084

D.1261
-0,0612
~0.1140
-0.0771
~0,2090
~0.1535
“0.2547
~0.1608
~0,5274
~0,2954
~0,3511
~0.2404
~0.,4135
~,3972
~0.4616
~-0,6193
~0.4449
~0.,57922

~0.5481 .

~0.6125
-0 ) 68\56
“0.6759

-0.75%2

~0.6771

-0.7822

VARTANCE

f.353%

- N.435%6

H.219%
4.3133
0.15661
6,1945
H.1691
(.1924
§.1887
0.2202
00,4438
B.1415
(.1093
f.1697
0.3505
0n,2362
1,1266
1.1074
0.,3332
0.0549
G.1776
0.6488
0.2297
0.1061
0.0357
0.0871
6.N9%3
0,0804
06.0590
1.1497
0.0647
0.1439
H.2084
0.,0481.
0.135%
0.255%
0.0637
0n,0682
N.0462
0.1156
0.0830
0.0933
0.1534
0,0898
0,1381
0.1238
0.0645
0.038%
0.2247
0,.0384
0.0941
0.0761

SIG!

i

R

3

T 4+ % 3 ¢ 3 4+ + 3 ¥ + &+ 4+ 1}

P+ 3 3 4+ 4+ + 1

P+ 1+ 1 1 + 4+ 1 13

¥ Yy + ¥+ 1y

+ + 1 1

SKEWHESS

G.5468
0.6277
0.9654
2.8087¢0
0,0013
0.0440
0.4653
2.7060
0.1949
Q0.0012
0.0887

1.0440

6.7307
4.592(
0,2%410
N.2244
0.5454
g.1228
3.75%44
2.5120
G.5247
16.2000
0.0621
H.0334

4,4940
4.8740
4.,0278
6£.0740
85,4300
1.9450
0.8833
0.1967
06.81n3
1.8440
0.7934
2.2000
0.9841
7.2040
0.9959
0.4394
0.0000
G.0010
0.3515
1.8510
0,487

274

KURTOS1:

5.0940
3.,3860
E,4%40
§.2560
2.EBAD
3,165%0
X.21580
H.0100
6,3290
3.7930
72890
5 .5580
246290
4,2100
#,719%0
611048
3,1380
4,3030
£.2%20
3.7300
8,4380
2.6760
20.5700
4.6320
2,9850
3'4920
3,0890
4,06310
2.9320
5.7B460
2,880
16.0600
7.2650
2.85290
11.7100
13,9800
5.5150
4,9070
~ 2.:849(0
6.1880
9.,.9440
4.2590
63000
55,7020
13.5400
4,310
3.9400
2.8240
4,3159
2,9740
5,3960
3,5600



TApuUSTRY 13
CLASS MID=pT

~0.93%82
-1, 0140
~1.0920
~1,2120
-1.35650
-109220

(conT)
MEAN

0,773
"0-983;)
“N.8979
“1.2140
=1 .,3290
~1.,42140

VARIANCE

0.1548
0.1066
0.08%4
N.21%9
0.1212
0.5941

SIGN

41 o+ + 4

SKEWMESS

0.
0.
0.
1.
0.
4.

9014
2448
0200
3160
0141
5050

215

KURTOSIS

4,2130
4.,543%0
2:5490
B AB7D
3, 37090
11.5000




HLASS

(HnusTEY

2.3550
1.73106
1.4520
< 1.2700
1.13%0
L.0260

0.9356°

0,3365
0,7694
00,7113
D,6564
00,6056
0.5493
0,5054
00,4666
00,4109
0.,353%4
0,339
0,2646
0,2340
0.1970
0,1629
0.1183
- 0,0650
0.0443
0.0127
~0,02006
~0,0634
~0.1121
~0,1468
~0.1901
~0.2331
-0,28005
-0,3321
~0,3778
-0,4197
-0,4574
-0,5216
-0,5818
-0.,6489
-0,7190
~0.7933
-0,8831
~0,9575
~1.0410
-1.1381¢C
-1,376¢C
~1.6990
-2.2420

MID=FT

MEAN

106"’”—5\)
1.2900
1.02%0
De73502
0.H428
0.8375
Ne7890
0.5904
0.6171
00562{.’
0.5954
0.4%3%6
0.5064
5759
N.383134
D.3046
D.5099
G.2901
00062
N.07%3
0.20149
N.2322
i,0184
~0.0084
“0.0677
“0.,1415
=, 1640
~N.s1733
“Q. 0362
“0,31L79
~0,024%
~0.,2194
~,2677
~0,3548
“0,1742
-0 %423
~0,3284
~0,5065
~0, 3558
~0.5710
~0.63%0
~0.6271
~0.,5278
~0.5672
~0.8383
~0.,90721
~0.9167
~1.1570
~1.1700

VARTANCE

0.8152
0.5929
0.4856
0.6394
N.447%
f1.2721
f1.4325
f,2852
(.4757
1.3%5441
f1,4326
(t,273%
t.1862
0.2784
0.2484
,2539
i.2657
G.4275
n,3581
n.1762
0.2321
0.2184
.1309
D.1763
0.3791
G.1978
0.3777
0.4726
0.2145
(.3038
0.3396
0.2353
n.3198
0.3473
N.2225
0.1996
0.2608
0.1763
G.2067
0.2701
0.3047
n.4517
0.473%3
n.556p
0.4848
G.A289
D.5628
f1.4831
1.1720

+ + ¢ 1 3 + 1 + 4

SIGN

[

11 + 4+

I

i+ 1+ 4+ + 1 3

I+ + 4 + 1 1 4

11

i

1 132 + 13 + 8 + 1 + 1

SKEWNESS

D.2124"°
0.0058

0.04590

1.7060

D.2269

0.06613

D.5926

0.81423

0,2443

1.4840

n.onoga

0.1084

0.0003
1.1380

g,0021

n.0107

1.1280
0,1448
0,0214
1.8720
0.0286
1.5730
f.1428
D,1303
0.5855
0,283
pg.lo28
N.6475%
0.4538
0.5380
1.4200
n.69n7
1.0670
g.0288
0.,4%38
g.043b
0.023%7
0,.3417
0.5272
0.6344
n.0284
2.0330
0.5736
0.6469
0.0039
0.0313
n,0201
n.o0214
0.1309

27b

KURTOSITS

1.86460
2,433
2.,3690
4,6410
B.69010
5.,2620
4,.7010
5.4910
6,9510
E,00z10
4,573%0

_3.4080

3.6300

A nen
aq '5'38;, H

22,7790
I.84410
5.4070Q
2,640(0
2.7220
6.6150
44,2660
4,5080
2.6120
32,4176
3.9170
z,2100
3.35210
4.2290
4,6430
3.6440
5,.9740
4.2330
7.4%30
4,.7430
3.59000
2.2550
1.%9410
2.9230
35,5010
3.2090
3.0220
6.1480
4.7780
4.,0680
33,7230
2.2600
2.5850
3.0910
2.295(0



[HDUSTRY

2.2630

1.9340

1.0810
1.4790
L3530
1.2420
1.1%50
1.0740
0.9999
0.9369
N.,3792
0,8182
0.7669
N.7198
0,6701
0,6273
0.5815
0,381
0.488%2
0,4448
0.3948
0.3548
0.3313
00,2962
0,2534
0.2182
0.1784
0.1423
N.1132
0,079¢
0,0652
0.0279
~0,0071
~0,028%
-{,0543
«~0,0899
~0.1220
~0.157¢9
-0,1877
~0,2223
~0,2490
-0,28674
=0, 3227
-0.,3629
~0,3918
DL 4234
~0,4650
~0,4071
~0,57264
~0.5714
0, 623K
-0.,6873

14

CLASS miD=pT

MEAN

17280
1.,6270
143840
1.1920
N.9253
0BIE0
0099("@
N.8L406
N.796p
N6780
N.8704
N.70%7
0,6072
D.5920
0.6344
N.4133
0.,3030
0.3758
0.4573
0,837
N.23%9
0.,3320
0.,2832
0.23590
0.11438
-0.13749
0.1835
0.0506
“0.0243
"0n2§10
0.,0085
=0.,1990
0.15617
D.0754
N.0n333
“0,1640
~n,1411
-0.1750
~0.1072
-“g.265%1
~0.35%8
~0.1961
~N.3070
-1.2994
~Q.2314
~0.502%
~0.4722

-0,4724

“0,6109
~0,5529
“0.6368
~0.6020

VARTANCE

0.2813
0.2811
00,3370
G.5710
0.3075
p.532p
0.2608
0.3259
0.2540
(.2026
0.12%6
G.2282
1.2249
0.1532
0.2762
n,LA3so
n.%082
0,33%9
0.2257
00,1649
n,1902
0.1557
{t.1782
(.2324
1.1454
0.,4563
0.0964
(.2666
0.09758
0.4277
0.2318
6.2609
0,2606
N,2432
0.2306
£.1268
n,1716
0.3326
N.1365
0.1879
6.30%9
0.2835
N.2228
n.1781
£.0801
(.2557
G.2024
0.3465
§.2963
B.2270
0.2861
0.3793

LS EREMEN V]

siaN

-t

1 4+ + 1

3

4+ 1 4 ) F 1 4 =+ 1+ 3

I+ 1 & ¥ 4+ &+ 3 4

1

1+ + 1 3

11 §F 1 11

3

SKREANESS

L5980
i.1244
0.019%
2,5960
0.0793
1.69%20
1.699(0
00,1564
0.0443
3.1720
0.5446
g.00aon
(1.0437
G.Un00
1.6630
n,0061
0.4620
1.1770
n.1872
(.,0245%
0.1440
0.4175%
g.08712
G.8857
G.1531
2 e 2?’30
G.4651
D,0190
0.2320
1,8210
2.8310
0.21%0
1.0320
2.4160
0.7127
5.0077
g.0002
0.0900
0.3039
0.0471%
1.7060
0.2568
0.0734
0.5728
0.2300
n,0311
5.0028
0.1554
0.,6406
G.9516
0.2462
0.6196

211

KURTOST S

5:1145:'
23350
2. 0980
He7240
2.2890
4.5450
5.4850
3,7040
2.8770
611679‘;3
3.,3016
L7REG
) HEED
W THLD
6010
2.6110
4.4300
4,3890
3.7120
2.4040
22,6750
22,4780
4.8800
3.,599(
2,0750
§.3170
2.7140
4.3720
3.1050
6.7900
6.7940 .
4.6460
5.,00%0
7.4850
3.1110
35830
2.9610
T,7170
3.1840
3,2160
5.7410
4.28350
2.3580
55,2210
2.858(
2.6790
2.5710
32,7380
3.6440
4.7050
3,099
4,5360

>IN

W NI N



278

INDUSTRY 10 CConip)

OLASS HMID=PRT MEAN VARIANCE SIGN SKEWHNESS KURTOSIS
~0.7329 0. 6659 0.2565% - 2.1890 5,633D
-0.7%10 “N.8461 0.3660 - 0.02%1 3.07860
~0,8481 ~0.8379 0.516%8 + 0.0570 3.0920
-0,9331 “1,7999 0.3777 - 0.9749 55,3590
~-1.0210 ~A043 0.2742 - 0.0773 5.+1920
~1.2210 “0.8379 00,3273 - 1.6340 62960
~1.4160C ~0.%402 0.6648 - D.3282 2.6880
~1.5970 =1.1810 0.5970 + 1.3780 4,3680

- 0.1253 2.5250

-2.1860 : ~1.1930 0.4838




TanuET Ry

CLASS MID=pT

1.0800
1.2130
0.9508
0.7620
G,55a90
0,431
0.3175
N.,1e84
0,09348
-0,0014
-0,0%47
~0,1543
=,2639
-0,3440
~0,4744
-0.06199
-{,BR267
-1,0420
-1.5360

17

MEAN

1.0990
140110
01,9371
0.4811
0,4391
14620
0,2052
0,2749

0,0185

~0.0476
~0.0725%
~{.2293
. 2460
~0.35656
~0,283%2
~0.5929
~1.5906
-1.0200
=1.,2170

VARTANCE

N.3926
p.1819
N.22186
N.1769
n,30%9
0.,2431
0.2314
(.2984
0.14456
G.,1864
0.1440
0.2287
G.2702
N.2592
0.2567
0.2448
n,4002
D.2865
0.4470

SIGN

+

s

101+ &

SKEWNEES

0.0327
0.0136
0.2181
n.0%42
g,0008
0,0000
0.26%87
0.1820
0.0820
1,0210
9.1810
1:.8732
g.0an2
g.0104
2.0660
0.2674
0.0130
0.7164
6.2804

279

21460
22,3340
2,5150
2.,39110
2L.E650

3,28240

3, 3R30
R.6040

24820
I.76%40
3.0730
4,2540
3.6410
3.8170
%,2500
2.5138
2.85680
3.5900
2:7760

KURTOST 5



PAHDUETRY

18

GLASS #MI1D-RT

2.6680
2.2090
1.68630
L5400
1.5320
l 4”HP
1. )r’)(
L.2471
1.19e1¢C
1.0980
11,0280
0,9897
0,9229
0.38530
H.3456
00,8607
0,7552
0.7116
0,6H8E
J.6e91
0.,5911
0.,5852
0.5¢13
C0.4G677
0.4711
00,4498
0.,421%
0.35931
0.3690
0.,3467
D.,38241%
0.3025
00,2831
D.2601
0.2388
0.2191
0,1940
0.177¢
D.1521
0.,1283
0.0982
0.9762
0.055%4
0.0301
0.0019

-0.0453
-0,0717
~0.0968
~0.122%
~0.,1415
-0.15834

1.

1

MEAN

7080
4910

139860
1.0320
0.9924

1
1

0
{‘.

G
fl
J
id
0
]

0.

0

.0

0
il

€

0.
a.

0

0.

Ue
0.
0.
0,
0.
-0,
0.

0

N
(8]

O.
D.
0.
0.
8'
-0,
=0,

<1230

LU780
1

1310
LB903
L2340
LO1ED
Ve 0474
AH2E6
RV UR]

J.8419
Ge7172

EH04
JB1NT
5151
BORT
ANAG
5620
4936
«3LES
4074
42400
3428
3718
2063
3926
24lU

504
2“ 5
noes2
1872
1283
L0429
1030
0843
1137
p704
no71
0969
1571

0.0793

~{ e
0.
-0,

=0

=0
.‘D.
=0,

CiBa

1434
\ 2362
2758
0743
nee62

0545

VARTANCE

0.9337

0
0

O .

0
ﬂ

0

LB6B8R7
865 %
4959
YA
5197
N /0\74
3535

0.6467

0.

0
0.
0.

0.
(.
G.

0

o,

0

4121
L5051
7(}'7“

’~JL
5745
3969
1750
L5301
1834
5474

0.2189

G.

3227

0.5095

0

a.

L1293
3933

(.1610

0'
0.

0

2009
0839
1890

(G.2444

0.

0

0.

G

(' .
0.
D .

g

0 .
g.

6967
2062
2207
,2184
2285
2257
2308
0798
1684
2005

0,1363

0.

0
0

1212
L1696
L3291

0.2413

0 .
0.

0
0

0.
(;.
G.

0

1837
1768
.2147
3097
4584
4192
1973
2437

SIGN

¥ 3

L I . S N T |

$ 0+ 5 1+ 4+ ko

8+ 1 1 + 4+ 4+ §F 3+ ¥ 1

T 4t

1 1 4 + 4+ 1 + 1 + 1

)

+ %

SKEWNESS

ln
Un
i,
0.
1.

3620
0198
0384
S&i4
24490

0.0077

0.

n
s

B

0.

66583
(nsge
0763
U542

G.1.487

G
0.
1.
.

1on1

0,8632

096
17400
6006

2,94910

4.
e
0.
0.
.

5555
010¢
2378
1754
06798

a.6010q

4.
n.
1
1.
0-

1590
2598

6090

G790
G063

0.02%7

G.
0.
3.
0.

1778
S006
G340
G555

0.0866

1.
0.
b,
a
0.
0.
2
0
0
g.
¢,
0.

2960
0763
1213

. 0422

0115
3598
2930

298%
4751
3814
896

#,0330

2.
4.,
2
.
0.

2140
890
6750
2781
6690

20

KURTOST S

4.0230
2,0620
4.4820
3.8750
5.1790
3.8018
4,4250
4.1310
3.5860

3.2390
4,15240
4.6010
3.9020
4.7570
2.9570
10.4300
3.0940
6.24%0
5,.35410
2.1680

I 5,0830

4,.03060
5.0040
6.68510
4.3750
2.8000
72110
3.4110
33140
4,2920
6.0070
4,68%0
7.7670
3.1270
5.0160
4.,2870
3,20%0
3,4060
12.9400
5.1490
9.0950
9.5550
3.0600
3.6840



-0,1834
-, 22732
-0.,225¢
-0, ?4‘

“d'c/

~0.29?0
-0,3162
-0,38556
«,3593
-0,382¢8
«0.,4079
(3, 4357
~0,4595
-0,422%
-0,5068
~-0,5372
-0,5748
~0,56102
«0,63R7
~0.6677
-0,7007
-0.7314

_"097671

-0,8111
~0,8613
-0,9085
~0.9570
-1.0160
-1.0780
-1.,1590
~-1,2230
~1,4820
~1,6970C
-2,3200

coanTny -

ME AN

=0,30469
-0, 3399
=(.3404
~0.3537
=0, 2339
~0.2104
-,504%1
(. 4038
0. SRS
=0,36%9
~0,3%54
=0 E07L
“{, 0877

“0.5711

=~N,5072
~3,.9714
~0.,47728
=l 4UES
~0.6315
“0.6577
~(.6630
~0.6208
“0.57472
-N,5394
-0.4141
00,9319
~0,7646
~0,7145
“0.,9779
=1.0030
=0.6340
=1.1300
-1.1430
~1.,2540
-0,9662

VARTANGE

0,194
0,4027
0.3867
0.2338
N, S52540
D,2H%8
0.4158
¢.1930
L.L79¢
0.2329
0.107%
0.2134

L3557
\“ . tl—)"l"»
0.1834
0. 1%14
0.2693
{,.1887
N.2975
H.1840
0.224%
0.35158
f,26885
1.44721
0.3153
0.2442
1.4264
(,2429
i.2913
G.3798
G.HR0D0
0.3624
{1,4255
G,6503
p.6058

SIGN

3

H

T o 3+ F F o+ 4+ o+ F

SKEVNES

Q. 0007
1.6%00
1.6320
p.0244
07534
'\;vﬁ"d*ﬁu
4,5290
Q.0R76
3.4010
4.4250

00677
J /Y”U
U O#ﬁﬂ
0. ’HHH
0.G40%3

N, 0606
2. 347n
3.9300
1£.,0900
D.2070
2.8030
N.14%58
10,0600
1.03%10
D.4767
D.2637
0.4073
N.4926
60,1205
0.54n2
g.4151%
0.7067
0.0024
1.2810

281

taid
o éﬁl]
y 8B40
10,1800
B85350
Sl
FedAnn
44960
A.4430
2.d270
£.795%0
701050
7;50?“
4.87680
$.B750
B.97610
bolwin
1%, 730U
Es%?@ﬂ
229410
373710

B AB5N

PRS- WA
Z.8190
%.7900
S.21.210
%, 0850
27430
70190



232

CLASS MIb=pT MEAN VARIANCE  S]6N SKEVMNESS KUKTOSIS

?.79ﬂﬂ 1 78%5 0.4575 - 1.5430 5,5360
1.9670 1.6410 0.3713 - 1.1000 4.1530
1.7500 13887 n.2672 - 0.1599 2.5250
1.6060 1.3400 0.2223 - 0.258 35,0910
1.4640 14100 0.,3854 - 0.1n1.9 3.2700
Lesozt 1.2510 0.1472 - 0.4750 4.4500
1.2770 1,182 (.2942 0.0545 2.1670
1.2010 1.0830 f.3%3269 0,1445 23,6850
1.1250 0.8970 0.2457 - 0.1801 52,9430
1.0330 N.B784 0.2052 - 0.0648 3.1170
L9664 0,9092 (.1712 - 0.3214 2.6620
h,uﬁ4ﬁ N, 7484 [, 378% - 'S.fﬁla - 3. 13R0
L6195 0,6046 €.2727 - 0.5745 . 2.8380
0.7707 Upb‘/u , 1,4204 - J..()f@,"/’ﬁ 6,74’/(;
0,7102 .5901 ¢.18648 - n.3151 B350
0,6%292 0, 6107 0,1041 * 0,0233 s.ﬁ?ﬁ@
0.6 03 0.3617 0,1350 - G./211 6.’259
L5476 0,454 n.17%5% - 0.3894 $.6050
0.4995 0.45%2 0.5142 - 5,8600 10.5800
(1,4447 0.45692 0.13589 + 0.0047 .1280
90,4001 0.3666 0.1474 * 0.01464 3.4560
0.3508 0,3169 0.1458 - 0.0022 22,7610
0.3312 0.1510 (.3280 - 0.3134 65,7309
0,2629 0.2300 0.1080 - G.0310 2,5210
0.2238 0.2832 0.1.23%8 + 0,06708 %,0250
0.1963 0.1123 0.5218 + 0.4749% 6.78510)
0,1611 0,1132 0.0893 + 0.0160 2,7600
0,1360 D.0412 n.1328 - 0,5%49 £,5570
0,1025 0.0764 4.1607 + 0.09%2 2,9080
0,0712 0.00%7 0.2089 + 6.1068 3.43%0
0.0313 0.0190 . 0.5617 + §.1338  2.3600
-0,0069 0,0311 0.09587 + 7.1460 13,4200
~0,0447 “0,1425 0.1262 * 0.4726 3.R720
~0,0R810 ~0.1258 0.1555 + 84,3757 £.8930
-0,1189 0.0246 0.2747 + 1.3840 6,4200
-0.1551 -3.1026 0.0863 + .0058 3.8760
~0,18540 -0, 15480 0.19213 + 0.132¢0 z, 2250
~0,2187 -0,2597 0.0867 + 0.8410 4,3510
-0,2525 ~0.27%% G.0763 + G.1604 3.0860
=0, 2848 “(,1550 0,1290 + 0.0949 4,0800
~0,3270 -0.39847 0.0927 + 0.2145 2.7900
~0.3425 “0.,4002 0.1713 - 2.1520 7.4140
~0.3987 “0,4419 0.2331 - 0.2246 5.12490
00,4435 “0.3770 0,0751 - 0.0204 2.4300
-0.4813 -0,3529 0.1026 + 06.1169 24410
~ (- 50791 -0.60%4 N.1666 - 0.7875 45590
w(,5473 -0, 6301, n,41710 - 0.2191 3,1410
-0, 6300 -0,5013 0.,1427 + 0.0259 3.0220
-0, 6698 -0.6611 D.2273 - 0.000% 3.7500
-0.7200 -0, E956 n.1018 + g.0131 4,280
-0.7718 -0.737% 0.0810 + f.3550 3.7190




JuDUsTRY

GLASS MID=p

~{, 8351
-0,5856
~0.9519
-1, 0190
=1.1060
-1.,19%0
~1.3340
-1,5300
-199550

19 (INNTD)

T MEAN

“0.8343
=0, 7640
=0, 8454
=1.0450
-1.0210
~1.1160
-1.1840
~1.4980
~1,3800

VARTANCE

0,2169
0.2418
0.1964
0.3069
0.1090
0.1568
H.,3989
0.4120
G.6073%

STGHN

4+ ¢ + 3 F 1+ + +

SKEWMESS

0.
2.
G,
L.
1.
0.
2,
0 »
1,

83273
3780

0255

3760
1990
1249
8890
5071
1770

283

KURTOSIS

7.1850
6,990
3.3850
5.0810
3,9650
2.2110
£.68330
4.7850
4,43%0




2% 4

TNDUSTRY 20

~1.0670

GLASS MIN=pT ME AN VARTANCE SIGN  SKEWNESS KURTOSI 3
2,2570 1.7320 0.5146 - 0.1644 2.7450
1.7660 1.5630 6.2469 + 5,2685 2,947( ,
1.383¢ 11560 0.3593 - 0.0028 2.239¢0 (
1.0490 0.6447 0.5591 - 1.7820 5,3040 @
0.8406 0.7176 (.1946 + n.1464 2.0490 h
0,6959 0.5300 0.2300 + 0,0450 2.8370 .
0.5596 0.5642 (.4519 + 1.06480 4,4590 |
0.4561 0.3734 0.4446 * . 0000 3.3220 |
0.3680 0,1035 0.1682 + 0,1590 2.6980 |
0.2438 0.e127 0.2041 - 0.1673 2.0820 )
0,1584 0.0304 0.177% - 0.0045 19960 |
0,0735 =0 0397 0.2397 - 2.0270 6.5720 |

-0.0020 0.0074 0.1038 - 0.,0102 2.0660 _
-0, 0817 ~0, 1105 0.i897 ~ 0,2262 62400 :
~0,1513 ~0.1290 (0,1828 * 0.1105 6.7020 :
~0,2694 "0.1571 0.3766 ¥ 5,6220 10,3700 !
-0,2729 ~0.3183 0.1670 - 2.9670 8.0030 :
~0.3418 -0.,2524 0.0976 + D.8183 3.4060
~0.4047 ~0.2866 £.110% + H.0356 3.2700
~0,4652 ~0.,3850 [.2650 + 0.0029 4.5140
~0,5346 -0, 4519 0.1321 + 06673 3.5160
~0,6004 “0.6560 0.1234 + 0,0110 2.7230
~0,6652 ~0.6417 0.41807 - 0.0377 2,7820
-0,7589 ~0.,6671 0.1158 + 0.6217 3.8440
-0.,6468 ~0.7484 0.1362 - 2.0780 5.9500
~0.9663 “0.8923 0.2959 + 0.1620 3.8530
-1,0910 ~0.8677 0.,2352 + 1.7670 4.3740
=1,2700 -1.0930 0.2068 - 0.0257 4,4180
~1.7570 0.4271 - 0,4592 . 4,2590¢



IAIDUSTRY

4

CLASS HlDl=~

2.0420
2,2490
2,0330
CBO30
CDIB0
CA36T
L3100
1.,2010
1.08206
60,9972
0.9125
0.8306
0,784
0,771
0.,6457
0. 9“?
B.5208%
0. 407‘
0.4165
0.3817
0.3557
0.3189
0,2856
0.258¢
0.,2321
D.z2091
0.,1843
0.1594
0,1325
0.,1012
0.,0717
0.06449
00,0184
~0,0102
~0,0%45
00,0610
“’0'0916
-0,1254
«0,1563
~0,130%
~0,2045
~0.2288
~0.2543
-0,2769
-0,293%2
(., 3132
“0.33315
-0,3506
~0.3724
"0.3550
~,4126
-0, 4\(2

R =

21

T

MEAN

1.9370
2,0820
1400690
1.6220
1.4370
1.0320
0.98%4
1.0740
1.03850
N.9379
h.9042
Ne76 g 1]
0.6064
§.4383
0.5485
N.4413
D.4117
0.35%7
0.8947
0.2117
N.3531
60,3110
D.2391
0,1668
0.237%4
0.1887
0,1493
0,041%
Uv“n"4
~0.0441
n.0832
“~(i,0449
~0.015%2
~0.15%8
“0.0232
~0,12B2
~}.06%9
=-0,1303
“0.1229
0., 0962
-0.2087
-0,29295
~0.2798
"0.3‘350
~N.2708
~0.3471
“0,2939
~0,3016
~N.3561
~0).,4072

~0.4993

VARIANCE

0.4320
0.2553
5816
U 77%8
0.50%1
0.6475
(i.9183
G.1904
0'\‘{_))%7
f.3165
0.2980
i, 1789
1.3253
[ .4213
0.1324
B.1316
n,2862
1,3833
N.0783
g.1122
.2922
0.2188
.1487
0.1860
0.1477
H,0647
0.2803
0.2278
0.0908
0.1420
0.4092
001910 :
g.1392
0.2442
0.1022
¢.1.055
0.9871
n.0571
0.1581
¢.1835
0,1419
0.1050
0.1120
N.1053
n.10%2
0.0624
N.1058
0.0974
0.1015
n.05%43
0.0931
0.1525

SIGN

-
d

-

+

TS T S SR |

£ 3 +

N e

Tt o+ 1

1

4+

1 i

+

1

1+ + 13

) 4+ + 11

SKEWNESS

4240

§.6347

1@
0.
3.
0.

2310
1633
0440
8247

0.0687

0.
9.
G
0.

2581
6024
2353
4n14

B.0417
n.,Jnin .
0.39855

0.
0.

0.
3.
0.

0.

0138
0aveé
0164
9399
0346
0590

0.0193

0
0

, 1549

0.0000

0.
.

5694
2846

0.0098

0.

D

1.

0

0061
7560
tée70
v 3500

0.001%

0.
Ou

G

0.
0.
0.
5.
0.

0065
iz41
L0010
0689
0568
3924
0020
3582

G.3530

0 »

{

9.
2.
0.

0

0
0.
1.
0.
0.

U090
0077
29560
3900
4150
» 1846
5181
1982
2050
0642

235

KURTGS IS

Z.0140
30‘:’3";{}
3,69a(0
2:.08190
R.4710
4.0431
4,1430
2.9444
3.8920
3,0240
3.8470
. 2.6020

C3.6040

504‘306
%.5920
4,114d4
74,6040
91730
4,1220
2.9200
5.1870
33,3430
3,1390
294210
X.7340
3.5260
5.2300
$.5050

. AL1160

3.8810
3.1040
2.6700
2.1420
3.1130
3.5240
3.4960
23680
23,0160
11.09060
5.2740
4,7650
3|5500
5.0220
1%.3000
6.9550
3.71610
3.5290
J3.0630
3.7040
66,1610
2.9300
3,3920




-

CLASE HID-RT

-0,455(
-0,47746
~{.4uR0
-0,5173
-3,5306F
~0,5605
~0,5349
~0,8073
-~0,06319
=0,0567
-0, 6804
"0073.4?
-0,7457
~0,7257
~0,84354
-0,8986
-G3.%9697
~1,045¢C
-1.,127¢
-1.2350
~-1.3750
~1.54010

.=-2.108¢

“-

-

{(OnnT
ol S I |

s

MEAM

N, 4272
~N,4547
{0,429
~0,.5110
-, BT72
=0, 6831
~0,5438
=-3.A553
-0,4914
~0.7312
={1,7124
~0.66%2
-0.,7389
~0.7420
-0.,84%%6
-0.77¢60

~0.925653

“0.9232
=0.9907
~0.9449
-1.16%90
~1.542¢C
~1.,4030

VARTANCE

0,.0898%
n,.0811
{(1.2823
0.18710
[.1533
0.1565
0.0772
1, 1388
0.2106
0.2313
0.1372
0.G593
G.1259
£.0976
G.1508
t.1667
f.2344
(.2727
0.2335
D.4836
n.4175
D.6567
0.3952

STGN

P+ 1 4

1

T+ o+ o+ g

1+ o+ o+

]

L 4+ o+ + g

SKEWMNESS

0.80637
0.1%22
7.6430
0.7295
1.,85920
G.0219
0.2919
2.2630
0.6137
0.3176&
Z.6980
1.2500
0.1943
2.3060
N.%174
6.0989
0.0032

2%b

KURTOSIS

7.8120
11.126040
13115400

7,5160

65,6300

4.60%0

4,79400

44,7780
12,3900

3.5490

5.7499

" 3.06410

3.4800
£.7640
4,3780
3.0000
B.B470
6.4100
3.1010
7.5640
3.4620
2.707¢
2.5230




APPENDIX O

TRANSTTTON MATRICES - SITRGROUPS .

See Chapter V Section T for definitions ahd-explanat{on§ and?g

" Section 3 for diSGusbiinof.ﬁhese data,

2371




INDUSTRY

2,0180
1.4740
1.2380
11,0320
0.8698
0.7416
0.6240
0.5294
0.4492
0.3523
0,2539
0.1684
0.0867
0.,0268
~0.0602
. =0,1562
~0.2484
~0,3186
~0,41.40
~0,5249
~0.6441
-0,7541
~-0,8667
-1.03150
-1.2040
”1.8480

1

CLASS MID=PT

SUBGROUP 2

MEAN

1.6800
1.2470
1,0480
0.4577
0.7961
n,5817
06067
0.5220
0.4508
0,30%4
0.234%
01554
“0.0774

T 0.0207

0.0545
“3.2014
~0.2702
~0.2906
~0.4078
~0,3413
-0.6004
~0,5653
"0-8717
~0.,9001
~1.0920
~1.6370

VARTANCE

0.3121
0.2288
0.2674
0.3601
0.2018
0.2562
6.2172
n.3242
0.3063
0.2019
nN.1420
0.1620
0.1973
0.2739
0.1123
0.1694
0.2118
p.lé692
0.3267
0.1879
C.1752
0.1643
0,3234
0.2836
0.2609
0.4722

SIGN

+ + 4+ 3 4+ + 1 ¥+ F + 1+ 1 4+ + 3+ 1 + 31 P F 314

SKEWNESS

N.0126
0.0000
0.0003
0.0078
0.2915
0.4413
N.0264
0.4%43
0.0695
0,07233
0.1468
0.5917
0.1402
0.0003
B.3435
G.0002
0.0252
1.6140
0.4955
0.0596
0.0028
0.8203
0.4098
0.7346
N.6286
0.0960

28%

KURTOSIS

2.3070
2,2750
2,7990
3.3000
2.9770
3.8930
2,9460
3.4400
3.0350
2,7450
2,4910
4,3710
3,5190
3.,0020
3.6940
2,5060
2,6860
5,7790
4.5110
3,0900
4,4180
4,0100
4,6370
4,5270
5,1820
3,6130




IHDUSTRY

1.7520
1.1400
0.8264
0.5544
0.2916
0.1273
-0.0389
~0.,2596
~0.5500
-~0.9067
-1.6790

i

CLASS MID-PT

SUBGROUR

MEAN

1.3850
1.,2480
0.6602
0.3554
016860
~“0.0003
~0,1204
~0.3559
~0N,6803
~0.7841
-1,1150

3

VARTANCE

n.3514
N.2664
0.1500
1.1563
0.2668
0.3802
0.1793
0.2483
0.3155
0.5567.
06.5322

SIGN

3 0+ 31 1 4+ 2 4+ + 3 2 3

SKEWNESS

0.0260
0.1026
0.6598
0.2819
0.4651
0.5110
0.4427
0.3555
D.0227
p.0008
0.0163

289

KURTOSIS

3.1940
3.6730
3.7280
28440
4.1730
2,4110
3.4660
2.5580
2.15%0
2.1120
12,3390




190

INDUSTRY 4  SUBGROUP 1

VARIANCE:

~1,5450

CLASS MID-PT MEAN S1GN SKEWNESS KURTOSIS
2.0190 1.0810 N.8442 - 0.0299 2.1380
1.2530 1.1090 0.3879 + 0.00%0 3+3430
0,9577 0.7916 0.5267 + 0.0015% 3¢6970
0.7120 0,5072 0.2758 + G.0535 - 2.1560
0,4765 0.,3930 N.5949 - 0.0391 2.3340
0.3208 0.,2387 0.4096 - 0.2425 2.8420
0,194?2 0.1143 0.2522 + 2.0270 5.2550
0.0904 0.1155 n.2321 - N.4509 2.6650

~0.0508 -0,0771 0.2876 + 0.1314 2.4540
-0 1793 ~0.0767 0.7507 + 3.6710 6,0670
-~0,2632 =0.2887 0.3655 - 0.1870 27350
=0,3766 ~0,4684 0.2314 - 1.4130 4,1730
~0,4976 “0.3350 0.2926 ~ 0.4744 4.0950
~0,6704 -0,3592 G.7234 + 1.3220 4,7710
~0,8490 ~0.7677 (1.3252 + 0.11149 26510

~1.0070 N.4682 * 0.0560 3,4050




CLASS

INDUSTRY

1,8450
1.2340
0.8834
0.6319
0.3661
0.2014
60,0367
~0,1434
~0,2836
~-0.3838
-0,5179
-0,6792
-0,8180
-1.0240
"105990

4

MID-PT

SUBGROUP

MEAN

1.4240
1.0420
0.8244
0.42%6
0.1362
0,2006
“0,13%5
’0.24].8
»0.2268
~0.6012
=0.4026
~0.6062
-0.8427
=1,0550

2

VARTANCE

0.4630
0.4299
0.4597
0.4005
D.7189
0.4529
0.2905
0.,4755%
0.3095%
0.2148
0.,1857
0.2016
0.3647
0.4511
0,3918

SIGN

I+ + 1 % +F 1 3 3 3 + 3

EH

+

SKEWNESS

0.0000
0.8527
0.1232
0.2940
1.3330
0.0006
0.0126
g.0028
0.0716
0.568%8
0.5839
n.1i02
0.0317
0.3359°
n.o6827

19\

KURTOSTS

3.1240
3.7690
28460
2.8900
5.0780
2.6630
1.9110
3.4900
3,9110
2.9210
4,6110
3.8870
3,6330
2.4410
55,9350




INDUSTRY 4
CLASS MID=PFT

1.7360
0.9700
0.7335
0.,436R
0.z2n2é¢
-0,0599
~0.,4155
~0,7213
~0,9773
»1.4000

SUBGROUR
MEAN

1,5340
0.9372
0,3564
0.1061
0.,0908
~0,5568
“0.6514
~0,8917
-1.,0580

4

VARLIANCE

0.4932
0.1691
00,3880
0.4608
6.2331
N.2669
0.1911
0.2664
0.,113%6
0.4307

SIGN

I+ 3 o+ +

1 1+

SKEWNESS

0.,0141
0.0968
1.06290
0.21%6
0.3632
0.4959
06.0187
0.3326
1.2860
0.9148

29%

KURTOSIS

2.4230
2.7800
4.1790
3.7820
33,0440
3.3080
2.0660
2,8980
4,9120

- 4,8110



NDUSTRY 4 SUBGROUP S

CLASS HMID~PT

2.3320
1.7630
1.5980
1.4550
1.336¢0
1.2500
1.1870
1.1070
L,3460
0,9769
D,9125
0,84600
0.8034
0.7471
0,6962
0.6569
0.6104
0.5709
0. D364
0.5064
0,4786
0.4536
0.4217
- 0.3971
0,3715
0.3%09
0.3237
0,2931
0.263%
0.2345
" 0.2027
0,173%
0,1446
0.11565
g0.0902
00,0614
0.0342
o 0.0119
”0'0180
~0,0477
-~0.0776
-0,1052
-0.,1342
-0.1615
~0,1872
~0.2140
-0,2376
-0,2620
-0.2936
~1,3309
-0.3631
-0.3985

MEAN

1.6930
1.2720
1.2300
1.2610
100260
0.9572

1.,0240

D,9122
0.8723
D.80726
N.7464
0,6393
0.5780
0.,416%
0.6714
0.5874
0.6046
0e570§
N,4865
0.,%946
D.4698
0.2801
0.2849
0.,21256
N.18468
0.4500
0.,3186
0.3585
0.1925
0.2829
0.,3758
N,1083
0.0751
0.1853
0.1158
0.0389
-0.,1117
0.0626
~0.0823
=, 0316
“0.,1093
"001318
-0,2715
-0.,1298
~0,1175
"002045
-0.3031
~0.2604
-0,4339
"0'1968
*003213

=0,4450

VARTANCE

0.4937
0.357%
0.5356
0.3333
0.35001
0.3150
6.2212
0.3113

0.4390 -

N.5340
0.2001
0.2290
H.2901%
.Z2454
0.3920
0.2529
0.272%
0.139%
0.1102
0.1814
0.4582
0.2679
0.1277
0.4863
0,2589
00,3658
1.1091
0.1818
N.2026
N,1243
0.2823
6.1588
n,2467
0.2204
N.1863
G,171%
N.2569
0.1695
0.1733
0.2545
0.1933
(1,2639
n,1878
0,175%
0.1418
0.1045
0.1286
0.1609
n,2211
n.1080
0.1118
0,3893

SI1GH

LR I I N I N 2 T D T R D DR N BERE N R B O R N T T B 2 S R D R R R B B U R D R R R I R R B T N |

SKEWNESS

1.0000
D.1676
0.0864
D.1353
1.3840
0.1160
0.4911
g.0npe
0.0865
0.0%61
4.4670
6.2914
3.0098
4,6840
N.4%466
0,0354
0,3990
0.5541
0.0747
p,5228
55,1610
0.9770
0.0110
77,2650
3.3060
35 4960
0.,0001
0.41%0
06.18G7
2.4000
2.4240
0.7907
0.1141
p.0418
0.9944
0.6183
4.15460
0.0234
1.5330
1.8130
0.9024
0.2375
0.7438
0.3630
0,2953
6,7087
0.1242
N.6464
3.3460
0.0433
1.8510

293

55,1160
2.0940
3.7860
2#6300
5.9870
Xe4340
3.9450
3470190
3.,4450
2.5860
9.3130
3.3270
3.7600
10,3400
3.24110
2.18460
2.9020
4,0520
2.0230
4,6270
10.6600
4,6390
. 0630
12,3400
6.9190
8.5210
3.00560
4.1280
55,7780
62620
5,3210
4.3920
5,1230
2.94590
5,3800
3,3210
77370
4,7310
3.9450
7:1840
4,0410
3.8580
4,0150
2.7970
2.5300
2.6320
3.2830
3.3000
7.6000
2.0900
2.0150
74,7150

¥

KURTOSIS



294

INDUSTRY 4 SUSGROUP 5  (CONTD)

CLASS 4iD-PT MEAN VARIANCE SIGN  SKEWMESS KURTOSIS
~0.4333 ~0.5344 0.3021 - 2.,2990 6.4390
~0.46%3 ~(,4324 0.1629 - 0.0157 3.1540
-0,4946 -0 .5613 0.3037 - 1.4510 48890
-0.5255 “0.5489 0.1352 - 0.1569 4.7040
-0.5%80 -0, 4221 0.1559 - 0.0422 2,9860
0. 0020 -0.5981 0.1165 + 0.3747 3.7100
-0.5%49 ~(1.5949 6.1636 - 3.1870 8,7970
-0.69836 ~0.5500 (1.1099 - 0.5084 3.3510
-0,7242 ~0,7110 0.1383 - 0.0198 5.9310
~0,7553 ~0,6970 0.,2334 * 0.5180 3.6390
~-0,8001 0, 6432 0.3107 + 1.1770 5,6920
“0,5443 0, 7391 ¢.3716 - 1.6260 . 7:5280
-0, 6850 00,9378 0.2511 - 1.9430 . 5,7860
~0,97%72 “0,7664 0,1.836 + 2.5900 8.3770
-0,9401 - =0, 7477 0.2954 - 0.0443 4,1760
-1,0510 -0,8881 0.4117 - 0.4459 5,3390
~1.1190 -1.,2200 0.4608 - 0.4195 2.7410
~1.,20660 ~0.9467 0.1833 - 0,0775 - 2,3330
~-1.3520 ~1.1040 0.5096 - 0.1575 2,5730
~1,5180 ~1.2930 0.3892 - D.0690 32,4960
~2.1680 ~1.4680 0.3733 - 0.3130 2.5540




THDUSTRY &

1.3680
0.7521
1.4798
0,3%27
0.2577
U,1428
0,0487
-0, 1134
-0,2302
~ {1, 3407
-0,5508
-{),7945
~1.35%40

SUBGROUP
MEAX

0.9917
N.BA20Q
0.3119
0.23%2
0.1344
=0.0126
00,0435
=0.2398
-0.3216
~0.2295
~0,4636
~0,7087
~0,7929

3

VARIANCE SIGN

0.5957
0.1400
N.1377
G.36%4
0.0744
.2052
D.1717
0.4122
N.491%
0.1%80
(1,3258
0,1597
0.5288

TR S RS

L |

SKEWNESS

0.6704
0.0589

0.0206.

295

KURTOSIS

2.7750
25080
4,400%
7.2650
2.3150
2,8670
4,5570

- 3.4160

9.6030
2.4750
2,5150

o 1.7970

Z.2600

i




INDUSTRY 5  SUBGROUP
CLASS MID-PT MEAN
2,0410 1,5520
1,4630 1.1790
1.1810 1,1150
0.9352 0.6872
0,7056 0.5662
0.5410 0.4318
0.3929 0.1682
0,2444 0.0659
0.1340 ~0,1548
0.0079 _  =0.0124
-0, 1146 ~0, 0858
~0.,2203 ~0,2363
~0.2995 =0.4368
~0.,3914 ~0.,2903
~0.,4825 ~0,7005
-0,595( ~0.4075
~0,7521 ~0.,8267
~0,9156 ~0,7840
-1,0980 ~0,9129
~1,6600 -0,7491

4

VARTANCE

0.7205%
N.2778
n.2%19
0.3304
0.2684
0.3977
0.2626
0.2753
0.586%
N.2400
0.3388
§.3302
6.1646
0.2555
0.3254
0.3238
0.3283
(G.396%2
0.3553%
0.5250

SIGN

¥ 1 41 1 £+ 1 1 1

4 + 1 1 8 31 % 1 + 1

SKEWNESS

4.5610
0.6441
D.3449
0,3190
0,3635
1.8360
6.0312
3.3410
0.1368
0.06430
D.5N56
0.6587
0.1367
1.6110
n.,04465
D.1721
0.0161
0.1045
1.0240

lﬂb

KURTOS1S

10,8300
3,4000
3.8450
3,2650
3,0250
4,3550
4,8740
3.5580
6,9820
4,2900
3,5510
5,3030
4.0530
3,6860
3,6190
3,1270
3.0780
5.3460
4,9020




97

INDUSTRY 6 SUBGROUP 4

CLASS HID~PT MEAN VARTANCE SIGN  SKEWNESS KURTOSIS
1.6950 1.3350 1.3680 - 2.0620 4.5920
1.2390 1,0230 0.3231 . 0.1058 2.7780
0,9348 0.,7421 0,2372 + 0.2018 2,6620
0,7292 0.5514 0.2957 = 1.6630 4.3170
0.6056 0,4094 0.4328 . 0.1952 4,2140
0.4749 0.2301 G.,3607 - 0.3520 2.9200
0,3562 0,2386 0,1729 . 0.0615 13,2540
0.2021 0,1842 0.2282 - 0.06225 3,2220
0.0819 -0 06760 0.2613 - 1.1350 3,6830

-0.0052 -0.0161 0,1911 - 0.7488 3,6360
-0.1255 -0.0371 0.3837 - 0.7208 3.0900
~0,2333 ~0.2432 0.3024 - 3.3120 7,5720
-0,3883 ~0.2044 0.3400 - 1.3270 5,0660
-0,6012 -0,5013 0.2696 - 0.1348 4,1400
~0.8491 ~0.7358 0.3842 - 0.1820 3.1460
~1.1640 -1.0010 0.5549 + 0.0873 3.17690
-2.0430 ~1.3600 0.9229 + 0.8895 4.5270

S e mee -

E S @»M iﬁ wwy e oon ST e L4
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PSRy

2, inh
1.7100
1.4490
1.°%70
L.07106
0,v392
0. 6506
U0.7535%
0.060/6
0,0006
0.5424
Q,a6H2
00,4400
00,4058
00,3400
0.5046
0.2641
022067
0.1%1R
0.1473
N.1124
00,0679
0.0383
0.0113
-0,019N
~0.0549
00,0912
00,1247
-0.,1519
-0,1L766
~0.1982
“0,2327
-0.2598
”00 2773
-0.3003
-0,5%00
-0.3633
«-0.4055
00,4374
~0,495C
~0,5455
-0,5272
~0.,63%6h
00,7071
-0.7646
~0.8750
«0,9705
-1.0790
=1.2470
~1.6%00

7

CLASS it

SUaRoue

Mk AN

1,725
1.4220
12540
1.0240
Neb6713
eAh323
0.6008p
06078
0,36806
0,599
N.2437
N.8429
N.&711
Ned110
0.n950
0.3032
0.0677
,.2388
0,1169
~0.048%1
~ (), 0537
~0.10n8
~0,0848
~0,0213
~0.1414
~0.15%2
-“0.1327
~“0.14821
~1,1063
~0.2184
~0,103%
-0,2033
"0'2570
-N,3N16
~“N.3734
~0.4389
~0.3514
“N.57H6
~0.4169
~0.6001
~0.5904
-N0,6135
=0.,7185
-0,93%6
«008567
-1.3290

1

VARTANCE

0.343%1
0.31()4
N.573%4
N.2726
0.2555
0.1406
0.2824
f1.7599
0,19%2
0.1293
06.3337
00,1901
0.,1068
0.1100
0,1105
n.1072
0.1016
N.1140
1.2041
0.1384
0.1111
0.1306
6.2106
0.0844
0.0906
(1.1668
n.0882
0.1193
D.0747
0.062¢
06.1393
0.,1604
0.1542
D.092%
0.18890
0.1034
0.1658
0.1531
0.0943
0.2138
0.5137
0.1897
N.2363
00,3026
0.1676
N.2539
0.3455
06,2727
0.2157
0,8854

SIGN

L

1

$ 1 3t 3 41+ 1+ 3 11

I3+ 1 1 % 11 4+ 1+ + 11 84+ + 1+ 1+t 4+ 4+

i

Fs

SKEWNESS

0.0779
1.02%0
2:1120
0.3261
0.3508
0.0448
D.6745
1.0%89
0.2898
0.5031
2.5480
0,147
0.2035
D.1448
(1.6286
N.1000
0.,0121
0.0026
4,2220
0.0282
1.2240
0.5859
4.6610
60,6795
0.3206
0,3939
0.1003
0.0149
D.20658
0.2918
5.8470
0.7669
0.1655
2.8590
0.0194
0.4101
0.2376
00,6316
0.1619
D.1652
1.2300
1.2320
0.3200
0.0006
0.,0085
0.0128
0.1256
0.6874
0.2594
0.0593

29%

KURTOSIS

2+4410
28630
£.8420
3:3090
3.6110
R,2610
4,78%0
1910
23,8400
§.5700
S2.%060
23720
2'8700
1.87480
2.,42340
212330
7.9110
3.2080
5.07290
4,.950¢
7.5860
3.14760
2.4090
33700
2.8640
309?'30
33,8900
4,6700
13,0400
4,2390
J.4180
B.1630
6.6050
2.7060
4,4480
4,5970
2.8830
4,8650
4.,3430
6.2040
3.222%0
2.,7840
3.3550
2.1360
4,66290
2.6410
4,1680
2.6380



G

INpUSTRY 7 SUBGROUP 2

CLASS wIb-PT MEAN VARIANCE SIGN  SKEWNESS KURTOSIS
1.9950 1.5590 0.1967 - 0.0191 2.5760
1.4800 1.1000 0.1714 + 0.1491 2.6050
1.3020 10880 0.2774 - 0.2974 4,0490
1.1320 0,9823 0.1679 - 0.2853 2,4090
0,9404 Ne8910 0.4476 - N.0236 - 2.5550
0.6553 0.5947 0.2240 - 0.1979 3,2060
0.7770 0.6499 0,1802 + 0.1708 3.5070
0.6790 0.5957 0.1.478 + 0.2024 2,2300
0.5663 0,4321 0.2299 - 0.8961 3.0810
0.47772 0.4946 0.2184 - 0.0409 3,6550
0.3546 0.2473 G.1584 + 1.5860 4.6860
0.2525 0,4593 0.118% - 0.0229 2.5470
0.1618 0.1691 0.1729  + 1.5280 4,4130
0.0772 0.0922 0.1678 + 92,7820 603470

-0.0252 =0,1449 0.2516 - 0.2187 3.5910

-0,1151 ~0,0724 0.1870 + 1.7236 5,1740

-0,2341 ~0,0247 0.2807 + 0.1338 92,7550

-0.3678 -0,0333 0.1791 + 0.1609 2,6110

~0,5563 ~0.3500 0.2193 + 0.131€ 3,1690
+

~-1.,1530 =-0,8143 0.4253 0.1011 2.8880




[NDUSTRY 8
CLASS MID-pT

1.7150
1.1150
0.7407
0.,5399
0.3308%
0.1648
0.0090
-0,1392
~0,2941
«(.,500%
-0.6828
~1.3600

SUBGROUP
MEAN -

1.0990
0.6383
N,5458
0.4268
0.35490
0.2466
0,003%
=0,2240
~0.3322
'000567
-0.4610
"0.6422

1

VARIANCE

6.7712
0.3730
0.5572
n.3537
0.3078
0.1969
0.4381
6.8533
0.3989
0,4469
0.2687
0.7148

SIGN

4+ 1+ ¥ 3 &+ + 4+ 1 1 v

SKEWNESS

0.7968
0.1696
0.6127
0.0266
0.1978
0.0266
2,2140
G.1060
0.4181
0,0578
0.0523
0.0453

300

KiyRTOSIS

2.7820
2.5890

35,8040

2+6690
2.98860
2.1710
4,28490
Fe6090
2.8720
3.5110
2.99920
2:9450




Aol

INDUSTHRY 9 SUBGROUP 1

CLASS WID=FT MEAN VARTANCE SIGN SKEWNRESS KURTOSIS
1.7700 1.34%0 0.4383 - 0.9103 3,9650
1.3210 0.90185 0,517% - 0.3749 ° 3.1750 -
1.05350 N.495% 0.5740 - 0.4212 2.7560
0.3834 067717 0.3779 - G6.1227 3,4520
N.7199 0.4434 0.6250 - 0.8003 3.5800
0.5973 0D.343¢ 0.3654 - 0.8753% 35040
0.4581 Ne4708 0.3317 + 0.,0116 12,3140
0.5632 0.0744 0.6707 - 1.4060 4.1520
0.2739 f.2884 (,4293 - 0.2528 3.0060
0.,1569 ~0,1935 0.4020 + 0.0019 1.984/0

0. 466 0.0997 0.4305 + 0.8415 4.5750
-0.,0414 0.2006 0.296% + 0.2564 3,3500
-0.1407 ~0,20%4 0.5565 - 0.0081 3.7040
-0.2533 ~(.2077 0.6373 + 0.0661 2.9770
~0.372% 00,5685 0.2414 + 0.1100 2.4840
-0.45650 “0,4202 0.4115% - 0.2411% 2,1390
~0.,5939 ~0.4179 f.8100 + 0.,0008 3.6730
~0.7463 ~0.,4627 0.5654 - 0.7221 3.3570
-0.,8957 ~0.,4949 0.1424 + 0.8727 3.3600
~1.1050 ~0.6964 0.4208 - 0.3349 3.0190
-~1,6840 © =0.9653 0.5912 - 0.0273 2.4860




A

[ 1id oy (3 SR 1

GLans e iz A b VARTANCE  STGN SKEWNESS KURTOSTS

2.0n0n 162760 h.7311 w 2,3340 6.8400
DA 1.1400 0,3%54%4 + 0.0172 25570
Lopnan 0,9714 ., 4880 - 0.3118 3,720
L Unsh N.9361 N,2393 + 0.070a7 2.3440
D.7493 Ny 7607 (n,o590 - 0.1N83 358G
O,n)ee 0N,5413 0,2529 - 0.2050 3,4540

0,01 459 02916 n,237n - 1.7310 6.1620
O, 4154 D,3923 0,24R4 ~ 2.4310 78520
UMV n,2374h 0,350% - 0.7052 4.95470
U, 2627 0.1944 h,$55n - 0.1%44 4.9079
U S s ~0LGA7 0.6962 - 0.0429 1.9%30
D.0793 HLeNA14 fi,1687 - 0.04%1 LA4.1900
0, a0a97 “h,2709 0,5275 - 4.,7220 7 740
~-d .o Ol 001683 .234 i 1.0950 4.1200
0. L4 ~.35%44 0.1820 - 0.0880 23350
-0, 2800 “N.397°6 0.4969 - 0,.063% 4.0050

-0.5107 ~0.4573 0.5%214 = = 1.693%0 55,2180

-0,401% “{.4026 0.1530 - D.0&70 S.1230
-0, 4w27 =0 4023 £.20106 + 0.0405 F.6800
5507 “0,324% 0.2117 + g.0000 2.6690
-0, 71099 0,605 0N.4038 - 2.0150 4,8420
¢ ~0,865% ~N,5322 0,2209 - n.,011% 2:3260

-1.,1%0¢ ~0,7391 0.3384 0.0907 3,5279
-1.9530 “0.,9268 1.2400 0,5923 4.0510

rs




[ADUSTRY

CLASS H10-1]

1.6050
1.,0820
0.8105
0.6288
0.4119
G.2567
0.,0425
~0.,1024
~-0,2407
~-0,3507
~0.5152
~0.7550
-1.4720

SURBGROUP
MEAN

14150
0.9724

0,.6223

N.5444

0.3440

0.07%4
~0.2704
~0,079%
~0,3143
~0.3224
~0.6379
-0,6215
~1,1450

VARTANCE

0.2905
0.1777
n.23110
0D.2986
0.11348
N.1502
G.2745%
0.22990
n.2112
06,3628
0.1687
0.3180
0.4998

SIGN

. .

4 1 1 % 1 4+ & + 4 13

SKEHNESS

0.6204
0.0324
L.1110
01,0898
n,1870
g.0002
1.0070
g.o0n?7
0.5911

_0.5874

B.1251
8.3008

0.0151 .

303

KURTOSIS

3.2530
4.,3209
4,016a0
2.4800
2.5360
?,2680
3.4490
S 3.0860
3.9770
Z.4990
2.4880
L 3,2060
2.5420



oy

INDUSTRY 12 SURGROUP 2

CLASS «1D-PT MEAN VARTANCE  SIGH SKEWNESS KURTOZI1S
1.85%70 1.5980 N.3016 - 1.47%0 4.4710
1.0520 D.98A3 0.3047 + 0.4656 4,4660
0.7795 0.5278 0.3250 - 5.0980. 8.0670
0.5533 0.4558 0.4209 - 3.5620 7.4590
0.3468 0.4789 0.3461 - 0.0017 2.2500
0.1561 0.0512 0.1010 - 1.1040 4.7230
0,0538 0.0549 S 0.1025 - 0.3685 3.8850

~0,0717 ~0.0995 0.0949 t 0.,4%04 2.76%0
~0,223%6 “0.091% 0.1178 - 0.0606 35,0650
-0.3665 “0.3829 0.0806 * 0.1589 2.1720
~0,4739 ~0,4080 0.1946 * 3,1200 7.0230
-0.6114 “0.5842 G.09%4 + 1.2230 4,791
~0,7616 ~0.7773 0.1733 - 0.6407 4.2820
~0. 9835 T=1.0620 0.1038 - G.0140 2,1540
~1,5620 -1.,3160 0.5740 * ¢.0109 33450

v




303

TABUSTRY 12 SURGHRDUP 4

CLASS HIl=p i AN VARTANCE SIGN QKEUNESS KURTQSIS

1.5870 142530 0.3640 + 0.0479 5.7290 ‘
1,0150 0.8318 0.1901 * 0.0621 2,3670 ‘
0.75395 0.4677 0.3541 - 0.0444 32,7630 ?
0.5569 0,4761 0.1630 - 0.3326 3.3310
0.4123 0.5247 0.2204  + 1.0090 4,3582
0.2650 N.1169 0.3532 - 2.4420 5,9950
0.,1377 0,1528 0.2148 + 0.1052 2,3190
«0,0180 ~0,0161 0.3361 - 3.0560 7.2360
~0,2350 ~0,1461 0.1456 - 0,4630 2,1520
-0.4544 -0.%637 £.1801 - 0,050 3,2940
-0.,7822 ~0,6424 G,2523 - n.0004 3.0010
~1.4600 ~1,3070 0.4024 - 0.,0726 . 3.2710




IMDUSTRY

12 SURGROUP

CLASS MID-pR1 HEAN
1.,9930 1.3890
1.4600 T 18AG
1.1160 N,9362
0,8652 072383

N,6247
0.4216
6,2734
0.1541
06,0291
~0,1058
~0,2096
-0,5164
~0,4598
~{,549¢
-0,6778
-0.84156
-1.0620
~1,8290

0,3886

0.48%5

0.3147
“0.0153
0.1026
“0.0961
~, 3025
~0.4904
“0.3936
~0.4974
~3.58%4
“0,4529
~0.8348
~1.1480

VARTANGE

fi,.6278
0.17214
N.53%26
,5961
1.6694
(1,3208
1, 3414
¢.0810
0.2660
0.1%83
(i. 3955
0.1628
0.0%89
0.2813
N.0440
0.3774
0.4562
N.7418

SIGN

F 4 + ¥+ % ¥ 9

1 4+ + + 3 4 1

SKEKNESS

1.5850
0.,5191
g.2702
3,%620
0.5074
0.9543
1.2750
0.3216
1.6770
0.0864
2.:.5490
1.4769
p.0001
0.1262
0.0004
0.,0188
1.6320
6.6017

306

KURTCSIS

4.2270
2.5610
$.3620
7.958¢0
2,89140
4.5470
4,30%0
44230
6,4530
2.3030
6.4100
26880
$,1320
E.7340
2.5190
2.7470
.6220
2,4940

faials



TNDURTRY

13

CLASS HID-RT

2.2110
1.7520
1.2860
“1.3690
11,2160
1.0710
0,9643
06.8747
0,8149
00,7461
0.,6702
0.6039
0.,5872
0,4887
0,4399
N.a007
03,3566
0,297%
0.255%
0,222%
0.1a829
0.1434
0.1186
- Q,.0820
0.0427
0.6081
~0,0238
00,0608
~0,0%961
-0.17294
~0.1467
-0,2093
~0,2383
~0.2310
~0.372172
-~0,3724
~.4223
~0.4669
-0,5158
~0,5441
-0,6132
-0.,662%
~0.7253
-0,7741
-0,8477
~-0,2164

-1.,0040

-1.,13120
-1.2130
-1.,29290
-1.4350

-1,9900

SUBGROUP
ME AN

1.8120
1.489¢
1.3140
1.2640
1.0180

f.0%100 7

N.9615
00,7496
0.6259
0.5713
0.676%
0,5378
0.4942
G.4748
0.3216
0,3329
0.51487
00,2499
00,2234
0.1390
0.2147
0.09210
N.0754
C.0462
G.0005
-0.0225
"0008{)9
~0.0360
“0.1029
~0.1377
~0.1170
~0,2998
~0.4561
=0 4007
-{1.4046
-0,4234
~0.51%4
"’0'5668
~0.6368
~0,6639
~0.,7677
“0.6699
-0.8007
~0.,8826
~1.1020
~1,1360
~1.,2170
=1.5610

VARTAMCE

0.4222
0.1819
0.18%94
0.1792
0.4062
0,3141
0.0708
0.1326
1.567p
0.2606
G.1366
0.212¢
0.2063
0.1745%
0.1398
0.1432
0.2344
00,0474
0.0895%
0.3475%
0.076G0
(1:14014
G.1141
0.06%9
0,2312
0.1427
0.24%3
0.086%
0.,2839
0.0874
0.0841
G.3253
0.1154
0.1092
0.0951
0,2549
n.0781
0.06258
0.2164
n.,0648
0.115%4
t.1802
0.1153
0.1180
0.2183
0.1183
0.6991

T 0.0981

0.2401
0.0703
0.1561
0.2692

SIGN

L]

1 3

1 3 4+ 2+ + F F &+ 4+ 4+ ¥ FF 1+ Y+ S+

§ + 4+ 1 1

i+ + 1 + 1 4+ ¢ 3

+ &+ + 4+ 2 4+ 1+ 14

SKEWNESS

8.0810

#.0380
D.5200
0.0721
2.77¢0
6.3890
n.1927
0.37413
&,8200
1,9060
0.3938
0.0054
3124
2.84690
2.6370
1.,7440
4.8800
0.2594
0.0004
10.2000
N.1%29
2.7720
1.0630
0.08670
2.6310
0.,1227
4.2700
3.5500
3.4100
0.70269
p,2073
5,5%40
6,0420
0.4002
0.0120
6.0402
H.6118
1.,7886
4,2870
§.0002
N.0046
3.2900
g.3101
(.,2524
3.0080
0.928
1.@080
0.0%01
0.1438
0.4873
0:.0405%
0.1197

Mﬂ

KURTOSIS

15,0900
23,9250
44,9360
2.,205%0
5,94130

12.7400
4.2300

22,4910

12.91060
5,1950
3.5500
3.6BA0
5.4840
7.6380
5,9330
4,4940
0.5650
2,999
1.,924§

16.7800
3.2070
7.7630
64,5050
2.6430
8,2950
3.3170

10.94400
¢,8500
7.2080
3.4870
3.7360

12.640Q0

11.670Q
3:.3120 .
2.99710
6.7°450
Z.2500
4.7750
19,8580
2.,7170
4.,2120
9.5510
3.3410
3.6020
60550
2,.6130
4,6720
2.5280
3.7010
28150
2.8840
2,8830




30%

INDUSTRY 15 SUBGROUP 1

1.9770 1.5280 0.6687 - n.1317 52,3150
1.33840 1401550 n.2587 - 1.0930 3.9660
1.0480 S 047409 0.4478 - 1.7250 5,3620
T 0,8654 0,6406 1.3174 - 0,1%47 3,4100
00,7095 N.4911 $.3153 * 1,0500 6.4240
0.6212 0.%994 0,3044 - 0.3638 4.9600
0.5159 0.2301 60,5602 - 1,16380 4.0450
0.4277 N.1734 0.4135 - 0.6312 3.4830
0.35%27 0.5698 0,2891 + 0,0875 3.5920
0.2645 N.3169 0.1633 + 0.0160 2.2449
0.1596 N.1846 G.1509 - 0.1495 4.0200
T 0.0528 “0,0039 0,4481 - 0.0933 4.6490
~0.0501 =0, 0735 n.2467 - 0.0471 2.5560
~0.1512 ~0.2495 G.3659 - 0.6991 2,4570
~0,2786 ~0,2813 0,1645 * 0.2259 3.2550
-0.4027 =0, 38%3 0,.5038 - p.0011 3.16%0
-0,5412 N, 4564 0.4589 - 0.0010 3,0750
~0,64814 -“0.5763 10,5733 - n.1266 2,9870
~0.8487 -0,7047 0.4966 - 0.3369 5,4620
~1.0730 “0,7782 0.6402 + 0.0325 1.8820
~1.,4120 =-0.,9811 0.93853 + 1.0780  5.3400
-2,0020 11,2490 0.6072 * 0.,2915 2.8830




109

TADUSTRY 1% SUBGROUR 2

CLASS MID-pT AEAN VARTANGE  STun SKEWNESS © KURTOSIS
1.L600 0.9660 0.1349 -~ 0.9993 3.9600
0.7531 07447 D.1266 + 0.,40%6 2.1310
0.6167 (.5046 0.1293 - 3.0060 2.68930
0.4481 0.,1672 0,.18329 - 5,1820 9.0280
0.,2871 n,1201 0.3750 - £.3960 10,6000
0,1.%99 B.0897 n,067%2 - 0.0003 3,0340
g.0011 0.0596 0.1123 - 0.0704 2,9700

~0.1004 ~0.0833 0.0815 - 0,8459 4,7340
-0, 2649 ~0,1574 0.1884 + 1.4970 4.1390
00,4054 ~0.,4358 0.1144 + 0.0054 3.3350
00,5823 =N 4650 n,3239 & 3.,6220 . 8.65400
~0,6965 ~0.5401 0.1067 ¥ 0.0004 2.,1080
0, 5713 T =0,7663 06,2107 + g.,0000 2.8776C
-1.,0940 ~0.9830 0,1312 - 0.4236 3.7599
-1,6580 -1.1030 6.35874 - 0.0168 3,2890




TADUS TRY 1D
CLASS #mID~pT

1.999¢0
1.3130
1.0290
0.8341
0.6972
0.%941
0.5057
3.,4507
0.,3794
0,.3174
0.2509
0,158¢0
0,0696
-0,0030
-0,0871
~0.166%
-0,2564
00,3356
-0,4377
-0.%4618
~0,7321
~0,6823
=1.127D0
“+=1,6680

Suparutip
MEAN

1.40690
N.84%4
1.0740
N.8725
D.6294
N.a320
D476
0.52539
H,3440
0,39&9
Del208
0D D325
00,0064
L1431
-N,2470
~0.1.876
“0.,1528
~0.,42%3
-0 45430
“0,7300
“0.,9628
-0,8996
~1.078)

[FN

VARTANCE

6.4803
0.2618
0.3136
0.2737
0.0871
N.208&84
G6.0724
G,2013
0.1047
.,1287
t.1356
{1832
0.06872
n.1872
n,4706
0.1368
n,1752
0.1.813
0.2746
(.L063
.3689
0.3397
(1.2684
n.7359

+ 4+ 1+ + 4 i+ 3

S1GH

TREE T B SRR

1§ + 1 1

X]

“+

b

SKEWNESS

0.1730
D.1227
0.5233%
D.,1763
0.9612
0.0006
0.2654
D.7174
0.19n4
0.0012
0.2625
B.2630
0.4923
0.088%9
2.6260
0.0750
f.0618
2.1740
0.,27209
0.0193
g.i12¢0
0.0026
0.2930

B0

KURTOSIS

2.34%0
2.21190
3.0200
1.9420
4,3780
2.6980
2.8800
4.7480
3.6890
3.3516
2.26480
2.7670
4.1740
2.9120
635210
2.2800
7.8760
5.0640
7,355
236080
2.0030
5.6740
2.27%0
4.7409




TNRUSTRY 16
CLASS MIDePT

1.7660
1.0830
D.7471
n,5178
00,3816
0,2669
00,1648
0,05%3
~0,0%88
-0,1764
~-0,3200
w0, 4636
~0,6973
«1.0530
-1, H660

SURGROUP
MEAN

1.5000
N.8137
h.3990
0+2463
0.44%8
0.0822
0.,0023
=~0.,2486
~0.,23%4
“0.2410
“heE711
“0.6946
“0.9093
142920

VARTANCE

0.4852
0.2688
1.5495
0.1619
1, LaEs
0.3271
0.0991
n,33%542
0.3876
0.2327
0,0653
f.1245
0.4256
0.4669
0.61756

STGHM

11+ + 1 4 %o+ 9

i

-+

k|

- SKEWNESS

1.0526
0.7224
1-.-8490
0.0317
0.3599
0.9422
G.25839
6,0424
1.7390
D,0682
0,1243
0.3621
0.0542
1,3040
0.9075

A

2.,6610
3.3300
2.3380
29370
4,9380
2:2420
2.1790
27750
2.0660
4.4870
4,0030

o

KURTOSIS




Lya

prapusTeY 49 SuRGiRour 2
GLASS MID=pT MEAN VARTANCE  SIGN SKEWNESS KURTDSIS
1.7800 1.1900 0.7074 - 4,8990 9. 4420
1.0950 1.9405 0.2792 + 1.5910 4,3370
0.9N066 04523 U.7214 - 4.5860 9.3390
0.708%7 0.6837 {1,2249 - N.1236 2.8230
0.572% N3961 (.1082 + 0.7206 4,0100
00,4437 : N.3722 0.2114 + 0.0110 2.3710
0.3441 N,1.024 (1.2474 -~ 1.0090 3,1770
0.2279 0.3260 f.1486 - U.0466 2.0260
0,1146 “0. 0858 [.2537 + 0,462 3.9150
00,0042 =0.0671 1,4182 - 1.7090 5,.,8750
-0.3708 “0.174¢ .2144 + N.2949 3.69%0
~0,1643 “0.1444 N.21468 + G.1908 2.7240
-,25 %6 -N.2263 0.1174 - H.1061 2.,57¢0
-{),3457 “0.2791 0.3727 - 0.1134 2,0910
C=0,4630 (4554 0.1846 - 0.1%40 33,0790
~0.,6074 -0,4852 0.3638 - 0.0156 3,0700
~0,8640 “0.515%5 0.4919 + D.93R% 77,3180
~1.4220 ~0 8757 0.4417 - n.6846 3.0930




S

[HDUSTRY 46 SURGROUP 3

GLASS MIb=pT ME AR VARTANCE SIGN  SKEWNESS KURTOSIS
1.6950 10790 0.3354 + N.1332 2.9880
1.1960 1.0040 0.2401 - 0.0482 2.,8830
0.9884 N.7255 ,2163 + 0.0322 2.3060
n,8585 0,7824 0.2524 - 0.0875 2.2540
0,7222 0.6083 0.1675% + D.0637 2.7030
0.6014 0, 4653 0.3091 - 0.,4R55 22,6110
0,4468 0.3%9% 0,3316 - 80,7370 3.8170
,3193 0.3224 0.3139 ¥ 2.7800 6.7240
3.1540 00,2021 6.1710 + 0.0152 2.2590
00,0607 ~0,0938 0.1227 - 0.1421 %,1100

-0, 0700 ~0.0737 0,2684 + 0.0112 2,6560
~0,2061 =0.1614 0.2735 ¥ 0.0%27 203640
-.,3634 ~0.2666 0.2475 " 1.0210 3,8690
0,443 -0.4972 0.2266 + 6.0010 242170
-0,5%5322 ~0.4496 0.1634 - 0.0073 3.,6820
-0,7068 -0.8760 0.3960 - 1.6960 3.9230
~0,9577 -0,6812 0.25472 + 20,4847 3.6140
-1.6660 =1,2280 0.6499 - 0.0600 2,3920




Sik

PABUST=Y 16 SURGROUR 4

CLASE SiD=RT MEAN — VARIANGE SIGN SKEWMESS KURTOSIS
1L, BAGD 1.3040 0.7325% - 0,9332 5.3640
1.1520 0.5681 0.1317 + fn.0894 2,183¢
G.8717 0.4076 G.2364 - 0.2148 2.4970
0,660 0.457% 0.5166 - N.3168 2.,4600
0.,45851 0.3462 i.2604 + 0.0352 2,7840
0,3705 0.3327 G.4618 + 0.0172 2,0210
0.1418 b.0247% 0.2539 + n.0738 - 2.2880
.0u76 (1343 0.33n4 - 0.1463 1.837¢
~-0.1017 ~0.3117 0.3357 - 0.56699 37750
-0,310% ~0.2648 0.2424 + 0.0001 2.5960
-0.4497 ~0.2521 N.3036 - 0.0005 1!753&
-0,.%71% ~0,4794 N.5618 - (.4862 S %.51410
-0,8643 ~0.4485 0.41L37 - 0,3189 2.2550
«1,0700 “0.7108 06,7927 + . 3.20%7 2+36840
»1.%270 =0, 7652 0.5364 - 0.0043 2.0240




NS

IDURTRY 1460 supanoup 8
CLASS MID~PT MEAN VARTANGE SIGN  SKEWNESS KURTOSIS
1.8390 1.5470 0.3256 * 0.00853 2.7540
1.1600 0.8682 0.3255 + D.0486 3.1800
0.8875 0.8210 n.2377 + 0.3077 5. 78580
0.,6776 0.6147 0.725% + 0.0000 2.3520
0.5044 0.49%0 0.2150 - 0.0571 © 3.8600
0.3177 D.2207 6.1962 + 0.0000 2. 8580
0.1134 ~0,0071 0.2656 * 0.0549 3.5870
~0,0133 ~0.1019 0.1141 - 0.,5528 5.1820
~0,1437 =0.2219 0.129% + 0.2506 3.3060
-0.2519 ~0.2911 0.1320 + 0.1808 3.2540
-0, 3657 “0,5096 0.1242 - 3.8790 9.6710
~0,47%4 ~0.4143 0,2464 + n.4105 - 35290
-0,5662 ~0.6108 0.1273 - 0.9449 - 4.5590
-0.6857 ~0.6283 €.2081 - 1.1430 4.3020
-0,8731 . =0.8802 0.2494 + n.0101 2.9600
~1,4510 ~1.0220 0.3571 - 0.,3476 2.6770




o

L R e Y R TSP R T
CLAGS LT HE AN VARIANCE  STGN  SKERMESS  KURTO4Io

RN 1L AuS) N.,4374
P e sy G,2760
0.90h6 (.,1495 D023
0.hane 0.1331 0.34%6
a8iray fr,2350 - f.0n94
ewhaqg hoelin 0.6Nn7%
Ouesey 0 3udy 0.1724 + 0.0652
G.Lean 0Lehoy 0.1290 - 1.6870
0,)i0d 0. n7hE Lo1971 - 1.9340
-0, 0.01np C.1991 4 650
-0, s -0,1451 .7936 + 0.1648
-, ona IR Y] 0.104n - N.0a33
U R VAN (,2365 - 0.0565
«J,anvn “0.HEH9 00,3027 - 20540
-0, 04500 ~N.4877 0D.0921 - .0%35
-, 7 ED “H.o75% G.1726 - 0,0784
-1 .,4200 ~1.060Q 00,7454 + 5.0450

ERPA
U,0n1L2

i
sy
.
o
-

4470
4151
1640
’/-5 ﬁ: 4 'j
£7 410
LHE LT
540

'1

-

+ + 4+
p—
L
-

-

3

E)

GG
1620
5140
3730
GEen
52410
3450
y 550
DB]I%O
w6410

»

TN U G DAY G N
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.
-

NI
-

»

-

I NN D

fN
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CLASS

TNDUSTRY

2.1770
1.3440
1,0820
0.8744
0.7363
0,6361
0.5800
00,4613
0.3826
0.2675
D.LEBY
06,1248
0.0a77
-0,0402
-0,1u89
-(.3211
-0,41%0
«0,4728
~0,5440
~0,6546
~-0,7606

~0.8725

~1,2450
-1 .0730

id

MIDmPT

SInarotp
MEAN

1-5210
102350
0.9667
Ne5244
0.5457
D.4251
G.4046
0.,3950
0,3502
00,2615
1841
H.16%6
N.0649
“(.0696
“0,1514
~0.3525
~0.3251
~0,4199
-0.3202
~0.5417
~0.4721
~1.7250
~1,86%0
~0.,8992
~1,2330
~1.,3250

VARTANCE

N.6489

0.3059

0.1484
G.5370
0.2162
0.19571
G.2396
0.188¢9
0.107%
0.2206
0.,11356
0.,0840
0.2582
0.2645
0.08%4
G.1131
0.0762
0.1383%¢8
0.1236
0.1116
0.2661
N.3684
0.1230
0.2271
0.3884
N.2229

SI1GN

-

1+ 1o+ 4o+

i

1 4+ 1 4+ + 1 F 3 4+ 1 + + 3 F 3

SKEWNESS

0.5157
2.0490
0.0811
g.06485
I.1680
0.1539
1.5000
0.2053
g.1000
0.6239
G.0012
p.0004
0.06049
g.0875
0.4216
H.00%9
6.1044
2.7620
0.1372
D.0668
0.9561
0.00656
0.5522
0.2448
0.,7475%
1.6870

Bq

KURTORITS

3.1130
B.0750
3.9280
305340
7.1130
25480

6.L0060

3,0040
3.4620
3.3600
3.4830
2.,0270
2.7270
3.A260
2.1740
2.0130
24620
B,09i{
2.8950
2.3970
3.1300
3.9510
2,5750
2.0950
2.88410
5.7140




ATl Y
[ EEAHES R I I

18

CLASS "ID=FT

00,7423
0.6033
D.4688
0.a702
0,297
0,2385
0.1738
D.112%
0.0444
-0, 00857
~0.0669
-U.1477
-0,21.92
~0.3120
-0, 43876
=0,5517
~0.5618
~0.,7902
~0.,9254
-1,1700
~1.8520

BEBELIIE
MEAN

12120
0.5242
0-7960
N,5738
0.5499
NeaES1LN
i, 4764
N.4244
N.1627
0.1774
0,1988
01370
0L 0LE4
“N.72423
-0.05L6
“0.2375
~0.,3294
~0.438%90
~0,4052
“0.5441
~0.,3825
~0,6552

~0,7%360

~0,9397
~1,2380

VARTAKCE

01,1319
6.1637
0.%107
0.8219
0.3599
.2326
0,15#3
0D,3821
D,04%3%
0.13%91
0.1044
0.1356
1.4230
6.192¢6
0.2388%
0.3068
0.2834
0.3400
D.0943
0.,2641
G.3334
0.1721
0.2201
£.3131
0.7185%

SIGN

1 4+ %+ 3 + &£ 21 1 A2 1 & F 33O+ Y 4+ 1 o+ + %

L]

SREHNESS

0,0097
0‘1363
0.44076
7.7540
0.2180
06,2590
0.2743
0.2616
0.2443
n.0217
2.0010
0.0326
L2140
1.0350
1.5730
L.02%0
1!8410
0.0211
ag,0302
.4143
1.0400
0.0182
1.5200
p.0208
0.35041

N

1R

KURTGSILS

199E5ﬂ
2.0440
Z.5010
14,2440
2.28%0
2.05B40
'2530&0
55,1200
2.3300
3.8340
4.,4440
2 B870
8173QD
3.5720

, 7590
4,39450
4.8180
2.9170
2.4800
2.1340
5.5750
2.2G0G0
4¢9720
22,3850
2.4290

- run—r.m«q




INDJsTY

CLASS MID=-PT

2297
1.0830
1.4430
1.2840

L.136n0
1,02140
0,9291
0.83587
n,7724
0.7300
0,6532
0.58348
0,5193
(.a557
0,4097
0.3662
0,3173
0.24601
0,2092
00,1735
0.13%83
00,0714
0,02%1
~0,0162
«0,0487
~0,0850
-~0,1200
«0,175%
~0,2182
02663
-U,3045
~0,3%37%
-0.3708
,0,j170
~0,4601
-0,5346
=0 ,5465
-0,620%
«(J,6796
~0,7415

~0.,8044

-0,83A63
~0,9482
«1,085%0
-1.1800
=~1-,4070
-2,026Q

JUnGROUP
MEAN

1.6240
0.721%
B.2u76
10580
0.B0AS
NWEOBE
N,7649
1. N6RY
Q.8063
0.4282
0.4484
6381
N.5373
e 450
.3167
f,2316
{.2685
G.1134
f.1612
D,18%58
G.1086
G6.0772
-0,1.754
~{,2387
~0.1334
~0.2762
~0.2953
~0.0972
~0.5041
“0.2602
-0,3985
~N.A4972
“N.2683
-0,6080
~0,3%62
“0.4404
“0.5706
~0.4070
“0.,5044
“0.7247
"0 . 77&2
07977
~0.,8971
~-1.0210
'191960
“0.95%2

VARTANCE

01.5433
0.6117
0.7603
0.5394
0.3986
0.289¢0
0.6274
0, 3076
0.2104
0.254%
0.2318
D620
0.15463
(.2222
6,2157
0.1776
{.4118
0.11%8
0.313¢
0.249%6
0.1151
0.2165
g.155¢
0,4714
0.4577
0.1627
0.4403
n,6476
0.2080
6.5200
0,497
0.1912
1.2829
D.1843
0.3209
0.3974
0.258¢
(1.3853
0.2270
03121
0.3040
0.2708
0.,2331
nN.4383
0.4960
0.5025
00,6645

SIGN

-

0+ + + % 1 5+ 4+ 4 4+ o+ 1 4 F o+

L |

E

+ 1 1 4 4+ 1 1 F 4+ 3+ & § 4+ 1 3+ F F

SKEWNESS

G
1L
0.
Q.
.
U,
0.
U
U
.
1.
i,
.
U
'
G.
0.
0.
0.
2.
0«
Oz
a.
a.
1.
U
1.
Do
.
g.
0.
QQ
7.
@
0.
(.
1c
{1
Da
1.
2.
0.
i
1.
0.
0.
3

6392
17724
2704
1055
9298
0239
J060
2166
4189
0153

land

1128

oG4 .

5268
D333
o001
0344
2354
L3714
8800
0ot
4791
D462
8361
7280
5069
3580
2638
2483
5766
0134
0190
6270
8230
0006
gnB7
7470
7133
7526
4840
1070
0094
3792
7540
0210
2056
8660

%9

KURTDSI S

2.3620
24,7560
38310
30784“
4,2110
2.1470
5,004%0
2.56460
3, 2780
3.2990
4, 8430
XL 6450
2.6910
4,38610
2.8070
F,7840
4,3250
3.,3540
4.63a0
8,0540
1290
4.5660Q
3.1214
5.1130
6.7460
3.6850
8.3360
4.7120
T, 8270
1.:9770
3.2170
12,6300
86,4040
4.5180
645510
L7080
4,687
3.3780
5,9810
5.3860
3.787D
5.,1370
5,2280
3.72590
2.0920
9.1730




TADUSTRY 49
CLASS HID=PT

2.0990
1.2150
0.9313
0.7222
D.5472
0.4108
0,281
0.1791
0.0867
-0,0004
~0,1103
o I i
»0.3320
w0, 4528
~0.5729
-0.56%938
~0, 8442
~1.1830
~1,7020

SipGpotp
MEAN

1.6260
D.9665
e7713
0.55%99
00,4870
0.4453
N.1639
.1587
~0,0761
D001
~0,0556
“.1664
L=0,2765
“0.4039
~0.5607
~0.8827
=1.1200
=1.60A0

VARTANCE

D.6714
0.4213
0.0696
n.1529
0.2763
0.2127
0.1317
0.198%9
0.1883
.1233
(.3293
0.0585
0.0795
0.,172¢
0.1308
0.1088
(.128%
§6.2172
0.2083

SIGH

L]

+*

FE T R O B |

1+ 4+ + + 4

§ + 3 3

SKEWNESS

D.1888
1,6940
0,0268
(.0443
0.3553
0.92455%
n.0114
0.0311
0.3723
0.0349
2.7140
9.0%44
0.7403
0.7183
0,0633
00907
0.8154
0.0002

20

KURTOSTS

2:5410
4,8240
2.5230
L2 3720
.5000
2,60510
1.80950
2.9330
33,1740
22,0040
6:,9660
2.38.0
3.8580

4,3450
25570
3.5570

2.9350

2.0370
2.8670




TNOUSTRY

19 SUBGROUP

CLASS MID=pT ME AN

2.,1420
1.2400
0.,7938
0.538¢0
0.3433
N.246]
0,1204
0.0264
"0~ 0593
~0,1383
-0,2304
-(,3474
~0,4972
-0,6520
«0,.8360
~1.554¢0

19500
1.0910
D.BOSY
0.5039
0.1943
0.1263
D.,0837
~0.0263
-0.10%2
~0.,1049
-0,1942
=0.,3644
m0.5191
~0.92838
=1.3730

VARTANCE

0.

it
0

0

4235

L1867
L1364
0.
L0750
o,
0.
0.
0.
0.
0.
0.
0.
o,

1379

G664
0943
0547
0441
0537
0535
0459
0628
0578

G.3032

(}l

680¢

S1GHN

I+ % 1+

f 1 4+ % *+ 1 3

i 3 <+

SKEWNESS

0.000%
0.3286
1.8170
bD.2041
06,0779
60,4795
G0.,2006
0,0233
0.2322
0.3275
2.0780
5.0033
0.5266
0.0609
2.,0220
58,0645

Y3

KURTO31S

1.9640
3.536(
55,4200
2.6220
Z.3060
2700
4,6420
3.0710
3.7340
2.4120
6,4630
?.5880
3.2918
2.8670
6.24%0
2.3130




22

rMpUR Ry 49 Siageoip 3
CLASS HID=PT MEAN VARTANCE SIGN SKEWNESS KURTOSIS
2.1820 1.6460 0.5311 = 1.9920 5.,8100
1.7280 1.3490 0.3488 - 0.4751 © o 3,2810
1.,4680 141610 0.3258 + 0.1241 3.4230
1.2560 1.2220 0.2627 - 22,0240 7,06350
1L.19550° N.8948 0.2219 - 0.8329 4,550
1.0610 0.8621 0.3635 - 0.1147 2.3130
0.9775% 0,8199 06.2492 - 0.0569 2.7860
0.8917 .7030 0.2300 - 0.9095 3.5490
0,8209 0.6088 6.3220 - 0.2022 25640
0.7144 0.6210 n.392¢8 - 0.4352 3.3900
0.6111 N.6043 0.3477 - 1.6800 5.7740
0.5344 0.4864 0.3351, - 2.5840 8.7510
D.4659 04507 0.0969 * 0.0781 4.5440
0.3826 00,4013 0.168%3 - 0.1714 2,510
0,304¢ (1,28482 G.1261 - 3.2823 . 3670
0.249% P.0612 0.442% - 2. 5250 6.5520
0.1721 041818 6.3623 - 1.6483 4,B87460
0,1104 D412 0.3568 + 4.,0390 7.9450
0.0454 ~0.0783 1.2034 - 0.0120 2.8340
-0.0272 0.0213 0,105% + 01,3725 3,2750
~0.0714 ~0.0756 G.2035 - 1.1650 B5,1280
-0.,1271 =, 1558 0.2120 + g.0726 2.8040
~0.1883 “0,1977 G.125%1 + N.0013 2.13%0
-0,2634 =0.2343 0.2562 + 2.7800 75430
~0,3330 ~0,3377 0.1726 + 0.57%7 B.6170
-0.4189 ~0.4212 0.3667. + 0.0458 3,2990
-0,4944 -0.5061 0.1214 + 0.0136 3.00%0
-0.5686 ~0.5419 0.1836 - 0.2537 2.8190
-0,6277 ~0.4668 0.4013 + 1.3190 6.8400
-0.6335 -0,6468 0.12%1 + 0.0697 2.8070
-0,7659 ~0.6551 0.1360 + g.0018" 2.3870
-(,8566 ~0.8735 0.3828 - D.0124 35,3340
-,9269 ~0.8586 0,2091 - p.0206 5,11%0
~1.2100 ~4.0480 0.1688 - 0.0053 2.9900
-1,4390 ~1.,2260 0.6136 + 3.6750 7.1740
«1,9340 ~1.,3050 0.6276 + 0.5243 33,4160

e



IHpusTRY 20
CLASS MID~pPT

1. 08880
1.3080
0.5220
D.5497
0.35%6
0,1212
-0, L1165
-{3.23%1
“(.4377
-0,6383
~0,8005
-1,07140
-1,6110

SUBGROUP
"MEAN

1.4940
1.0670
0.5752
0.5080
00943
N.1789
~0,008%
~0.1372
-(.2624
=0.7042
-0,72481
~0.9821
~1.2290

VARTANCE

.4266

0,237

0.2200
n.3330
0.1642
0.5944
0.3116
0.0951
N.4691
0.1780
t.4680
f1.1861
0.4464

SIGN

L

¥ o+ 103

B R N . |

SKENNESS

1.1970
§.3675%
81,0011
0.0388
0.0017
6.0772
0.2324
0.1213
5,1210
0.4176
D.0377
0.2983
n.oé07

3

KURTOSILS

3.B860
2.8160
3.4590
2.7050
23300
3.0899
2.2640
2.9050
B,6760
3,222

2.84%0
3.3840
3,0710




THDURTRY 20
CLASS MID=-FT

2.505¢6
1.3000
h, 2666
0,7201
Nn,5183
0.3606
0,255¢
N.1484
weh42ze
-0, 0360
~0. 0866
-0,1530
-0,2116
-0,2796
~0,%557¢
-~0,4403
“(1,4996
~0.5668
-0,6837
-0,751%
~0.9002

SiuneRoup
MiEAN

183710
1.2720
Neb67HY
N 7586
0.2906G
00991
N,0673
0.005%6
=N GHAT
~0.0674
06,0342
~0,1287
~0.1155
~0.3092
=0,3267
-0.4531

“0.5762

“0.6725
~0.68618
~0.5719
'007676
~(.8477
“0.9794

VARTANCE

.9794
0.3988
p.3108
0,13552
n.1814
1.227%
0,1517
n.0879
N.1028
0.0542
n.0779
D.0U626
0.1853
10,0218
0.0548
0.1264
0.2298
$.1649
n.no9s%2
0.1288
0.1755%
0.1538
0.1367

SIGH

”

£

§ o+ 3

3

+

1

3 4+ 4+ 3}

1+ + +

+ + 4+ ¥ + 1

SKEWMESS

1.8920
0.3091
1.8140
0.0713
0.,2375%
1.5620
0.0613
0.0240
N.3130
0.,4432
1.8700
D.2647

D.OCGE .

0.0042
0.2566
0.1190
0.,9463
0.9774
0.9%563
1.4470
0.3252
0.2906
0.0003

Dk

KURTOSIS

4,44190
2.2990
4.8950
2.6110
292810
4.4770
2.2200
2.0700
4,2120
2.8630

4.78810

. %.178¢

2.,22%0
2.4250
2,6670
2+5250
3.5400
2, 5860
3.5710
4.,2840
490210’
3.,0860
2.5700




[NDUSTRY 21
CLASS MID=01

R.221C
1.3%60
0.9231
0.731°0
0.560%
D,4204
0,3272
J.2437
D,1530
0,657¢6

-0,0279

~0.1175

-0, 2002

~0.2966

-0,3657

~0.4457

~0.5426
~0,6165

-0,7222

-0.9118

~1.1870

~1,7890

SURGROIP
ME AN

1.673(
1.2460
Ne$157
0.696G
0058“5
0.403%0C
N.29%2
0.0441
ND.N644
0.,0225
D.0341
=~ 1133
~0.3525
0. 253
~0.2464
-0,4A/01
-0.,5158
“0,64£9
~0,6987
~0, 7819
~1.,2560
~1.2570

VAKTANCE

1.019n
G.4175
0.1444
(.3235
0.1138
06,0723
0.1902

0.147% -

(.,2478
0.2083
G.1093
.1044
6.1783
6.277%
N.2044
£6.1496
6.1377
0.1230
0.1959
0.2914
0.3595
0.5590

SIGHN

B EEEETYET

1

+

!
SKEWNESS

1.6000
g.,4271
0.1325
G,4678
0.0928
6.0909
0,0020
0.9999
0.0%3%4
0.1019
0.1099
0.0194
1.33220
3.0340
2.4800
0.7462
N.4661
3.3830
0.3254
n.0011
00,0323
n.0n2s

325

KURTOSI:

4,26n00
3.3400
26480
4.7270
2,6150
2.11%50
3,1640
3.8010
2,68860
2.5330
2.4410
2,.6000
4,730
B.240
7,4550
3.5920
3.4830

- 742590

3.4760
2.8620
3.6310
3+1950

-
)




EYA)

PAuSTEY Fi SuPnRoUR R
SEAN VARIAMZE SIGN  SKEUNESS  KURIOSIS

1.4450 1.2368 - 9.9548 2.8520

1.7230 G.8002 - 2.7270 5.8450

D.E05%8 G.103%2 * 0.0778 21340

b.4085 U.454% - §.1052 60110

- 1844 G.1398 + 3.1940 2.2620

~3.1%1% ~0.2471 H.1604 - 2.0780 5.5040
-0, 3888 -0.35%7 21155 - 1.3840 §.7940
«§.5044 -#.3365 0.8575 + 0.0474 2.6750
-0 6714 -0.5340 0.14838 - 0.0002 4.1560
~0.5318 ~0.7663 1.2279 - 0.0148 2.4370
~1.5510 =1.3081¢ n.6409 + 2.6100 67200
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~-{,2435
-4 .58412
~0.4913
~0H.8548
-0,9281

VARTANGE

6.3891
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G.451D
0.6934
6.3%77
0.5953
(.3592
0.2448
0.2616
0.3989
0.3061
0.2567

SIGN
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£

+ % + 1 4+ 2+ 4 1

SKEWKESS

0.3048
20330
0.1273
0.0042
0.0860
0.1191
n.0e28
0.1136
G.0059
0.4175
0.0401
0,317%
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CLASS

THpus iRy

1.9410
L.4200
1,100
n,85482
0.6700
0.4836
D.2956
0.14380
D, U416
~{), 2092
-0,3428
=~0,%5405

"'G .6?26

~0.6870 .

~1.0050
~1.,1820
-1 .61640

AL~ T

SURGROUP
MEAN

1. 4850
11120
1.2410
U273
D,627%
0.4493
N,.268E5
H.1124

~0,1942

-0.,1774

-0,3491

-0,s8701

~N. 5047

"0.9368

~0.,8278

~1.0330 -

~1.4980

VARTANCE

1.3604
N.3713
0.3895
6,355
G.1546
0.1172
0.0u956
N,e899
0,3103
§.165%%
fi, 5757
f.1445
0.0766
0.0%27
0.3521
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00,1777

SIGN

+ 3+ 4 4+ F+ 4 + + 1 + 4 + 4+ + + 1 3

SKEWMESS

0.5388
0.3780
D.4537
6.0053

1.3640

00,2518
g.,0220
0.3119
05.7028
0.1392
1.1710
0.2123
0.0508
0.0156
1.7440
.01413
1.0350Q

N9

KURTOSIS

3.7750
2.79¢0
4.0040
4.085%0
4,0110
3.2240
2.8470
Z.5960
4.,0520
3,3630
4,1140
3,6540
2:6760
3,3830
5,0270
3.95410
3.503%0
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APPENDTX D

THE_ FITTRD _EQUATIONS

. The results of fitting the power function forms (see ChaptéerI

" Section I) are given for both industries and subgroups.

See Chapter VIT for discussion of these results,
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APPRNDIX E

MRASURES. OF THE DRCAY OF  PROFTPARTLITY.

The rates of deecay are given for each range and each.equétion_‘

):fdrm at both industry and subgroup level.

. ‘See Chapter VITT Sections T and 2 for discussion of these results,
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DUDEIOUpP Level

Full Range Decay Measures

Industry No. Subgroup No., Linear (1D+)

1 2 ' 0.843
‘ 10.972
0.812
0.759
0.888
0.845
0.800
0.858
0.802
0.808
0.737
0.636
0.665
0.800
0.907
0.9%0
0.794
0.807
0.897
0.T60
0.850
. 0.890
0.823
0.750
0.859
0.690
- 0,91k
0.802
0.880
0.780
0.787
0.887
0.980
0.860
0.8%0
0.868
0.958
0.871
0.812
0.7h1
0.910

11

12

13
15

17
18
19

20

21

AV FWNMWhdWOHEWNOHEREVFEFWDLDEREWDEFRERONEDDOEFERFDHEFE OO EDFEW

Linear Cubic (chf)

0.841
1.100
0.838
0.763
0.921
0.847
0.916
0.862
0.843
0.809
0.737
0.503 .
0.645
0.792
© 0.999
1.025
0.763
0.799
0.901
~ 0.758
0.881
0.816
0.766
0.762
0.822
0.721
0.823
0.740
0.906
0.739
0.781
0.870
0.967
0.864
1.055
0.966
0.96k
0.852
0.725
0.672
0.894
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Structnural Measures

Sawver's 4A-firm Concertration Ratio

Rour=firm “mployment Concentration vatios for Minimum Tiet Aeadine
s

indnatries for 1958 are civen hy “Sawver in his artiele "Concentration in

Rritish Marmifooturine Tndustry", xfard i'conaminc Panarg Tal 23 1971,

DD 352-383,

MThece have hean cnmbined hy averasine weichted hyr amnlnwment
v - - — - v T

ko sive concentratinn ratios for the aohronng and indnatrias emnlnved in

2

thia “flﬂy. Nefinitinng of the anhoronma in terma rf MITlg ave sivan in
— -~ N ~

Tabhle 4.4' The Qmp]()“_rmmwf: f"i\!_fl’nroc nred no wedichte are fram 195R Canang Af

Pradnection Sommary Tabhles ph 123, Mahle 1, enlwam 12, “There Tawver siveg
mayimim and minimim ratios, their aveyrs.e hae heen nand,

Thirs alfarte

Tndustry 4 suhoronup 5, T svhorenn 1 and 13 avhgronps 2 and 3, “Whare a

snberonn involves some none=manmifacturinge activitica, theas have haen

digregarded in calculating the roncentration ratin, Oases of this are:
Tndustry 1 subgroun 2, Tndustry 6, Trdustry 11 anhzroun 2 and Tndustrey
13 anhgronn 1, Tn a mimher aof caqes, the snhgroup definitions involve
the Aiaaropesation of MIH's, Tn theea, the whole MIH jo inclnded

wherayver a comnonent of it is c21led for: Tndunstry A suhgrouns 4 and 5,

Tndustry 7 svberonn 1 and indnstry 1A snboreun 5,

®inally, Sawver does not give 2 fimmre for Construction hnt, nsing the
method he deserihes in Appendix TTT of his arfirle nd data from the
1958 Cenana of Production Pt 133, Mable 4, maximm and minimm valnes

were calenlated,

Whittinstonts "oneentration Ratin

The values are riven in "The Prediction of Profitahility" Tahle 301, The
ratin ia Aefined as "the rafin nf the anm nf the net rseets of Targe
romnanies to the gum af tha net agsets af a1l nanked campanies in the

relevant indnatry, Only companies which cantirmed fram 1954 %o 19AN are



‘ 361

included and 'large' is defined as having net assets of greater than

‘gh million in 1954. It is only available at the industry level.

Variance of Logarithm of Size, Variance of Size and Average size

Thesé three measures all used net assets as the measure of size andvail
are calculated for quoted companies only. The ;ogarithms'in the first

are Napierian.




Industry Level Measures of Structure

Industry Sawyer's 4-firm Whittington's Variance of  Variance Average

No. Concentration Concentration Logarithm of of size Size
Ratio Ratio Size '
1 29.0 66.8 ' 1.55 1.64 x 107 154
Ly 25.4% 61.k 148 2.63 x 107 2043
5. 2.6 86.2 2.20 1."01':.;;168 lhlhé
6 6.7 g2 2.67 9.46 x 107 hzss»,;,
T 19.5 60.9 1;33 - 2.8h x 107 1ko1
8  16.8. . 68.8 ok 3.0hx10° 1003
9 106 37.1 0.84 8.42 x 10° b2l
o 1.3 39.9 128 5.96 x 10° 1150‘
2 3W3 © 8w6 2,08  3.75x107 2553
13 51 T2 1.39 8.59 x 107 3490
15 20.3 ~70.9 2.02 3.86 x 107 2502"'
16_ | 20.9  56.0 112 3.54 x 107 1267
R o 5,6‘ 265 15 3.20 x 108 1158
w % g 116 8.61x10° 1330
19 - * | 76.2 1.9k #.37 x'107 2305
20 L 72;5 2.22 3.06 x 107 1340 -

-

s AT 6.3 195  1.17=x10" 1329



Subgroup Level Measures of Structure

Industry Subgroup Sawyer's 4-firm Variance of Variance of Averége

No. No.- Concentration Logarithms Size . Bize
Ratio of Size
1. 2 21.5 1.56 3.85 x 102 1191
3 1k.5 0.75 5.78 x 10 881
L 1 34,2 1.48 1.95 x 102 3010
, 2 17.5 - 0.93 4.50 x 105 - 1061
. 4 20.5 0.58 k.16 x 107 179
. 5 22,6 1.43 2.70 x 10 2123
5 3 40.1 2.0k4 1.64 x 1o$ o 3h31
L 38.2 1.59 1.72 x 10' - 2057
-6 - L NN 1.25 3.79 x ;06 © 1357
7 1 18.7 1.30 3.13 x 102' 1442
2 2h.3 - 1.32 - 6.19 x 10 1682
1 24.0 0.68 2.61 x 10° 915
1 10.6 0.81 5.75 x 106 - 1389
1 1 1.3 1.15 4.83 x 107 953
2 14k 1.25 3.82 x 10 1651
12 2 28.6 1.61 8.88 x 1o$ 1482
, 6 31.9 2.19 1.7k x 10 2083
13 1 19.1 1.29 2.18 x,107‘ 31k6 -
15 1 27.4 2.13 5.21 x 101 2907
2 29.3 1.48 2.83 x 107 3973
» 3 7.8 1.43 ©1.06 x 10° 903
16 1 36.1 2.30 1.89 x 10? 4008
2 7.6 0.67 2.82 x 105 602
3 16.7 0.69 4.36 x 105 568
L 24.8 0.57 2.76 x 106 603
5 - 23.4 1.20 2.77 x 106 1030
17 1 5.6 1.62 1.89 x 10 1125
18 1 % 1.02 5.83 x 10? 1310
: 2 o S 1.29 1.59 x 10¢ 1255
3 * 1.1k - .23 x' 10 1362
T
1 1 * 1.51 2.13 x 10 1881
2 o * 2.70 1.06 x 1o$ 554k -
3 * 1.69 2.58 x'10° 1521
20 2 * 1.18 1.89 x 102- 31T
' 3 * 1.98 . h.96 x 10" 7132
21 2 * 1.26 7.11 x 102 608
: 3 * 1.18 3.91 x 107 536
L * 2.49 3.64 x.10; 2197
5 * 1.83 2,87 x 105 2841
6 * 1.8k 2.7h x 10 388




Performance Meagsures

Averasa Rate of Return on Net Agsets

This is caleulated as the averase of the rates nf raturn nfwcqmnﬁﬁieé'

for each of the years 1948-1960,

Crowth Rate of Net Agsets

Taken from Whittington's "Prediction of Profitability" Mable 2,4, T+
is the compound annual rate calculated after adjustments have hean
made for asset revaluations and changes of accountine date. These

fignrea are based on continuing companies only, .

Measnures of the Variabilitv of Tndustrr iverace Rate of Return

Por each industry, the annual averase mates of retnrn were nalenlsted, -

Then eanh industry series was regreased on a linear ftime trend, The

coefficient of time in that equation is referred to As "hhe Trend",
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1ndustry Level Measures of Performance

Industry Average Growth Trend in the Standard Deviation Standard Deviation

No. Rate of Return Rate of Average Rate of the Average - of Errors sbout
on Net Assets Net Assets of Return Rate of Return the Trend in
' ~Average Rate of
(%) (% p.a.) (% pts. p.a.) (% pts.) "~ Return.
1 15.7 B 7.1 0.13 1.h AR 1;2‘,‘
. 19.5 9.3 ~0.66 a5 11
5 120.0 10.8 -0.20 1.6 1.5
6 S 1T7.h 3 7.9 ~0.92 3.8 ’} '_2.0‘,
T 19.1 R o 23 16
8 13.0 5.9 .22 9.6 R N
9 . 16.7 o 6.5 . -0.15 6.2 | ;f 3.3 |
11 o 15.0 S -0.52 ho . : '_3.5 =
2 166 7.1 -0.141 s 10
13 . 119 ; 4.6 S -0.27 11 | o5
5 166 7.5 -0.35 3.9 3.2
16 .l 5.6 . -0.38 2.5 2.1
17 17.3 7.9 .07 1.9 1.9
18 Coma 5.2 -0.43 2.5 | L9
19 - 16.6 15 —o.dh“ ' o 1.0
20 2.2 1.3 0.09 1.5 B  "' 1l

a2 1.8 n3 ok LT 06




Industry Subgroup

Subgroup Level Measures of Performance

Average

Trend in Average Standard

360

Standard Deviation -

No. No. Rate of Return Rate of Return Deviation of of Errors sbout
on Net Assets Average Rate the Trend of Average
of Return Rate of Return
(%) (% pts. p.a.) (% pts.) : :
1 2 -15.5 0.32 1.6 0.8
3 15.7 -0.56 3.0 2.6
4 1 16.3 -0.h1 1.9 1.1
2 22.0 -0.92 4.3 2.7
L 17.1 -0.87 o) 3.1
‘ 5 19.9 -0.60 2.3 . 0.4 |
5 3 19.0 -0.23 2.1 2.0
N 20.3 -0.03 1.6 1.3
N 20.5 ' -0.68 2.9 1.5
1 20.7 -0.53 2.8 1.1
2 15.1 -0.06 1.6 1.3
8 1 13.7 -2.10 9.5 6.4
9 1 16.5 -1.50 6.1 2.5
11 1 14.3 -0.59 4.6 3.0
2 15.5 -0.3k% 2.8 2.6
12 2 17.9 -0.70 2.8 1.3
i 19.9 -1.20" 6.3 k.9
6 15.7 0.05 1.0 0.8
13 1 11.2 0.25 1.0 0.2
15 1 18.3 ~0.54 5.8 h.1
’ 2 17.0 0.19 1.6 1.3
3 13.9 -0.32 2.3 1.5
8
16 1 15.8 -0.48 3.5 2.
2 12.3 -0.05 2.9 2.k
3 13.8 -0.05 3.4 2.9
L 11.7 -0.16 6.8 3.6
5 16.5 -0.08 2.4 2.1 .
17 1 17.2 -0.13 1.8 1.5
: ' 0.5
18 1 1k.5 -0.15 0.9
2 1k.2 -0.10 1.7 1.§
3 13.6 -0.66 3.5 1.
' ‘ 0.9
1 14.6 0.20 1.3 |
? 2. -13.6 0.20 1.4 1.1
-3 18.0 -0.20 1.5 - 0.7
20 2 .15.5 - 0.05 2.4 i':
3 11.7 0.03 1.5 .
» , 0.7
3 _ 11.h4 0.46 - 1.8
- § 15.4 -0.k2 2.2 é-g
N 13.1 0.07 0.6 -6
' 1.8 1.4 .
6 - 12.9 0.21. 1.1 .




