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## ABSTRACT

Collisions between various charged particles and excited hedrogenic atoms and ions are described usine the binary-oncounter (classicalimpulse) approximation and the exact-classical orbit-interration technique. In particular, emphasis is made on strong collisions such as rearrangement and ionization processes, rather than excitations. The classical methods have been justified ričorously by Abrines and Percival (1966b) for the cases in which all the initial and final quantum numbers of the target atom are large and all changes in the initial guantua numbers are also much greater than unity. In these regions quantal methods are particulerly complicated and unpractical, whereas the classical approach can often be applied without having to make adaitional dymanical approximations. This approach is complementary to the standard quantal techniques, which are most useful for low initial and final quantum numbers, and the correspondence-rrinciple methods of Percival and Richards (1970a,b, 1971a,b) which work best when the initial quantum numbers are large and all chances are small.

Because the classical techniques, which have been used to calculate total cross sections, enable simple scaling laws to be applied, these cross sections can also be compared with quantal and experimental values for states with low initial uantum numers includins the ground state. Although there is no solid theoretical justification for applying classical theories in this region, a considerable amount of empirical
evidence is presented, which suggests that accurate classical theories can be superior to quantal approximations for intermediate energies of the incident particle, provided that the chances in quantum number are large. Specific failures at low or high energies must, however, be expected since purely-quantal effects such as barrier penetration and interference are often dominant here.

Many of the cross sections are of importance in the study of astrophysical and laboratory plasmas. The exact-classical results can also be used to test the validity of an existing dynamical approximation, or possibly to suggest a new simple model.
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## CHAPMISR I

A GIUNERAI DISCUSSION OF CLASSICAL METHODS IN AMOMIC COLLISION THEORY

### 1.1. Introduction

The central theme of this thesis is the description of simple atomic collision phenomena in terms of classical mechanics rather than quantum mechanics. The latter, though superior theoretically, is so complicated to apply exactly in practice that serious dynamical aproximations have to be made, whereas in the classical treatment, once the approximation of replacing quantum mechanics by classical mechanics has been made, it is often possible to obtain a solution without the need to invoke further dynamical approximations.

The main arguments in favour of the classical approach are outlined in section (1.2) and a brief survey of the historical developnent of this approach is presented in section (1.3).

The early sections of chapter 2 contain the basic theory of the classical-impulse or binary-encounter theory. The later sections deal with the results for ionization, electron loss and excitation of hydrogenic atoms and ions by incident charged particles, and the comparison with the exact-classical results for singly-charged particles incident upon neutral hydrogen atoms. Estimates of the electron exchange and interference contributions to ionization of hydrogenic atoms and ions by electron impact are made using the symmetric binary-encounter model based on the Mott scatterine formula (see for example Burgess 1963,

1964, Vriens 1966 b).
The first two sections of chapter 3 are devoted to the exactclassical theory necessary to treat collisions involving more than two particles. In the later sections the exact-classical theory of Abrines, Percival and Valentine for three particles is applied to collisions of protons with hydrogen and helium target atoms. The ranges of incident proton velocities selected correspond to regions in which the binaryencounter theory and the classical adiabatic theory of Bates and Reid (1969b) are not necessarily valid. Where relevant these simplified classical theories are compared with the exact-classical results.

Chapter 4 contains miscellaneous points which arise from the theory and results of chapters 2 and 3 .

Throughout this work the classical results are contrasted with experimental and quantal results. Semi-classical WKB theories and extensions of the classical approach to include quantal effects using classical path expansions are not reviewed or used in this work. The latter theory has been discussed by Percival (1971), who also displays several of the results obtained in this thesis. Relativistic effects are ignored throughout.

### 1.2 Justifications for the Classical Approach

As pointed out in section (1.1) the first justification for using the classical approach is a purely-practical reason arising. from the present impossibility of solving quantal treatments without making serious dynamical simplifications.

A second justification arises from correspondence principle arguments. Abrines and Percival (1966b) have shown that purely-classical methods are valid when all the quantum numbers associated in the problem are large and when the changes in all quantum numbers resulting from the collision are also large. Percival and Richards (1970a,b) have shown that classical mechanics can also be used when all quantum numbers are large and when the changes in all quantum numbers are small, but in this region Fourier components of the motion must be used rather than dynamical variables themselves. The region, in which all quantum numbers are large, some chances are small and others are laree, has not yet been treated consistently. Quantal methods work best when all quantum numbers and all changes in quantum numbers are small. A classical treatment of the region in which all quantum numbers are initially small, but some or al changes are large, cannot be justified, but empirical evidence particularly from the exact-classical results suggests that even here exact-classical results are often surprisingly accurate, especially for intermediate incident energies for which the incident and target velocities are comparable.

One possible reason for the good agreement in the last region of the previous paragraph is that correspondence identities hold for just
two distinguishable charged particles. These and other related identities have been the subject of a thesis by Norcliffe (1970) and a review by Percival (1969). These identities consist of the Rutherford scattering identity which states that the quantal and classical centre-of-mass ancular differential cross sections for distinguishable charged particles are identical, the Bohr-Sommerfeld identity, which states that the quantal discrete bound-state energy spectrum of hydrogenic atoms and ions is given exactly by the Bohr-Sommerfeld model, and the Fock identity, which states that quantal momentum distribution for the ground state or any uniformly-populated excited level of a hydrogenic atom or ion is identical to the classical momentum distribution derived from the classical microcanonical statistical distribution of the same binding energy. Thus, although no correspondence identities are known for more than two charged particles, the two-particle identities may be a factor contributine to the good agreement of the exact-classical approach.

A final justification of the exact-classical method adopted here is that powerful scaline laws can be used to obtain classical cross sections corresponding to different uniformly-populated levels of atomic hydrogen from the results at one level, which may be taken conveniently as the ground state. For sufficiently high levels the classical approach is valid.

### 1.3 Historical Development

The historical development of the classical approach has been
outlined by several authors. Burgess and Percival (1968) and Valentine (1968) give genera_ reviews with greater emphasis on exact-classical methods. Vriens (1969) stresses the connection between binary-encounter and first-Born calculations, particularly for differential cross sections which provide a more stringent test of a theory than the total cross sections alone. Recent advances in heavy particle collisions have beon reviewed by Bates and Kingston (1970). Classical, path-integral and correspondence-principle theories have been discussed by Percival (1971). A section on heavy-particle classical scattering has also been included by McDowell and Coleman (1970).

The simplest binary-encounter treatment of excitation and ionization of atoms by fast charged particles was first employed by Thomson (1912). He assumed that the orbital speed of the electron(s) in the target atom could be neglected for collisions with fast charged particles with incident energy $E_{1}$. The Thomson (and all other realistic purelyclassical) ionization and excitation cross sections exhibit a $E_{1}^{-1}$ high energy law, in disagreement with experimental and later quantal values, which generally obey a $E_{1}^{-1} \log E_{1}$ high energy law, apart from optically forbidden excitations. This specific failure of the classical approach was one of the main reasons for the decline in its popularity after the introduction of the suantum theory and probably accounted for the fact that improvements over the crude Thomson model made by Williams (1927) and Thomas (1927a, b) were overlooked until very recently. Indeed, their model, in which allowance is made for the motion of the atomic electron, forms a basis for the presently-accepted binary-encounter theory.

After the development of the quantum theory the first important revival of the classical approach was made by Williams (1945). In particular he compared and contrasted the classical and quantal firstBorn theories of the scattering by simple central potentials and showed that each approach was valid in separate extremes and hence that the theories were complementary. For the special case of a coulomb potential of the form $z_{1} z_{2} e^{2} / r$ he showed that the classical treatment was valid when the dimensionless parameter $S=z_{1} z_{2} e^{2} / \hbar v_{1}$, where $v_{1}$ is the incident velocity, $h=2 \pi \hbar$ is Planck's constant and $e$ is the charge on a proton, satisfied $S \gg 1$ and that in contrast the quantal eirst-Borm approximation was valid when $S \ll 1$ (the parameter $S$ occurs explicitly in the exact quantal treatment of the scattering of two identical particles, outlined in chapter 2 of this thesis).

The revival of classical methods was ereatly stimulated by the work of Gryzinski (1959). However the binary-encounter theory was developed roore carefully by Thomas (1927a), Dchkur and Petrunkin (1963), Stabler (1964), Kineston (1966) and VicDowell (1966) usine the unsymetric model for incident electrons, by Thomas (1927a), McDowell (1966) and Vriens (1967) for incident protons, by Gerjuoy (1966) for arbitrary masses, and by Burgess (1963, 1964) and Vriens (1966a, b) for the symmetric treatment of incident electrons.

In a parallel development Abrines and Percival (1966 b), Abrines, Percival and Valentine (1966) and Percival and Valentine (1967) obtained exact-classical results for ionization and charge-changing collisions in which singly-charged incident particles were in collision with neutral
target hydrocen atoms. The theory described in Abrines and Percival (1966a) is simitar to related classical work in the field of chemical kinetics (sce Burgess and Percival (1959) and the references therein). The exact-classjcal results for ionization demonstrated that the agrement with experiment was improved even for ground-state targets when the binary-encounter approximation was relaxed. For incident protons the results for charge transfer were also in remariably grood acreement with available experimental data over the energy ranges considered. The scalinc laws and genoralised comrespondence principle derived in Abrines and Percival (1965b) implied that the related exactclassical results for ionization and charge-changing collisions obtained Dy soling the results for the ground state would be accurate for target atoms in sufficiently highly-excited initial levels.

In another approach Percival and Richards (1970a,b, 1971a,b) have developed correspondence principles which resolve the failure of purelyclassical methods at high energies, in the case of weak excitations of highly-excited hydrogenic atons and ions by fast charged particles. By using Fourier components of classical variebles, rather then the velues (1970a)
of the variables directly, they ohtain excitation cross sections which exhibit the correct high energy behaviour, which agree here to within a few per cent with the more complicated caloulations of the first-Bom theory.

## CHAPTER 2

## THE BINARY-ENCOUNTER APPROXIMATION


#### Abstract

2.1 General Remarks on the Geometry of an Individual Classical Binary Encounter.


## (a) A Standard Derivation Given the Initial Velocities of the <br> Particles.

Consider a system of two mutually-interacting particles in the absence of any external force field. Suppose that the motion of the particles can be adequately described by classical mechanics. Then the interaction experienced by one particle is equal and opposite to that experienced by the second particle, but is not necessarily directed along the line joining them. Suppose that one particle is called the incident particle and is labelled by 1 and that the other particle is termed the target particle and is labelled by

2 . Let particle 1 of mass $m_{1}$ have an initial velocity $\underline{U}_{L 1}$ and particle 2 of mass $m_{2}$ have an initial velocity $U_{\Lambda}$ in some Galilean frame of reference $L$, termed the laboratory or observation frame, and suppose that the particles are sufficiently far apart initially for their mutual interactions to be negligible (the frame dependence of any dynamical variable is stressed here by the use of a subscripted Roman capital letter to denote the particular Galilean frame of reference in which the variable is measured). Now let the particles approach one another,
collide and then separate so that their interactions can again be neglected. Let the final velocities in the frame $L$ be $\underline{U}_{L 1}^{\prime}$ and $\underline{U}_{L 2}^{\prime}$ respectively.

Such a collision or scattering event is here termed an individual classical binary encounter. Many of the properties of such a collision can be determined for general forms of particle-particle interaction. These properties arise from basic conservation laws.

Firstly, the law of conservation of total linear momentum holds throughout the encounter and so, as a special case,

$$
\begin{equation*}
m_{1} \underline{v}_{L 1}+m_{2} \underline{v}_{L 2}=m_{1} \underline{v}_{L 1}^{\prime}+m_{2} \underline{v}_{L 2}^{\prime} \tag{2.1.1}
\end{equation*}
$$

In velocity space the encounter is therefore completely described by the momentum-transfer vector $q$ which may be defined as

$$
\begin{equation*}
\underline{q}=m_{2} \underline{v}_{L 2}^{\prime}-m_{2} \underline{v}_{L 2}=m_{1} \underline{v}_{L 1}-m_{1} \underline{v}_{L 1}^{\prime} \tag{2.1.2}
\end{equation*}
$$

The vector $\underline{q}$ is particularly suitable because it is a Galilean frame invariant. Further, $q$ remains well-defined and finite in the important limiting cases in which either $m_{1}$, or $m_{2}$, but not both, tend to infinity. However, the collision may often be described in terms of other dynamical variables which may be frame dependent. The most important alternatives are various scattering angles and energy transfers. These variables are particularly suitable for measurement in an experiment.

Scattering angles can be defined by any distinct pair of the
velocity directions $\hat{\underline{V}}_{L 1}, \hat{\underline{\underline{V}}}_{L 2}, \hat{\underline{Y}}_{L 1}^{\prime}$ and $\hat{\underline{U}}_{L 2}^{\prime}$. The polar scattering angles may be written $\theta_{\text {LIT }}, \theta_{\text {LIT }}^{\prime}$ and $\theta_{\text {LIT }}^{\prime \prime}$ where

$$
\begin{array}{ll}
\theta_{L I J}=\cos ^{-1}\left(\hat{\underline{v}}_{L J} \cdot \hat{\underline{v}}_{L I}\right) & \text { for } J=3-I \text { and } I=1,2, \\
\theta_{L I J}^{\prime}=\cos ^{-1}\left(\underline{\hat{v}}_{L J}^{\prime} \cdot \hat{\underline{v}}_{L I}\right) & \text { for } I \text { and } J=1,2
\end{array}
$$

and

$$
\theta_{L I J}^{\prime \prime}=\cos ^{-1}\left(\underline{\hat{\underline{w}}}_{L J}^{\prime} \cdot \hat{\underline{w}}_{L I}^{\prime}\right) \text { for } J=3-I \text { and } I=1,2 \text {. }
$$

Obviously these polar angles do not depend upon the order of the subscripts $I$ and $J$. However, for each polar scattering angle there is an associated azimuthal angle, which will depend upon which of the two unit vectors, used to define the polar angle, is selected as the reference $\hat{\underline{Z}}$ axis. The azimuthal scattering angles corresponding to $\theta_{\text {LIT }}, \theta_{\text {LIT }}^{\prime}$ and $\theta_{\text {LIT }}^{\prime \prime}$ may be written $\phi_{\text {LIT }}$, $\phi_{\text {LIT }}^{\prime}$ and $\phi_{\text {LIT }}^{\prime \prime}$ respectively. The polar angles are always defined in the range ( $0, \pi$ ) and so are uniquely determined by the corresponding velocity directions. The azimuthal angles must be defined over a complete period $2 \pi$, so the corresponding range may be $(-\pi, \pi)$ or $(0,2 \pi)$, say. Further, the azimuthal angles can only be defined with respect to additional arbitrary axes.

The appropriate polar scattering angles become indeterminate if one or more of the initial or final velocities is zero. An azimuthal scattering angle is indeterminate when its corresponding polar angle is 0 or $\pi$; that is, when the appropriate velocity directions are parallel or anti-parallel.

The energy transfers $\Delta E_{L 1}$ and $\Delta E_{L 2}$ are here defined by

$$
\Delta E_{L 2}=\frac{1}{2} m_{2} v_{L 2}^{\prime 2}-\frac{1}{2} m_{2} v_{L 2}^{2}=\underline{v}_{L 2} . q+\frac{1}{2 m_{2}} q^{2},
$$

and

$$
\Delta E_{L 1}=\frac{1}{2} m_{1} v_{L 1}^{2}-\frac{1}{2} m_{1} v_{L 1}^{\prime 2}=\underline{v}_{L 1} . q-\frac{1}{2 m_{1}} q^{2}
$$

In many applications of the binary-encounter theory the particle-particle interactions are conservative. This implies that the law of conservation of energy holds throughout the collision. In particular, if this law is applied initially and finally, the potential energy terms may be neglected and so

$$
\frac{1}{2} m_{1} v_{L 1}^{2}+\frac{1}{2} m_{2} v_{L 2}^{2}=\frac{1}{2} m_{1} v_{L 1}^{1 / 2}+\frac{1}{2} m_{2} v_{L 2}^{\prime 2}
$$

From this it follows that

$$
\Delta E_{L 1}=\Delta E_{L 2}=\Delta E_{L}
$$

say. So, if energy is conserved in the collision, the kinetic energy gained by the target particle is equal to the kinetic energy lost by the incident particle.

The law of conservation of energy places a heavy restriction upon the permitted values of the momentum transfer vector $\underline{q}$, namely

$$
\begin{equation*}
\left(\underline{v}_{L 1}-\underline{v}_{L 2}\right) \cdot \underline{q}=\frac{1}{2} \frac{\left(m_{1}+m_{2}\right)}{m_{1} m_{2}} q^{2} \tag{2.1.7}
\end{equation*}
$$

which follows from equations (2.1.3), (2.1.4) and (2.1.6). This
restriction can be explained simply, if the laboratory velocities $\underline{U}_{\mathrm{LI}}$ and $\underline{U}_{L 2}$ are combined to form the centre-of-mass velocity $\underline{U}_{L G}$ and a relative velocity $\underline{U}_{R}$, where

$$
\begin{equation*}
\left(m_{1}+m_{2}\right) \underline{v}_{L C}=m_{1} \underline{v}_{L 1}+m_{2} \underline{v}_{L 2} \tag{2.1.8}
\end{equation*}
$$

and it is convenient to choose

$$
\begin{equation*}
\underline{v}_{R}=\underline{\underline{v}}_{L 1}-\underline{\underline{v}}_{L 2} \tag{2.1.9}
\end{equation*}
$$

By.equation (2.1.1) with the usual notation for corresponding final velocities

$$
\begin{equation*}
\underline{V}_{L G}=\underline{U}_{L G}^{\prime} \tag{2.1.10}
\end{equation*}
$$

and, by the law of conservation of linear momentum, the velocity of the centre of mass is conserved throughout the collision. The relative velocity $\underline{U}_{R}$ is a frame invariant. Henceforth the subscript $R$ will be used to denote a quantity defined in a frame moving with a particle even though the variable may be a Galilean frame invariant.

Equations (2.1.8) and (2.1.9) can be solved directly for $\underline{U}_{L i}$ and $\underline{U}_{L 2}$ in terms of $\underline{U}_{L G}$ and $\underline{U}_{R}$. The resulting expressions are

$$
\begin{equation*}
\underline{U}_{L 1}=\underline{U}_{L C}+\frac{m_{2}}{\left(m_{1}+m_{2}\right)} \underline{U}_{R}=\underline{U}_{L G}+\underline{U}_{C 1} \tag{2.1.11}
\end{equation*}
$$

and

$$
\begin{equation*}
\underline{U}_{L 2}=\underline{v}_{L G}-\frac{m_{1}}{\left(m_{1}+m_{2}\right)} \underline{v}_{R}=\underline{v}_{L G}+\underline{v}_{G 2} \tag{2.1.12}
\end{equation*}
$$

where the velocities $\underline{U}_{G 1}$ and $\underline{U}_{G 2}$ are proportional to $\underline{U}_{R}$ and are the initial velocities of the colliding particles as measured in the centre-of-mass frame $G$. Let the respective final velocities be $\underline{v}_{R}^{\prime}, \underline{v}_{G 1}^{\prime}$ and $\underline{v}_{C 2}^{\prime}$. Then

$$
\begin{equation*}
\underline{v}_{L 1}^{\prime}=\underline{v}_{L C}^{\prime}+\frac{m_{2}}{\left(m_{1}+m_{2}\right)} \underline{v}_{R}^{\prime}=\underline{v}_{L C}+\underline{v}_{G 1}^{\prime}, \tag{2.1.13}
\end{equation*}
$$

and

$$
\begin{equation*}
\underline{v}_{L 2}^{\prime}=\underline{v}_{L G}^{\prime}-\frac{m_{1}}{\left(m_{1}+m_{2}\right)^{-R}} \underline{v}_{L G}^{\prime}+\underline{v}_{G 2}^{\prime} \tag{2.1.14}
\end{equation*}
$$

If these expressions for $\underline{\underline{v}}_{L 1}, \underline{\underline{U}}_{L 2}, \underline{v}_{L 1}^{\prime}$ and $\underline{U}_{L 2}^{\prime}$ are substituted into equation (2.1.5) and the result (2.1.10) is used, the following equality is obtained:

$$
\begin{equation*}
v_{R}^{2}=v_{R}^{\prime 2} \tag{2.1.15}
\end{equation*}
$$

Hence the law of conservation of energy implies that the relative speed is unaltered by the collision. Further,

$$
\begin{equation*}
v_{c 1}^{2}=v_{c 1}^{\prime 2} \tag{2.1.16}
\end{equation*}
$$

and

$$
\begin{equation*}
v_{G 2}^{2}=v_{G 2}^{\prime 2} \tag{2.1.17}
\end{equation*}
$$

Thus the speed of each particle in the centre-of-mass frame is unaltered by the encounter.

The restriction upon $q$ arising from equation (2.1.7) can be
written

$$
\begin{equation*}
\underline{q} \cdot\left(2 m_{R} \underline{U}_{R}-\underline{q}\right)=0, \tag{2.1.18}
\end{equation*}
$$

where

$$
m_{R}=m_{1} m_{2} /\left(m_{1}+m_{2}\right)
$$

is the reduced mass of particles 1 and 2 .
Equation (2.1.18) is the equation of the surface of a sphere in momentum-transfer space. The sphere passes through the origin $\underline{q}=\underline{0}$ and through the diametrically opposite point $\underline{q}=2 m_{R} \underline{v}_{R}$. The momentum transfer $q$ may also be expressed in terms of the velocity transfers $\underline{w}_{1}$ and $\underline{w}_{2}$ where

$$
m_{1} \underline{w}_{1}=-\underline{q}
$$

and

$$
m_{2} \underline{w}_{2}=\underline{q}
$$

so that

$$
\underline{v}_{L 1}^{\prime}=\underline{v}_{L 1}+\underline{w}_{1}
$$

and

$$
\begin{equation*}
\underline{v}_{L 2}^{\prime}=\underline{v}_{L 2}+\underline{w}_{2} \tag{2.1.23}
\end{equation*}
$$

In figure (2.1.1) the velocity vectors $\underline{\underline{U}}_{L 1}, \underline{\underline{U}}_{L 2}, \underline{\underline{U}}_{L G}$,


and $\vec{P}_{2} \vec{P}_{2}^{\prime}$ respectively, where $O$ is the origin (that is, the rest point of the velocity space). The final velocities UG1, $\underline{U}_{G 2}^{\prime}, \underline{v}_{L i}^{\prime}$ and $\underline{\underline{v}}_{L 2}^{\prime}$ are represented by $\overrightarrow{G P}_{1}^{\prime},{\vec{G} \vec{G}_{2}^{\prime}}_{\prime}$, $\overrightarrow{O P_{1}}$, and $\overrightarrow{O P_{2}^{\prime}}$.
The laboratory angle $\theta_{\text {L22 }}^{\prime}$ is also displayed. By equations (2.1.10) and (2.1.16) $P_{1}^{\prime}$ must lie on a unique sphere $\Sigma_{1}$ centred at $G$ and passing through $P_{1}$. Equations (2.1.11), (2.1.12), (2.1.13) and (2.1.14) imply that $P_{2}^{\prime}$ must lie diametrically opposite $P_{1}^{\prime}$ on the concentric sphere $\sum_{2}$ passing through $P_{2}$
As a consequence it is impossible for the velocities $\underline{U}_{L 1}$ and $\underline{U}_{L 2}$ to be exactly exchanged by the collision unless $m_{1}=m_{2}$.

The collision is commonly parametrized by the standard sphericalpolar angles $\quad \theta_{G 11}^{\prime}=\theta_{G 22}^{\prime}=\theta_{G}^{\prime}$, say, and $\phi_{G 11}^{\prime}=2 \pi-\phi_{G 22}^{\prime}=\phi_{G}^{\prime}$, say, with respect to ${\vec{G} P_{1}}^{G_{C 1}} \underline{G}_{C 1}$ as $\hat{Z}$ axis, when the collision is viewed in the centre-of-mass frame. These angles may be used to determine $q$ or any other scattering variable in any other frame of reference $L$. Thus, given $\theta_{G}^{\prime}, \phi_{G}^{\prime}$ it is easy to show that

$$
\begin{equation*}
q=2 m_{R} v_{R} \sin \frac{1}{2} \theta_{G}^{\prime} \tag{2.1.24}
\end{equation*}
$$

and

$$
\begin{gathered}
\Delta E_{L}=v_{L 2} q\left(\cos \frac{1}{2} \theta_{C}^{\prime} \cos \phi_{G}^{\prime} \sin x_{L 2}-\sin \frac{1}{2} \theta_{G}^{\prime} \cos x_{L 2}\right) \\
+\frac{1}{2 m_{2}} q^{2}
\end{gathered}
$$

by equation (2.1.3), or equivalently,

$$
\begin{gathered}
\Delta E_{L}=v_{L 1} q\left(\cos \frac{1}{2} \theta_{G}^{\prime} \cos \phi_{G}^{\prime} \sin x_{L 1}+\sin \frac{1}{2} \theta_{G}^{\prime} \cos x_{L 1}\right)_{(2.1 .26)}-\frac{1}{2 m_{1}} q^{2},
\end{gathered}
$$

by equation (2.1.4), where the angles $\chi_{L 1}$ and $\chi_{L 2}$ are given by

$$
\begin{equation*}
\cos x_{L 1}=\underline{\underline{Y}}_{L 1} \cdot \hat{\underline{\hat{v}}}_{R} \tag{2.1.27}
\end{equation*}
$$

and

$$
\begin{equation*}
\cos x_{L 2}=\hat{\underline{v}}_{L 2} \cdot \hat{v}_{R} \tag{2.1.28}
\end{equation*}
$$

Conversely it is possible to express $\theta_{C}^{\prime}$ and $\phi_{C}^{\prime}$ in terms of $q$ and $\Delta E_{L}$. In fact

$$
\begin{equation*}
\theta_{G}^{\prime}=2 \sin ^{-1}\left\{q /\left(2 m_{R} v_{R}\right)\right\} \tag{2.1.29}
\end{equation*}
$$

and

$$
\begin{align*}
& \begin{array}{l}
\phi_{G}^{\prime}=\cos ^{-1}\left\{\left(\Delta E_{L}-\frac{1}{2 m_{2}} q^{2}+v_{L 2} q \sin \frac{1}{2} \theta_{G}^{\prime} \cos \chi_{L 2}\right) /\right. \\
\\
\left.\left(v_{L 2} q \cos \frac{1}{2} \theta_{G}^{\prime} \sin \chi_{L 2}\right)\right\}
\end{array} \tag{2.1.30}
\end{align*}
$$

$$
\begin{align*}
& \phi_{G}^{\prime}= \cos ^{-1}\left\{\left(\Delta E_{L}+\right.\right.  \tag{2.1.31}\\
&\left.+\frac{1}{2 m_{1}} q^{2}-v_{L 1} q \sin \frac{1}{2} \theta_{G}^{\prime} \cos x_{L 1}\right) / \\
&\left.\left(v_{L 1} q \cos \frac{1}{2} \theta_{G}^{\prime} \sin x_{L 1}\right)\right\}
\end{align*}
$$

Because the range of $\theta_{G}^{\prime}$ is only $(0, \pi), \theta_{G}^{\prime}$ is uniquely prescribed by equation (2.2.29). However, since the range of $\phi_{G}^{\prime}$ is $(0,2 \pi)$, say, there are two possible values of $\phi_{G}^{\prime}$ for each value of $q$ and $\Delta E_{L}$. Exceptional cases occur when $\Delta E_{L}$ is independent of the azimuthal angle $\phi_{G}^{\prime}$. This is only true if $\underline{U}_{L}$ and $\underline{\underline{V}}_{L_{2}}$ are parallel or anti-parallel, but it does include all collisions both in the centre-of-mass frame $C$ (since $\Delta E_{G}$ is always zero) and in the simplest laboratory fran $S$ defined by $\underline{v}_{s 2}=\underline{0}$, for by equation (2.1.3) $\Delta E_{5}-\frac{1}{2 m_{2}} q^{2}$ is always zero.

It should be noted that these inverse transformations are not defined for arbitrary values of the momentum-transfer magnitude $q$ and the energy transfer $\Delta E_{L}$, but only for

$$
0 \leqslant q \leqslant 2 m_{R} v_{R}
$$

,
and

$$
\begin{aligned}
-v_{L 2} q \cos \frac{1}{2} \theta_{G}^{\prime} \sin x_{L 2} & \leqslant \Delta E_{L}-\frac{1}{2 m_{2}} q^{2}+v_{L 2} q \sin \frac{1}{2} \theta_{G}^{\prime} \cos \chi_{L 2} \\
& \leqslant v_{L 2} q \cos \frac{1}{2} \theta_{G}^{\prime} \sin \chi_{L 2},
\end{aligned}
$$

or, equivalently,

$$
\begin{aligned}
-v_{L 1} q \cos \frac{1}{2} \theta_{G}^{\prime} \sin x_{L 1} & \leqslant \Delta E_{L}+\frac{1}{2 m_{1}} q^{2}-v_{L 1} q \sin \frac{1}{2} \theta_{G}^{\prime} \cos x_{L 1} \\
& \leqslant v_{L 1} q \cos \frac{1}{2} \theta_{G}^{\prime} \sin \chi_{L 1} .
\end{aligned}
$$

Equations (2.1.1) to (2.1.31) have been derived using classical mechanics alone. However, since only relations between velocities, momenta and kinetic energies, before and after the collision, have been employed, the uncertainty principle has not been violated, and so these formulae remain valid in a quantal treatment of an individual collision of two distinguishable particles. In particular, the variables $q$ and $\Delta E_{L}$ are subject to the same restrictions as in the classical theory treated here. If the particles are identical, then they may be treated firstly as if they were distinguishable and then all variables can be symmetrised by interchanging the velocities $\underline{v}_{L 1}^{\prime}$ and $\underline{v}_{L 2}^{\prime}$.
(b) An Alternative Approach Given the Initial and Final Velocities of the Incident Particle.

In the preceding section the range of allowed values of the momentum-transfer vector was determined for elastic collisions from prescribed values of $m_{1}, m_{2}, \underline{\underline{L}}_{L_{1}}$ and $\underline{\underline{U}}_{L_{2}}$. It is also possible to find the restriction on the values of the initial velocity $\underline{V}_{L 2}$ of the target particle, given the values of $m_{1}$,
$m_{2}$, $\underline{v}_{L 1}$ and $\underline{v}_{L 1}^{\prime}$ (and hence $\underline{q}$ ). This restriction can be used to infer properties of an unknown initial velocity distribution of a thin gas of target particles. Alternatively, if the initial velocity distribution of the target particle (s) is known then any function $f$ of $\underline{\underline{L}}_{1}$ and $\underline{\underline{L}}_{1}^{\prime}$ can be averaged over all values of $\underline{V}_{L 2}$ consistent with $\underline{U}_{L 1}$ and $\underline{U}_{L_{1}}^{\prime}$. This is especially important if $f$ is a quantum-mechanical scattering amplitude when the average will include interference effects.

The restriction upon $\underline{\underline{V}}_{L 2}$ can be obtained immediately, once the equations (2.1.1) to (2.1.31) have been presented. Since $\underline{v}_{L i}$ and $\underline{q}$ are known, then by equation (2.1.4) the energy transfer $\Delta E_{L I}$ is also prescribed. However, for elastic collisions $\Delta E_{L 1}=\Delta E_{L 2}=\Delta E_{L}$. Hence by equation (2.1.3)

$$
\underline{v}_{L 2} \cdot \underline{q}=\Delta E_{L}-\frac{1}{2 m_{2}} q^{2}=\text { constant. (2.1.32) }
$$

This equation is the required restriction on $\underline{V}_{L_{2}}$, and is just
the equation in velocity space of a plane $\prod_{\underline{\underline{Q}} \underline{v}_{L 1}}$, perpendicular to the direction $\hat{\underline{q}}$ and with its shortest distance (that is, speed) from the origin given by

$$
\begin{equation*}
v_{L 2 \min }=\left|\left(\Delta E_{L}-\frac{1}{2 m_{2}} q^{2}\right) / q\right| \tag{2.1.33}
\end{equation*}
$$

These relations have been used by Vriens and Bonsen (1968) and by Banks, Vriens and Bonsen (1969) in their comparisons between binaryencounter and first-Born double-differential cross sections for the ejection of electrons from various levels of atomic hydrogen by fast charged particles.


In this section the classical and quantum-mechanical methods of solution of the two-particle problem are outlined. In both theories it is convenient to change the representation so that instead of solving for the motion of the individual particles in frame $L$, the free motion of the centre of mass and the relative motion can be solved independently. (a) Classical Dynamics.

In section (2.1a) the conservation laws were used to determine the domain of the scattering variables of interest, for example $\underline{q}$. However it was not possible to say which value of $\underline{q}$ was obtained in a given collision, since in a classical treatment more information is required. If the initial positions $\quad \underline{L}_{L_{1}}$ and ${\underline{L_{L 2}}}$ of the two particles at the initial time $t$ are also known, then Newton's equations of motion:

$$
\left.\begin{array}{rl}
\frac{d r_{L I}^{\prime \prime}}{d t^{\prime \prime}} & =\underline{v}_{L I}^{\prime \prime}  \tag{2.2.1}\\
m_{I} \frac{d \underline{v}_{L I}^{\prime \prime}}{d t^{\prime \prime}} & =F_{I J}^{\prime \prime}
\end{array}\right\} \quad \text { for } J=3-I \quad \text { and } I=1,2
$$

where $\underline{r}_{L I}^{\prime \prime}$ and $\underline{\underline{U}}_{L I}^{\prime \prime}$ are the position and velocity of particle $I$ at a general time $t^{\prime \prime}$ and $F_{I J}^{\prime \prime}$ is the force on particle $I$ exerted by particle $J$, together with the boundary conditions:

$$
\left.\begin{array}{l}
\underline{r}_{L I}^{\prime \prime}=\underline{r}_{L I} \\
\underline{U}_{L I}^{\prime \prime}=\underline{U}_{L I}
\end{array}\right\} \text { for } I=1,2 \text { at } t^{\prime \prime}=t
$$

have a unique solution, which may be determined (possibly numerically) at any time $t^{\prime \prime}$. The scattering parameters of the encounter may be obtained from the given initial positions and velocities $\underline{r}_{L}$,
$\underline{r}_{L 2}, \underline{U}_{L 1}, \underline{v}_{L 2}$ and from the final coordinates $\underline{r}_{L 1}^{\prime}, \underline{r}_{L 2}^{\prime}$, $\underline{v}_{L 1}^{\prime}$, $\underline{v}_{L 2}^{\prime}$ which are the solutions of equations (2.2.1) for sufficiently large $t^{\prime \prime}$. Equations (2.2.1) constitute twelve coupled ordinary first-order differential equations with $t^{\prime \prime}$ as the independent variable. These twelve equations can be transformed into the equations of motion of the centre of mass $C$ and the independent equations of motion of the frame-invariant relative position and velocity vectors
$\underline{r}_{R}^{\prime \prime}=\underline{r}_{L 1}^{\prime \prime}-\underline{r}_{L 2}^{\prime \prime}$ and $\underline{U}_{R}^{\prime \prime}=\underline{U}_{L 1}^{\prime \prime}-\underline{U}_{L 2}^{\prime \prime}$. The separation can be achieved because the force $F_{I J}^{\prime \prime}=-F_{J I}^{\prime \prime}$ only depends upon the relative position and velocity and not upon the position and velocity of the centre of mass, since there are no external forces present.

The transformed equations for the motion of the centre of mass are:

$$
\left.\begin{array}{l}
\frac{d \underline{r}_{L G}^{\prime \prime}}{d t^{\prime \prime}}=\underline{v}_{L G}^{\prime \prime}  \tag{2.2.3}\\
\frac{d \underline{v}_{L G}^{\prime \prime}}{d t^{\prime \prime}}=\underline{0}
\end{array}\right\}
$$

where the position $\underline{V}_{L G}^{\prime \prime}$ of the centre of mass satisfies

$$
\begin{equation*}
\left(m_{1}+m_{2}\right) \underline{r}_{L G}^{\prime \prime}=m_{1} \underline{r}_{L 1}^{\prime \prime}+m_{2} \underline{r}_{L 2}^{\prime \prime}, \tag{2.2.4}
\end{equation*}
$$

with the boundary conditions

$$
\left.\begin{array}{l}
r_{L G}^{\prime \prime}=\underline{r}_{L G}  \tag{2.2.5}\\
\underline{v}_{L G}^{\prime \prime}=\underline{v}_{L G}
\end{array}\right\} \text { at } t^{\prime \prime}=t
$$

These equations have the solutions

$$
\left.\begin{array}{l}
\underline{r}_{L G}^{\prime \prime}=r_{L G}+\left(t^{\prime \prime}-t\right) \underline{v}_{L G} \\
\underline{v}_{L G}^{\prime \prime}=\underline{v}_{L G}
\end{array}\right\} \text { for au } t^{\prime \prime}
$$

The equations of relative motion are:

$$
\left.\begin{array}{rl}
\frac{d r_{R}^{\prime \prime}}{d t^{\prime \prime}} & =\underline{v}_{R}^{\prime \prime}  \tag{2.2.7}\\
m_{R} \frac{d \underline{v}_{R}^{\prime \prime}}{d t^{\prime \prime}} & =\underline{F}_{R}^{\prime \prime}
\end{array}\right\}
$$

where

$$
\begin{equation*}
F_{R}^{\prime \prime}=F_{12}^{\prime \prime}\left(r_{R}^{\prime \prime}, \underline{v}_{R}^{\prime \prime}\right) \tag{2.2.8}
\end{equation*}
$$

together with the boundary conditions

$$
\left.\begin{array}{l}
\underline{r}_{R}^{\prime \prime}=\underline{r}_{R}  \tag{2.2.9}\\
\underline{U}_{R}^{\prime \prime}=\underline{v}_{R}
\end{array}\right\} \quad \text { at } \quad t^{\prime \prime}=t
$$

These last three equations are equivalent to the equations of motion of a fictitious particle of mass $m=m_{R}$ at the position $r^{\prime \prime}=r_{R}^{\prime \prime}$ and moving with velocity $\underline{v}^{\prime \prime}=\underline{v}_{R}^{\prime \prime}$ in a fixed force field $\underline{F}^{\prime \prime}\left(\underline{r}^{\prime \prime}, \underline{v}^{\prime \prime}\right)=\underline{F}_{R}^{\prime \prime}\left(r_{R}^{\prime \prime}, \underline{v}_{R}^{\prime \prime}\right)$ centred at the origin. Further the relative momentum transfer $\underline{q}_{R}$ $=m_{R} \underline{Y}_{R}-m_{R} \underline{Y}_{R}^{\prime} \quad$ is the same as the original momentum transfer $\underline{q}$. 2.2(b) The Quantal Solution of Two Particles Moving in a General Observation Frame L.

In a quantal treatment it is not possible to know simultaneously the exact positions and velocities of the particles at any time $t^{\prime \prime}$ because of the uncertainty principle. However, the Schrödinger equation may also be transformed so that the centre-of-mass motion and the relative
motion may be solved independently. The solution of the centre-of-mass motion is trivial and the solution of the relative motion again leads naturally to the reduced-mass problem. A more complete discussion is given in Nott and Massey (1965, pp. 286 -9).
2.3 Scattering of a Particle by a Fixed Centre of Force.
(a) Classical Theory

Suppose that the force field is central; that is, $\underline{F}^{\prime \prime}\left(\underline{r}^{\prime \prime}, \underline{v}^{\prime \prime}\right)=\underline{F}^{\prime \prime}\left(r^{\prime \prime}\right)$. Then it is easy to show that the angular momentum $\underline{\underline{L}}^{\prime \prime}=m \underline{r}^{\prime \prime} \times \underline{v}^{\prime \prime}$ of the particle about the centre of force is constant for any orbit. It is convenient to choose a cartesian coordinate system located with origin at the centre of force and oriented so that $\underline{\underline{L}}^{\prime \prime}=\underline{\underline{L}}=\underline{\underline{L}} \mid \hat{\underline{z}}$ and the initial velocity $\underline{v}=|\underline{v}| \underline{\hat{y}}$. The orbit then lies wholly in the $(\underline{\hat{x}}, \underline{\hat{y}})$ plane and, if the interaction were negligible, the trajectory of the particle would be a straight line parallel to the $\underline{y}$ axis and cutting the $\underline{\hat{x}}$ axis in the point $\underline{b}=(b, 0,0)$, where

$$
\begin{equation*}
m b v=1 \tag{2.3.1}
\end{equation*}
$$

with $v=|\underline{v}|$ and $\mathcal{L}=|\underline{\underline{L}}|$. The vector $\underline{b}$ is called the impact-parameter vector and would be the shortest position vector of the particle from the centre of force if the force could be neglected. Obviously

$$
\begin{equation*}
\underline{v} \cdot \underline{b}=0 \tag{2.3.2}
\end{equation*}
$$

If the interaction is fully included each orbit is still completely characterised by $\underline{b}$ and $\underline{v}$ - Hence, any scatterinc parameter, for example $\underline{q}$, may be determined uniquely from $\underline{b}$ and $\underline{v}$. Because the orbit is planar, $\underline{q}$ lies in the plane defined by $\underline{b}$ and $\underline{v}$. In an alternative approach $\underline{v}$ and $\underline{v}^{\prime}$ and hence $\underline{q}$ may be prescribed instead of $\underline{b}$ and $\underline{v}$. In such cases the orbit is uniquely determined
only if there is a unique $\underline{b}$ for each value of $\underline{q}$. For many forms of central force, different values of $\underline{b}$ can lead to the same value of $\underline{q}$ and so there may be more than one orbit leading from the given initial velocity $\underline{v}$ to the given final velocity $\underline{v}^{\prime}$. This alternative approach is used in semi-classical path-integral theories and can lead to simple interference phenomena (see for example Percival 1971).

## (b) Quantal Theory

The solution of this problem is standard and may be found in many general works on atomic scattering theory (see for example lott and Massey 1965, chapters II-VII). The most important points for contrast are that the outcome of an individual collision cannot be predicted and that the impact parameter can no longer be accurately defined.
(c) The Classical Angular Differential Cross Section $\frac{d \sigma^{c}}{d \Omega}$

Consider a uniform beam of incident particles all of which are scattered independently by the centre of force. The angular differential cross section $\frac{d \sigma}{d \Omega} \cdot d \Omega$ may be defined as the flux of particles scattered into an element of solid angle $d \Omega$ divided by the flux of particles per unit area in the incident beam. The cartesian frame of reference defined in section (2.3a) is no longer suitable because different particles in the incident beam will have different impact-parameter vectors $\underline{b}$. Choose a new frame $O\left(\underline{\underline{x}^{\prime}}, \hat{y}^{\prime}, \underline{\underline{t}}^{\prime}\right)$ so that $\hat{y}^{\prime}=\hat{y}$ and with origin at the centre of force. Let the $\hat{\underline{\boldsymbol{x}}}^{\prime}$ and $\hat{\underline{Z}}^{\prime}$ axes be fixed in space. In this frame the incident velocity has coordinates $\underline{v}=(0, v, 0)$ as before, but the coordinates of the impact-parameter vector are

$$
\underline{b}=\left(b \sin \phi_{b}, o, b \cos \phi_{b}\right) \text { where } \phi_{b} \text { is the angle between } \underline{b} \text { and }
$$

the $\underline{\underline{Z}}^{\prime}$ axis. Classically, all particles in the element of area $b d b d \phi_{b}$ in the incident beam are scattered into the solid-angle element $d \Omega=d\left(\cos \theta^{\prime}\right) d \phi^{\prime}$ where $\theta^{\prime}$ and $\phi^{\prime}$ are the polar and azimuthal scattering angles. Hence,

$$
\frac{d \sigma^{c}}{d \Omega}=\left|\frac{b d b d \phi_{b}}{d\left(\cos \theta^{\prime}\right) d \phi^{\prime}}\right|
$$

For central forces $\frac{d \sigma^{c}}{d \Omega}$ is independent of $\phi^{\prime}$ and $d \phi_{b}=d \phi^{\prime}$ so that

$$
\begin{equation*}
\frac{d \sigma^{c}}{d\left(\cos \theta^{\prime}\right)}=2 \pi \frac{d \sigma^{c}}{d \Omega}=2 \pi b\left|\frac{d b}{d\left(\cos \theta^{\prime}\right)}\right| \tag{2.3.4}
\end{equation*}
$$

Now, $\theta^{\prime}$ is uniquely determined by $b$, but there may be more than one value of $b$ which leads to the same value of $\theta^{\prime}$. In this case

$$
\frac{d \sigma^{c}}{d\left(\cos \theta^{\prime}\right)}=\sum_{\substack{\text { aubranches } \\ \text { of } \\ \theta^{\prime}(b)}} \pi b\left|\frac{d b}{d\left(\cos \theta^{\prime}\right)}\right|
$$

For Rutherford scattering

$$
\underline{F}^{\prime \prime}\left(r^{\prime \prime}\right)=\frac{\alpha}{r^{\prime / 3}} r^{\prime \prime}
$$

It is easy to prove that

$$
\begin{equation*}
b^{2}=\frac{\alpha^{2}}{m^{2} v^{4}} \cot ^{2} \frac{1}{2} \theta^{\prime} \tag{2.3.6}
\end{equation*}
$$

(see, for example, Corbel and Stehle 1966, p.102). Since $0 \leqslant \theta^{\prime} \leqslant \pi, b$ is uniquely determined by $\theta^{\prime}$. Hence

$$
\begin{equation*}
\frac{d \sigma^{c}}{d \Omega}=\frac{\alpha^{2}}{4 m^{2} v^{4}} \frac{1}{\sin ^{4} \frac{1}{2} \theta^{\prime}} \tag{2.3.7}
\end{equation*}
$$

This result is known as the Rutherford scattering law and is identical for both attractive and repulsive fields.

## (d). The Quantal Angular Differential Cross Section $\frac{d \sigma^{Q}}{d \Omega}$

The quantal angular-differential cross section $\frac{d \sigma^{Q}}{d \Omega}$ is defined in exactly the same way as $\frac{d \sigma^{c}}{d \Omega}$. However it is not possible to equate the number of particles in the element of area $b d b d \phi_{b}$ of the incident beam with the number of particles scattered into an element of solid angle $d \Omega$. Nevertheless it is possible to obtain an angular differential cross section which in general will be different to the corresponding classical result. One of the strange properties of the Coulomb potential is that the quantum-mechanical ancular-differential cross section is identical to the classical Rutherford formula.

### 2.4 Angular-Differential Cross Sections in the Centre-of-Mass Frame $C$

## (a) Classical Scattering

The scattering in the centre-of-mass frame may be directly related to the scattering in the reduced-mass system since the polar scattering angles are the same in both problems. Hence, for distinguishable particles the centre-of-mass angular-differential cross section $\frac{\partial \sigma_{G}^{c}}{\partial \Omega_{G}^{c}}$ is given by

$$
\begin{equation*}
\frac{\partial \sigma_{G}^{c}}{\partial \Omega_{G}}=\frac{\partial \sigma^{c}}{\partial \Omega} \tag{2.4.1}
\end{equation*}
$$

where $\quad d \Omega_{G}=d\left(\cos \theta_{G}^{\prime}\right) d \phi_{G}^{\prime}$ and $\frac{\partial \sigma^{c}}{\partial \Omega}$ is the corresponding classical angular-differential cross section for the reduced-mass system. If, however, the particles are identical, the classical angulamdifferential cross section $\frac{\partial \sigma_{G}^{c s}}{\partial \Omega_{G}}$ must be symmetrised to allow for contributions from both the particles. The correction is trivial because the centre-of-mass polar scattering angles $\theta_{c 11}^{\prime}=\theta_{4}^{\prime}$ and $\theta_{921}^{\prime}$ of the two particles are supplementary. So,

$$
\begin{equation*}
\frac{\partial \sigma_{4}^{c s}}{\partial \Omega_{G}}\left(\theta_{G}^{\prime}\right)=\frac{\partial \sigma^{c}}{\partial \Omega}\left(\theta^{\prime}\right)+\frac{\partial \sigma^{c}}{\partial \Omega}\left(\pi-\theta^{\prime}\right) \tag{2.4.2}
\end{equation*}
$$

if the interaction is central. The first term on the right-hand side of equation (2.4.2) is known as the direct scattering term and may be written $\frac{\partial \sigma_{G}^{C D}}{\partial \Omega_{G}}$. The latter is known as the exchange scattering term and may be written $\frac{\partial \sigma_{G}{ }_{G}}{\partial \Omega_{G}}$. If in an individual encounter the orbits are specified by the positions and velocities of both particles then there is no uncertainty over which particle is scattered into a
solid angle $d \Omega_{G}$. However, the uncertainty cannot be avoided if the orbits are prescribed by the initial and final velocities.

## (b) Quintal Scattering

Analogously, for distinguishable particles the quantal centre-of-mass angular-differential cross section $\frac{\partial \sigma_{G}^{Q}}{\partial \Omega_{G}}$ is given by
where $\frac{\partial \rho^{Q}}{\partial \Omega}$ is the corresponding quantal anguian-differential
cross section for the reduced-mass problem. Again, equation (2.4.3) must be modified if the particles are identical and the symmetrised quantal angular-differential cross section $\frac{\partial \sigma_{G} Q_{G}}{\partial \Omega}$ may be defined by

$$
\frac{\partial \sigma_{G}^{Q s}}{\partial \Omega}=\frac{\partial \sigma^{Q}}{\partial \Omega}\left(\theta^{\prime}\right)+\frac{\partial \sigma^{Q}}{\partial \Omega}\left(\pi-\theta^{\prime}\right)+2 \cos \left\{F\left(\theta^{\prime}\right)\right\} \cdot\left[\frac{\partial \sigma^{Q}}{\partial \Omega}\left(\theta^{\prime}\right) \frac{\partial \sigma^{Q}}{\partial \Omega}\left(\pi-\theta^{\prime}\right)\right]_{(2.4 .4)}^{1 / 2}
$$

where, as in the classical case, the direct scattering term $\frac{\partial \sigma_{G}^{Q D}}{\partial \Omega G}=\frac{\partial \sigma^{Q}}{\partial \Omega}\left(\theta^{\prime}\right)$ and the exchange scattering term $\quad \frac{\partial \sigma_{G}^{Q E}}{\partial \Omega_{G}}=\frac{\partial \sigma^{Q}}{\partial \Omega}\left(\pi-\theta^{\prime}\right)$. The third term is called the interference term and is written $\frac{\partial \sigma_{G}}{\partial \Omega_{G}}$. It is present because it is not possible to say which particle is scattered into the solid angle $d \Omega_{G}$ and has no analogue in a purely-classical approach. The interference term contains a factor $2\left[\frac{\partial \sigma_{G}^{Q D}}{\partial \Omega_{G}} \cdot \frac{\partial \sigma_{G}^{Q E}}{\partial \Omega_{G}}\right]^{1 / 2}$ which may be written $\frac{\partial \sigma_{G}^{Q I}}{\partial \Omega_{G}}$ and which is often useful as a bound on the magnitude of the interference term. The function $F\left(\theta^{\prime}\right)$ is a phase factor which depends not only upon the relative phase of the direct and exchange scattering amplitudes but also upon the type
of particle involved. The interference term may be positive or negative but the inequality

$$
\left[\left\{\frac{\partial \sigma^{Q}}{\partial \Omega}\left(\theta^{\prime}\right)\right\}^{1 / 2}-\left\{\frac{\partial \theta^{Q}}{\partial \Omega}\left(\pi-\theta^{\prime}\right)\right\}^{1 / 2}\right]^{2} \leqslant \frac{\partial \sigma_{G}^{Q S}}{\partial \Omega_{\varphi}} \leqslant\left[\left\{\frac{\partial \sigma^{G}}{\partial \Omega}\left(\theta^{\prime}\right)\right\}^{4 / 2}+\left\{\frac{\partial \sigma^{Q}}{\partial \Omega}\left(\gamma-\theta^{\prime}\right)\right\}^{1 / 2}\right]^{2},
$$

is always satisfied, so that ${\underset{\partial \Omega_{C}}{e s}}_{\partial \Omega_{C}}^{e}$ is never negative. In the classical limit $\left|F\left(\theta^{\prime}\right)\right|$ becomes very large. The interference term then oscillates very rapidly, so it can be approximated by its zero mean value.
(c) Rutherford Scattering

Suppose particle 1 has charge $Z_{1}$ and particle 2 has charge $Z_{2}$. Then for distinguishable particles

$$
\frac{\partial \sigma_{G}^{c}}{\partial \Omega_{G}}=\frac{\partial \sigma_{4}^{Q}}{\partial \Omega_{G}}=\frac{z_{1}^{2} z_{2}^{2}}{4 m_{R}^{2} v_{K}^{4}} \cdot \frac{1}{\sin ^{4} \frac{1}{2} \theta_{G}^{\prime}}
$$

For identical particles,

$$
\frac{\partial \sigma_{c}^{c s}}{\partial \Omega_{G}}=\frac{z_{1}^{4}}{4 m_{R}^{2} v_{R}^{4}} \cdot\left(\frac{1}{\sin ^{4} \frac{1}{2} \theta_{G}^{\prime}}+\frac{1}{\cos ^{4} \frac{1}{2} \theta_{G}^{\prime}}\right)
$$

For unpolarised beams of electrons or positrons $\left(m_{1}=m_{2}=m_{e}\right.$ and $z_{1}^{2}=e^{2}$ the symmetrised quantal angular-differential cross
section is

$$
\begin{equation*}
\frac{\partial \sigma_{G}^{Q S}}{\partial \Omega_{G}}=\frac{\partial \sigma_{G}^{c S}}{\partial \Omega_{G}}-\frac{\partial \sigma_{G}^{Q I F}}{\partial \Omega_{G}} \tag{2.4.7}
\end{equation*}
$$

where

$$
\begin{equation*}
\frac{\partial \sigma_{G}^{Q I F}}{\partial \Omega_{q}}=\frac{\partial \sigma_{G}^{Q I B}}{\partial \Omega_{q}} \cos \left\{\frac{v_{0}}{v_{R}} \log \left(\tan ^{2} \frac{1}{2} \theta_{G_{1}}^{\prime}\right)\right\}, \tag{2.4.8}
\end{equation*}
$$

and

$$
\begin{equation*}
\frac{\partial \sigma_{G}^{a I B}}{\partial \Omega_{G}}=\frac{4 e^{4}}{m_{e}^{2} v_{R}^{4}} \cdot \frac{1}{\sin ^{2} \frac{1}{2} \theta_{G}^{\prime} \cos ^{2} \frac{1}{2} \theta_{G}^{\prime}} \tag{2.4.9}
\end{equation*}
$$

In equation (2.4.8) $v_{0}=e^{2} / \hbar$ is the atomic unit of velocity. Equation (2.4.7) has a different interference term to that in equation (2.4.4). The interference temm in equation (2.4.7) and the bound in equation (2.4.9) are obtained by averaging over singlet and triplet orientations of the resultant spin of the two particles in the collision (see for example Vriens 1969).

There is an important difference between the interference term in equation (2.4.6) and the remaining terms, since the phase factor contains a unit of velocity. Hence, unlike the remaining terms, the interference term does not scale classically. However, in the limit $U_{R} \gg V_{0}$, which may be termed the extreme quantal limit, the interference term tends to the bound, which scales classically, even though it is not a classical term. The classical limit is obtained if, $V_{R} \ll V_{0}$.


The classical or quantal effective differential cross section
 $\partial q, \partial \Delta E_{L}$
energy transfer $\Delta E_{L}$ may be defined as the differential cross section for the scattering of the incident particle 1 by a fictitious stationary target which yields identical scattering results to that of the original moving target beam. Now the differential rate $\frac{\partial^{2} \alpha}{\partial q} \partial \Delta E_{L}$ of a reaction is a Galilean frame invariant so that the effective differential cross section $\frac{\partial^{2} \sigma_{L}}{\partial q \partial \Delta E_{L}}$ may be related to the centre-of-mass
differential cross section
$\frac{\partial^{2} \sigma_{G}}{\partial q \partial \Delta E_{L}}$ by

$$
v_{L 1} \frac{\partial^{2} \sigma_{L}\left(v_{L 1}, v_{L 2}\right)=\frac{\partial^{2} \alpha}{\partial q \partial \Delta E_{L}}}{\partial q \partial \Delta E_{L}}=v_{R} \frac{\partial^{2} \sigma_{G}}{\partial q \partial \Delta E_{L}}
$$

This relation has been used by Ochkur and Petrunkin (1963), Stabler (1964), Gryzinski (1965a), Gerjuoy (1966), Vriens (1966b), Burgess and Percival (1968), Vriens (1969) and McDowell and Coleman (1970). An alternative formula, given by equation (2.5.1) without the velocity factors $V_{L}$ and $V_{A}$ and without using the rate as an intermediate step, was used by Burgess (1963) and by Percival and Valentine (1966). It was pointed out by Vriens (1967) after discussion with Percival that, when the differential cross sections in the latter approach were averaged over random orientations of $\underline{\underline{v}}_{L 2}$, the resulting expressions did not correspond to the scattering of a beam of incident particles by a thin monoenergetic target gas, as it should. Now if $v_{L_{1}} \gg v_{L_{2}}$, the
two methods converge. For $V_{L_{1}} \sim V_{L_{2}}$ Valentine (1968) compared the two binary-encounter approaches with exact-classical three-body calculations for ionization of atomic hydrogen by electron impact. He concluded that the "invariant rate" approach yielded simpler and more accurate results. This approach is adopted here.

The classical centre-of-mass differential cross section $\partial_{G}^{2} \sigma_{G}^{c}$ is defined by

$$
\frac{\partial^{2} \sigma_{G}^{c}}{\partial q \partial \Delta E_{L}}=\sum_{\text {all branches }} \frac{\partial^{2} \sigma_{G}^{c}}{\partial\left(\cos \theta_{G}^{\prime}\right) \partial \phi_{G}^{\prime}} \cdot\left|\frac{\partial\left(\cos \theta_{G}^{\prime}\right) \partial \phi_{G}^{\prime}}{\partial q \partial \Delta E_{L}}\right|
$$

In section (2.1a) it was shown that $\theta_{G}^{\prime}$ and hence $\cos \theta_{q}^{\prime}$ was uniquely determined in the range $(0, \pi)$ by $q$ but that there were two values of $\phi_{G}^{\prime}\left(\phi_{G A}^{\prime}\right.$ and $\phi_{G B}^{\prime}=2 \pi-\phi_{G A}^{\prime}$, say $)$ in the range $(0,2 \pi)$ for each value of $\Delta E_{L}$. Thus there are two branches of the transformation from $\left(q, \Delta E_{L}\right)$ to $\left(\cos \theta_{G}^{\prime}, \phi_{G}^{\prime}\right)$ and so
where

$$
J\left(\phi_{G}^{\prime}\right)=\left|\frac{\partial q \partial \Delta E_{L}\left(\phi_{G}^{\prime}\right)}{\partial\left(\cos \theta_{G}^{\prime}\right) \partial \phi_{G}^{\prime}}\right|
$$

Now $\Delta E_{L}$ is given by equation (2.1.26) and $q$ is given by equation (2.1.24) and it is easy to show that

$$
J\left(\phi_{G}^{\prime}\right)=\frac{1}{2} m_{R} v_{R} v_{L 1} q \quad\left|\frac{\cos \frac{1}{2} \theta_{G}^{\prime} \sin \chi_{L, 1} \sin \phi_{G}^{\prime}}{\sin \frac{1}{2} \theta_{G}^{\prime}}\right|
$$

Hence $J\left(\phi_{G A}^{\prime}\right)=J\left(\phi_{G B}^{\prime}\right)$ and thus for central interactions

$$
\begin{equation*}
\frac{\partial^{2} \sigma_{G}^{c}}{\partial q \partial \Delta E_{L}}=\frac{2}{J} \frac{\partial^{2} \sigma_{G}^{c}}{\partial\left(\cos \theta_{G}^{\prime}\right) \partial \phi_{G}^{\prime}} \tag{2.5.6}
\end{equation*}
$$

It follows immediately that for central interactions

$$
\frac{\partial^{2} \sigma_{G}^{Q}}{\partial q_{\Delta} E_{L}}=\frac{2}{J} \frac{\partial^{2} \sigma_{G}^{Q}}{\partial\left(\cos \theta_{G}^{\prime}\right) \partial \phi_{G}^{\prime}}
$$

However, if $\frac{\partial^{2} \sigma_{4}^{Q}}{\partial\left(\cos \theta_{G}^{\prime}\right) \partial \phi_{G}^{\prime}} \quad$ depends upon $\phi_{G}^{\prime}$, there will be additional interference contributions to $\frac{\partial^{2} \sigma_{G}^{Q}}{\partial q \partial \Delta E_{L}}$. The Jacobian $J$ can be expressed in a simpler form, if certain geometrical relations of the triangle $O P_{1} P_{2}$ defined by the initial velocities $\underline{V}_{L_{1}}, \underline{U}_{L 2}$ and $\underline{v}_{R}$ are used. Now $\cos \chi_{L 1}=\hat{\underline{v}}_{L 1} \cdot \hat{v}_{R}, \cos \chi_{L 2}=\hat{\underline{v}}_{L 2} \cdot \hat{\underline{v}}_{R}$ and $\cos \theta_{L 12}=\hat{\underline{V}}_{L 1} \cdot \hat{\underline{v}}_{L 2}$ and so

$$
\begin{equation*}
v_{L 2} \sin \theta_{L 12}=v_{R} \sin \chi_{L 1} \tag{2.5.8}
\end{equation*}
$$

and hence

$$
J=m_{k}^{2} v_{L 1} v_{L-2} \psi_{k}\left|\cos \frac{1}{2} \theta_{G}^{\prime} \sin \theta_{L 12} \sin \phi_{G}^{\prime}\right|
$$

But, it is easy to show that

$$
\hat{\underline{v}}_{L 1} \times \hat{\underline{v}}_{L 2} \cdot \underline{q}=\cos \frac{1}{2} \theta_{q}^{\prime} \sin \theta_{L 12} \sin \phi_{G}^{\prime}
$$

and so

$$
\begin{equation*}
J=m_{R}^{2} v_{L 1} v_{L 2} v_{R}\left|\hat{v}_{L 1} \times \hat{v}_{L 2} \cdot \hat{q}\right| \tag{2.5.9}
\end{equation*}
$$

Hence

$$
\frac{\partial^{2} \sigma_{L}}{\partial q}\left(v_{L H}, v_{L Z}\right)=\frac{2}{m_{R}^{2} v_{L i}^{2} v_{L 2}} \cdot \frac{\partial^{2} \sigma_{G}}{\partial\left(\cos \theta_{G}^{\prime}\right) \partial \phi_{G}^{\prime} \mid{\hat{v_{L 1}} \times \hat{v}_{L 2} \cdot \hat{q} \mid}_{1}^{n}, \quad(2.5 .10)}
$$

which is valid both classically and quantally for central interactions.
In the special case of charged-particle collisions

$$
\frac{\partial^{2} \sigma_{G}}{\partial\left(\cos \theta_{G}^{\prime}\right) \sigma \phi_{G}^{\prime}}=\frac{z_{1}^{2} z_{2}^{2}}{4 m_{\theta_{R}^{2}}^{2} v_{2}^{4} \sin ^{4} \frac{1}{2} \theta_{G}^{\prime}}=\frac{4 i_{\theta_{1}^{2} z_{1}^{2} z_{2}^{2}}^{q^{4}}}{}=(2.5 .11)
$$

for distinguishable particles and so

$$
\frac{\partial^{2} \sigma_{L}\left(\underline{v}_{L 1}, \underline{v}_{L 2}\right)}{\partial q \partial \Delta E_{L}}=\frac{8 z_{1}^{2} z_{2}^{2}}{v_{L 1}^{2} v_{L 2} q^{4}\left|\hat{v}_{L 1} \times \underline{v}_{L 2} \cdot \hat{q}_{1}\right|}
$$

This result has not been given previously and shows that the effective differential cross section is inversely proportional to the volume of the parallelepiped bounded by the unit vectors $\underline{v}_{L_{1}}, \hat{v}_{L_{2}}$ and $\underline{q}$.
For electrons or positrons,

$$
\begin{aligned}
& \frac{\partial^{2} \sigma_{L}^{C D}\left(v_{L}, v_{L 2}\right)}{\partial q \partial \Delta E_{L}}=\frac{\partial^{2} \sigma_{L}^{Q D}}{\partial q \partial \Delta E_{L}}\left(\underline{v}_{L 1}, \underline{v}_{L 2}\right)=\frac{8 e^{4}}{v_{L 1}^{2} v_{L 2} q^{4}\left|\hat{v}_{L} \times \underline{v}_{L 2} \cdot \hat{q}\right|},(2.5 .13) \\
& \frac{\partial^{2} \sigma_{L}^{C E}\left(v_{L}, v_{L 2}\right)}{\partial q \partial \Delta E_{L}}=\frac{\partial^{2} \sigma_{L}^{Q E}}{\partial q \partial \Delta E_{L}}\left(\underline{v}_{L 1}, \underline{v}_{L 2}\right)=\frac{8 e^{4}}{v_{L 1}^{2} v_{L 2}\left(m_{e}^{2} v_{R}^{2}-q^{2}\right)^{2}} \frac{1}{\left|\hat{v}_{L 1} \times \hat{v}_{L 2} \cdot \hat{q}\right|}(2.5 .14) \\
& \frac{\partial^{2} \sigma_{L}^{Q I F}}{\partial q}\left(\underline{v}_{L 1}, \underline{v}_{L 2}\right)=\frac{\partial^{2} \sigma_{L}^{Q I B}}{\partial q \partial \Delta E_{L}}\left(\underline{v}_{L 1}, v_{L 2}\right) \cos \left[\underline{v}_{v_{R}} \log \left\{q^{2} /\left(m_{e}^{2} v_{R}^{2}-q^{2}\right)\right\}\right] ;
\end{aligned}
$$

and

$$
\frac{\partial^{2} \sigma_{L}^{\text {GIB }}}{\left.\partial q \partial \Delta \underline{v}_{L 1}, \underline{v}_{L 2}\right)}=\frac{8 e^{4}}{v_{L 1}^{2}, v_{L 2} q^{2}\left(m_{e}^{2} v_{R}^{2}-q^{2}\right)} \cdot \frac{1}{\left|\hat{v}_{L 1} \times \hat{v}_{L 2} \cdot \hat{q}\right|} \cdot(2.5 \cdot 16)
$$

In equations (2.5.10) and (2.5.12) to (2.5.16) not all values of $q$ and $\Delta E_{L}$ are simultaneously physical. The allowed ranges of $q$ and $\Delta E_{L}$ are given by the inverse transformations defined in equations (2.1.29) and (2.1.31). Thus

$$
0 \leqslant q \leqslant 2 m_{R} v_{R}
$$

and $\quad\left|\Delta E_{L}+\frac{1}{2 m_{1}} q^{2}-v_{L 1} q \sin \frac{1}{2} \theta_{G}^{\prime} \cos \chi_{L_{1}}\right| \leqslant v_{L_{1}} q \cos \frac{1}{2} \theta_{G}^{\prime} \sin \chi_{L_{1}}$, are the required restrictions on $q$ and $\Delta E_{L}$.
2.6 The Effective Double-Differential Cross Section $\frac{\partial^{2} \sigma_{L}}{\partial q \partial_{\Delta E}}\left(v_{L 1}, v_{L 2}\right)$ averaged over different orientations of the target velocity
(a) Geometrical Restrictions on the Momentum-Transfer Vector

For fixed initial velocities $\underline{V}_{11}$ and $\underline{\underline{L}}_{L 2}$ and for any conservative interaction it was shown in section (2.1a) that the physically-allowed values of $q$ lie on the sphere

$$
\begin{equation*}
\underline{q} \cdot\left(2 m_{R} \underline{v}_{R}-\underline{q}\right)=0 \tag{2.6.1}
\end{equation*}
$$

Since $\underline{V}_{R}=\underline{V}_{L 1}-\underline{V}_{L 2}$, this result may be written in the form

$$
\begin{equation*}
\underline{\hat{q}} \cdot \underline{v}_{L 2}=\frac{2 m_{R} v_{L 1} \hat{\underline{q}} \cdot \hat{v}_{L 1}-q}{2 m_{R} v_{L 2}} \tag{2.6.2}
\end{equation*}
$$

provided $v_{L 2} \not \neq 0$. If all orientations of $\underline{v}_{L 2}$ are allowed then $\underline{q}$ must lie inside the region bounded between the surfaces $\sum_{\text {min }}$ and $\sum_{\text {max }}$ whose equations are

$$
\sum_{\min } \equiv\left\{\underline{\hat{q}} \cdot \hat{v}_{L 2}+1=0\right\} \equiv\left\{q=2 m_{R} v_{L 1}\left(\underline{\hat{q}} \hat{v}_{L 1}\right)-2 m_{R} v_{L 2}\right\},
$$

and

$$
\sum_{\max } \equiv\left\{\hat{q} \cdot \hat{v}_{L 2}-1=0\right\} \equiv\left\{q=2 m_{R} v_{L 1}\left(\hat{q} \cdot \hat{q}_{L 1}\right)+2 m_{R} v_{L 2}\right\} \cdot(2.6 .4)
$$

Let a rectangular cartesian coordinate system with origin $q=0$ have $\hat{Z}$ axis along $\underline{U}_{L 1}$ and suppose $\underline{q}$ has spherical-polar coordinates $\left(q, \theta_{L q 1}, \phi_{L q 1}\right)$ so that $\cos \theta_{L q 1}=\hat{q}_{\underline{q}} \hat{\underline{v}}_{L 1}$. In this frame the surfaces $\sum_{\min }$ and $\sum_{\max }$ are independent of the azimuthal angle $\phi_{L q 1}$ and hence are symmetric about $\hat{\underline{U}}_{L 1}$. Let $\Gamma_{\min }$ and $\Gamma_{\max }$ be plane curves from which the surfaces $\sum_{\min }$ and $\sum_{m a x}$ are obtained by revolution about $\hat{\underline{v}}_{L 1}$. The equations of $\Gamma_{m i n}$ and $\Gamma_{\text {max }}$ in plane-polar coordinates $\left(q, \theta_{L q 1}\right)$ are

$$
\Gamma_{\min } \equiv\left\{q=a \cos \theta_{L q 1}-b\right\}
$$

and

$$
\begin{equation*}
\Gamma_{\max } \equiv\left\{q=a \cos \theta_{L q^{\prime}}+b\right\} \tag{2.6.6}
\end{equation*}
$$

where

$$
\begin{equation*}
a=2 m_{R} v_{L} \tag{2.6.7}
\end{equation*}
$$

and

$$
\begin{equation*}
b=2 m_{R} v_{L 2} \tag{2.6.8}
\end{equation*}
$$

Equations (2.6.5) and (2.6.6) are of limacon form, the properties of which depend upon the relative magnitudes of $a$ and $b$. If $a<b$ (that is, if $V_{L_{1}}<v_{L_{2}}$ ) $\Gamma_{\min }$ has no real points and $\Gamma_{\max }$ is an oval curve enclosing the origin. Thus if $V_{L 1}<V_{L 2}, \underline{q}$ may take any value within the surface of revolution $\sum_{\text {max }}$ which encloses the origin.

In the case $a=b$ (that is, $v_{L_{1}}=v_{L_{2}}$ ) $\sum_{\min }$ has $\underline{q}=\underline{0}$ as its only real point and $\Gamma_{\text {max }}$ simplifies to a cardioid. The allowed region for $q$ is a cardioid of revolution with cusp at the origin.

If $a>b$ (that is, $v_{L 1}>v_{L 2}$ ) $\Gamma_{\min }$ has real points for $\cos \theta_{L q 1} \geqslant b / a$ and $\Gamma_{\text {max }}$ has real points for $\cos \theta_{L q 1} \geqslant-b / a$. The branches $\Gamma_{\min }$ and $\Gamma_{\text {max }}$ are complementary in that the slopes of the tangents at the origin are equal in magnitude and opposite in sign. Thus, for $V_{L_{1}}>V_{L_{2}}$, $\underline{q}$ must lie inside the surface of revolution $\sum_{\text {max }}$ but outside the interior surface of revolution $\sum_{\text {min }}$. This case is illustrated in figure (2.6.1), where the velocity transfer $\underline{w}_{1}=-\underline{q} / m_{1}$ has been used instead of the momentum


transfer itself. In the extreme limit $v_{L 1} \gg v_{L 2}$, small values of $\underline{q}$ are directed almost perpendicular to the incident velocity direction.
(b) The Geometrical Restrictions in $\left(q, \Delta E_{L}\right)$ Space.

Since $q=2 m_{R} v_{R} \sin \frac{1}{2} \theta_{C}^{\prime}$, the accessible values of $q$ satisfy

$$
0 \leqslant q \leqslant 2 m_{R}\left(v_{L 1}+v_{L 2}\right)
$$

Further, $\Delta E_{L}=\underline{v}_{L 1} \cdot \underline{q}-q^{2} / 2 m_{1}=\underline{v}_{L 2} \cdot \underline{q}+q^{2} / 2 m_{2}$, so that it iss obvious that

$$
-v_{L} q-\frac{1}{2 m_{1}} q^{2} \leqslant \Delta E_{L} \leqslant v_{L_{1}} q-\frac{1}{2 m_{1}} q^{2}
$$

and that

$$
-v_{L 2} q+\frac{1}{2 m_{2}} q^{2} \leqslant \Delta E_{L} \leqslant v_{L 2} q+\frac{1}{2 m_{2}} q^{2}
$$

Let the parabolae $\Gamma_{11}^{2}, \Gamma_{12}, \Gamma_{21}$ and $\Gamma_{22}$ be defined by

$$
\begin{align*}
& \Gamma_{11} \equiv\left\{\frac{1}{2 m_{1}} q^{2}+q v_{L 1}+\Delta E_{L}=0\right\} \\
& \Gamma_{12} \equiv\left\{\frac{1}{2 m_{2}} q^{2}-q v_{L 2}-\Delta E_{L}=0\right\} \\
& \Gamma_{21} \equiv\left\{\frac{1}{2 m_{1}} q^{2}-q v_{L 1}+\Delta E_{L}=0\right\} \tag{2.6.11}
\end{align*}
$$

and

$$
\begin{equation*}
\Gamma_{22} \equiv\left\{\frac{1}{2 m_{2}} q^{2}+q v_{L 2}-\Delta E_{L}=0\right\} \tag{2.6.12}
\end{equation*}
$$

Let $A_{I \sigma}$ be the point of intersection $\Gamma_{I} \cap \Gamma_{J_{2}}$ with $q \neq 0$. Each of the four points $A_{I J}$ is uniquely determined for all positive values of $m_{1}, m_{2}, v_{L 1}$ and $v_{L 2}$. It is easy to show that the coordinates $\left(q_{I J}, \Delta E_{L I J}\right)$ of $A_{I J}$ are

$$
\begin{align*}
-q_{11} & =q_{22}=2 m_{R}\left(v_{L 1}-v_{L 2}\right) \\
-q_{12} & =q_{21}=2 m_{R}\left(v_{L 1}+v_{L 2}\right)  \tag{2.6.14}\\
\Delta E_{L 11}=\Delta E_{L 22} & =\frac{2 m_{R}}{\left(m_{1}+m_{2}\right)}\left(v_{L 1}-v_{L 2}\right)\left(m_{1} v_{L 1}+m_{2} v_{L 2}\right), \tag{2.6.15}
\end{align*}
$$

and

$$
\Delta E_{L 12}=\Delta E_{L 21}=\frac{2 m_{R}}{\left(m_{1}+m_{2}\right)}\left(v_{L 1}+v_{L 2}\right)\left(m_{1} v_{L 1}-m_{2} v_{L 2}\right) . \text { (2.6.16) }
$$ The physically-allowed region $\left(q, \Delta E_{L}\right)$ space is bounded by a "polygon" whose sides consist of segments of parabolae and whose vertices are the origin (which corresponds to a collision with negligible interaction) together with those points $A_{I J}$ for which $q_{I J}$ satisfies $0 \leqslant q_{I J} \leqslant 2 m_{R}\left(v_{L}+v_{L L}\right)$. Since none of the $q_{I J}$ is larger than $2 m_{R}\left(v_{L 1}+v_{L 2}\right)$ only those $A_{I J}$ for which $q_{I J}$ is negative need be rejected. Now $q_{12}$ is always negative and $q_{11}$ or $q_{22}$ is negative according as $v_{L 1}$ is less than or greater than $v_{L 2}$. Let $A_{t}$ be the point $\left(\left|q_{22}\right|, \Delta E_{L 22}\right)$. The accessible region in $\left(q, \Delta E_{L}\right)$ space is therefore a "triangle" with vertices $(0,0), A_{+}$ and $A_{21}$. The case in which $m_{1}>m_{2}$ and $V_{L 1}>V_{L 2}$ is shown in figure (2.6.2) and corresponds to that in figure (2.6.1), approximately. The following additional remarks on the relative positions of the three vertices are useful. Firstly, since $\left|q_{22}\right| \leqslant q_{21}$, the point $A_{21}$ always has the largest value of $q$. Further, the ordinate

$\Delta E_{L 21}$ is positive, zero or negative according as $U_{L 1}$ is greater than, equal to or less than $V_{L 2}$, and similarly the ordinate $\Delta E_{L 22}$ is positive, zero or negative according as $m, v_{L \prime}$ is greater than, equal to or less than $m_{2} v_{L_{2}}$. Finally, the energy-transfer difference

$$
\begin{equation*}
\Delta E_{L 21}-\Delta E_{L 22}=\frac{4 m_{R}\left(m_{1}-m_{2}\right) v_{L 1} v_{L 2}}{\left(m_{1}+m_{2}\right)} \tag{2.6.17}
\end{equation*}
$$

is positive, zero or negative according as $m_{1}$ is greater than, equal

Figure 2.6.2 The allowed region in ( $q, \Delta E_{L}$ ) space for a particle with initial velocity $\underline{v}_{\mathrm{w}}$ incident upon a thin distribution of monoenergetic target paxticles moving initially with speed $v_{2}$; all orientations of $\underline{u}_{12}$ being possible. Values of $\left(q, \Delta E_{L}\right)$ are restricted to the shaded region, bounded by the parabolae $m_{1}>m_{2}, v_{L i}>v_{L 2}$ and
$<m_{1}\left(m_{1}+m_{2}\right) v_{L_{1}}<2 m_{1} m_{2}\left(v_{L_{1}}+v_{L_{2}}\right)$.
to or less than $m_{2}$.
The condition that the incident particle may transfer all its initial kinetic energy to the target is that the point $\left(m_{1} v_{L 1}, \frac{1}{2} m_{1} v_{L 1}^{2}\right)$ on $\Gamma_{21}$ is accessible, which is true only if

$$
2 m_{R}\left(v_{L 1}-v_{L 2}\right) \leqslant m_{1} v_{L 1} \leqslant 2 m_{R}\left(v_{L 1}+v_{L 2}\right)
$$

Similarly, the condition that the target may transfer ali its initial kinetic energy to the incident particle is that the point $\left(m_{2} v_{L 2}, \frac{-1}{2} m_{2} v_{L 2}^{2}\right)$ on $\Gamma_{12}$ is accessible, which is true only if

$$
2 m_{R}\left(v_{L 2}-v_{L 1}\right) \leqslant m_{2} v_{L 2} \leqslant 2 m_{R}\left(v_{L 1}+v_{L 2}\right) .
$$

(c) $\partial^{2} \sigma_{L}\left(v_{L}, v_{L 2}\right)$ With $\hat{\boldsymbol{z}}$ Axis along the Incident-Velocity $\partial \bar{q} \Delta \Delta E_{L}$

## Direction

Let $\hat{\underline{V}}_{L 2}$ be described by the spherical-polar angles $\theta_{\text {L21 }}$
and $\phi_{L 21}$ in a rectangular cartesian coordinate system with $\hat{z}$ axis along $\hat{v}_{L 1}$, and suppose that $f\left(\theta_{L 21}, \phi_{L 21}\right)$ is the distribution function describing the orientations of $\hat{\underline{v}}_{L 2}$ with respect to $\hat{\underline{v}}_{L 1}$. The classical orientation-averaged effective double-differential cross section $\partial^{2} \sigma_{L}^{c}\left(v_{L 1}, v_{L 2}\right)$ is given by $\partial q \partial \Delta E_{L}$

$$
\frac{\partial^{2} \sigma_{L}^{c}\left(v_{L 1}, v_{L 2}\right)}{\partial q \partial \Delta E_{L}}=\int_{0}^{2 \pi} d \phi_{L 21} \int_{-1}^{1} d\left(\cos \theta_{L 21}\right) f\left(\theta_{L 21}, \phi_{L 21}\right) \frac{\partial^{2} \sigma_{1}^{c}\left(v_{L 1}, v_{L 2}\right)}{\partial q \partial \Delta E_{L}} \cdot(2.6 .18)
$$

In the quantal approach the orientation average should be performed on the scattering amplitude so that interference effects, arising from the uncertainty over which $\underline{\underline{\tilde{V}}}_{\mathrm{L2}}$ is involved in a particular collision, can be incorporated. The interference effect which arises here must be distinguished from the special interference properties arising from the scattering of identical particles, but is similar to that mentioned in
section (2.1b) and occurs for all particles and all conservative interactions.

If this interference is included, the integrals involved cannot usually be treated analytically. However, with the approximation that cross sections - not amplitudes - can be averaged over different initial conditions, an equation identical to (2.6.18) is obtained for $\frac{\partial^{2} \sigma_{L}^{Q}}{\partial q_{L} \partial E_{L}}\left(v_{L 1}, v_{L 2}\right)$. Henceforth it must be remembered that the results for quantal scattering by this method are only approximate whereas the results for classical scattering remain exact.

Let $\frac{\partial^{2} \tilde{\sigma}_{L}^{Q}}{\partial Q_{\Delta E} \partial}\left(v_{L 1}, v_{L}\right)$ be the approximate quantal result obtained using the approximation of averaging over cross sections. Equation (2.6.18) can be simplified since

$$
\begin{aligned}
& \left|\hat{\underline{v}}_{L 1} \times \hat{v}_{L 2} \cdot \hat{q}_{1}\right|^{2}=X^{2}, \text { say } \\
& \left.\left.=1+\hat{v}_{L 1} \times \hat{v}_{L 2}\right) \times \hat{q}\right\}^{2} \\
& \quad=1+2\left(\hat{v}_{L 1} \cdot \hat{\underline{v}}_{L 2}\right)\left(\hat{v}_{L 1} \cdot \hat{q}\right)\left(\hat{v}_{L 2} \cdot \hat{q}_{\underline{q}}\right)-\left(\hat{v}_{L 1} \cdot \hat{v}_{L 2}\right)^{2}-\left(\hat{v}_{L 1} \cdot \hat{q}^{2}\right)^{2}\left(\hat{v}_{L 2} \cdot \hat{q}^{2}\right)^{2}(2.6 .19)
\end{aligned}
$$

However, from equations (2.1.3) and (2.1.4)

$$
\begin{align*}
\hat{q}_{\cdot} \hat{v}_{L 1} & =\cos \theta_{L q_{1}}, \text { say } \\
& =\left(\Delta E_{L}+\frac{1}{2 m} q^{2}\right) / q v_{L 1}=\text { constant } \tag{2.6.20}
\end{align*}
$$

and

$$
\begin{align*}
\hat{\underline{q}} \cdot \hat{v}_{L 2} & =\cos \theta_{L q 2} \quad, \text { say } \\
& =\left(\Delta E_{L}-\frac{1}{2 m_{2}} q^{2}\right) / q v_{L 2}=\text { constant. } \tag{2.6.21}
\end{align*}
$$

Thus the function $X^{2}$ may be written

$$
X^{2}=\left(\mu_{\max }-\cos \theta_{L 21}\right)\left(\cos \theta_{L 21}-\mu_{\min }\right)
$$

where

$$
\begin{equation*}
\mu_{\max }=\cos \left(\theta_{L-q 1}-\theta_{L q^{2}}\right), \tag{2.6.23}
\end{equation*}
$$

and

$$
\begin{equation*}
\mu_{\min }=\cos \left(\theta_{L q_{1}}+\theta_{L q_{2}}\right) \tag{2.6.24}
\end{equation*}
$$

Further, since $X^{2} \geqslant 0$ then

$$
-1 \leqslant \mu_{\min } \leqslant \cos \theta_{L 2.1} \leqslant \mu_{\max } \leqslant 1
$$

otherwise $q$ and $\Delta E_{L}$ are not physically accessible.
Let

$$
\begin{equation*}
\cos \theta_{L 21}=\mu_{\min } \cos ^{2} \eta+\mu_{\max } \sin ^{2} \eta \tag{2.6.25}
\end{equation*}
$$

where

$$
0 \leqslant \eta \leqslant \frac{\pi}{2}
$$

Thus

$$
\begin{equation*}
\frac{d\left(\cos \theta_{L 21}\right)}{x}=2 d \eta \tag{2.6.26}
\end{equation*}
$$

Hence, for distinguishable particles
$\left.\frac{\partial^{2} \sigma_{L}^{c}}{\partial q \partial \Delta E_{L L}}, v_{L 2}\right)=\frac{\partial^{2} \tilde{\sigma}_{L}^{Q}\left(v_{L 1}, v_{L 2}\right)}{\partial q \partial \Delta E_{L}}=\frac{16 z_{1}^{2} z_{2}^{2}}{v_{L 1}^{2} v_{L 2} q^{4}} \int_{0}^{2 \pi} d \phi_{L 21} \int_{0}^{\pi t_{L}} d \eta f\left(\eta\left(\theta_{L 2}\right) \phi_{L 21}\right)$. For an isotropic distribution of $\hat{\underline{v}}_{L 2}, f\left(\eta, \phi_{L 21}\right)=1 / 4 \pi$, and so

$$
\begin{equation*}
\frac{\partial^{2} \sigma_{L}^{c}\left(v_{L 1}, v_{L 2}\right)}{\partial q \partial \Delta E_{L}}=\frac{\partial^{2} \tilde{\sigma}_{L}^{Q}\left(v_{L 1}, v_{L 2}\right)}{\partial q \partial \Delta E_{L}}=\frac{4 \pi z_{1}^{2} z_{2}^{2}}{v_{L 1}^{2} v_{L 2} q^{4}} . \tag{2.6.28}
\end{equation*}
$$

This equation is an important intermediate result and was first obtained by Thomas (1927a), though his method was not explained in detail.

$$
\begin{align*}
& \text { For unpolarised electrons or positrons } \\
& \frac{\partial^{2} \sigma_{L}^{C D}}{\partial q}\left(v_{L 1}, v_{L 2}\right)=\frac{\partial^{2} \tilde{\sigma}_{L} D D}{\partial q^{\partial \Delta} \Delta E_{L}}=\frac{4 \pi e^{4}}{v_{L L}^{2} v_{L 2} q^{4}} \tag{2.6.29}
\end{align*}
$$

as before. Further,

$$
\begin{aligned}
& \frac{\partial^{2} \sigma_{L}^{C E}}{\partial q \partial \Delta E_{L}}\left(v_{L 1}, v_{L 2}\right)=\frac{\partial^{2} \tilde{\sigma}_{L}^{Q E}}{\partial q \partial E_{L}}\left(v_{L 1}, v_{L 2}\right)=\frac{4 \pi e^{4}}{v_{L 1}^{2} v_{i 2}}\left\{\frac{m_{e}^{2}\left(v_{L 1}^{2}+v_{L 2}^{2}\right.}{q^{6}} \frac{1}{2 q^{4}}-2 m_{Q} \Delta E_{i} / q^{6}\right\}, \\
& \frac{\partial^{2} \tilde{\sigma}_{L}^{Q I F}}{\partial q \partial \Delta E_{L}}\left(v_{L 1}, v_{L 2}\right)=\frac{2 \pi e^{4}}{v_{L 1}^{2} v_{L 2} q^{2}} \int_{-1}^{1} d \gamma g\left(v_{L 1}, v_{L 2,}, v_{0,}, q, \Delta E_{L,} \gamma\right),(2.6 .31)
\end{aligned}
$$

where

$$
g\left(v_{L 1}, v_{L 2}, v_{0}, q, \Delta E_{L}, \gamma\right)=\frac{1}{\left(m_{e}^{2} v_{R}^{2}(\gamma)-q^{2}\right)} \cos \left\{\frac{v_{0}}{v_{R}(\gamma)} \log \frac{q^{2}}{m_{e}^{2} v_{R}^{2}(\gamma)-q^{2}}\right\},(2.6 .32)
$$

$$
\begin{equation*}
(\gamma+1) \pi=4 \eta \tag{2.6.33}
\end{equation*}
$$

and

$$
v_{R}^{2}(\gamma)=v_{L 1}^{2}+v_{L 2}^{2}-2 v_{L 1} v_{L 2}\left(\mu_{\min } \cos ^{2} \eta+\mu_{\max } \sin ^{2} \eta\right) . \quad(2.6 .34)
$$

Let.

$$
\begin{equation*}
\tilde{g}=\frac{1}{m_{e}^{2} v_{R}^{2}-q^{2}} \tag{2.6.35}
\end{equation*}
$$

so that $\tilde{g}=g$ if the phase factor

$$
\begin{equation*}
\psi=\frac{v_{0}}{v_{R}} \log \frac{q^{2}}{\left(m_{e}^{2} v_{R}^{2}-q^{2}\right)} \tag{2.6.36}
\end{equation*}
$$

is zero. Then it can be shown that

$$
\begin{equation*}
\int_{-1}^{1} d \gamma \tilde{g}=\frac{2}{\left(m_{e}^{2} v_{L 1}^{2}-m_{e}^{2} v_{L L}^{2}-2 m_{e} \Delta E_{L}\right)} \tag{2.6.37}
\end{equation*}
$$

and so

$$
\begin{equation*}
\frac{\partial^{2} \tilde{\sigma}_{L}^{a I B}}{\partial q \partial \Delta E_{L}}\left(v_{L 1}, v_{L 2}\right)=\frac{4 \pi e^{4}}{v_{L 1}^{2} v_{L 2} q^{2}} \cdot \frac{1}{\left(m_{e}^{2} v_{L 1}^{2}-m_{e}^{2} v_{L 2}^{2}-2 m_{e} \Delta E_{L}\right)} \tag{2.6.38}
\end{equation*}
$$

Equations (2.6.30) and (2.6.37) can be derived from the expressions
$\left(\mu_{\max }+\mu_{\min }\right)$ and $\left(\mu_{\max } \mu_{\min }\right)$ without having to solve equation (2.6.22) for $X^{2}=0$ to obtain both $\mu_{\text {min }}$ and $\mu_{\text {max }}$. However, in equation (2.6.31) the integral cannot be handled analytically and so it is necessary to solve for $\mu_{\text {min }}$ and $\mu_{\text {max }}$ separately. Equations (2.6.30) and (2.6.38) agree with those of Vriens (1966b).
(d) $\frac{\partial^{2} \sigma_{L}\left(v_{L 1}, v_{L 2}\right)}{\partial q \underline{q} \partial \Delta E_{L}}$ with $\hat{z}$ Axis along the Momentum-Transfer Direction $\hat{q}$

An alternative derivation is convenient for this case.
Let the centre-of-mass angular-differential cross section $\frac{\partial^{2} \sigma_{G}}{\partial\left(\cos \theta_{G}^{\prime}\right) \partial \phi_{G}^{\prime}}$ for an arbitrary conservative particle - particle interaction be denoted $\sigma_{G}\left(\cos \theta_{G}^{\prime}, \phi_{G}^{\prime}\right)$. The magnitude of the momentum-transfer vector $|\underline{q}|$ is related to the polar scattering angle $\theta_{G}^{\prime}$ by equation (2.1.29). Hence

$$
\begin{equation*}
\frac{\partial^{2} \sigma_{G}}{\partial q \partial \phi_{G}^{\prime}}=\frac{q}{m_{R}^{2} v_{R}^{2}} \sigma_{G}\left(\cos \theta_{G}^{\prime}, \phi_{G}^{\prime}\right) H\left(1-\frac{q^{2}}{4 m_{R}^{2} v_{R}^{2}}\right), \tag{2.6.39}
\end{equation*}
$$

where $H(x)=0$ for $x<0$ and $H(x)=1$ for $x \geqslant 0$. suppose $q$ has spherical-polar coordinates $\left(q, \theta_{R q}, \phi_{R q}\right)$ in a rectangular cartesian frame of reference with $\hat{\underline{z}}$ axis along $\underline{v}_{R}$. Then, without loss of generality, $\phi_{R q}$ may be taken equal to $\phi_{G}^{\prime}$ and so

$$
\begin{equation*}
\frac{\partial^{2} \sigma_{G}}{\partial q} \frac{\partial \phi_{R q}}{m_{R}^{2} v_{R}^{2}} \sigma_{G}\left(\cos \theta_{G}^{\prime}, \phi_{G}^{\prime}\right) H\left(1-\frac{q^{2}}{4 m_{R}^{2} v_{R}^{2}}\right) \tag{2.6.40}
\end{equation*}
$$

Since, for a conservative interaction

$$
\begin{equation*}
q=2 m_{R} v_{R} \cos \theta_{R q} \tag{2.6.41}
\end{equation*}
$$

which follows from equation (2.1.18)

$$
\frac{\partial^{2} \sigma_{G}}{\partial\left(\cos \theta_{R q}\right) \partial \phi_{R q}}=4 \cdot \cos \theta_{R q} \cdot \sigma_{G}\left(\cos \theta_{G}^{\prime}, \phi_{G}^{\prime}\right) H\left(\cos \theta_{R q}\right) .
$$

Equations (2.6.40) and (2.6.42) can be conveniently combined by defining a generalised triple-differential cross section $\frac{d \sigma_{q}}{d \tau_{q}}$. per unit volume of momentum-transfer space by

$$
\frac{d \sigma_{G}}{d \tau_{q}}=\frac{\partial^{3} \sigma_{G}}{q^{2} \partial q \partial\left(\cos \theta_{R q}\right) \partial \phi_{R q}}=\frac{2}{m_{R} v_{R}} \sigma_{G}\left(\cos \theta_{G}^{\prime}, \phi_{G}^{\prime}\right) . \delta\left(2 m_{R} \underline{v}_{R} \cdot \underline{(2.6 .43)},\right.
$$

which reduces to equations (2.6.40) and (2.6.42) on integrating over the relevant variables. The generalised triple-differential cross section $\frac{d \sigma_{q}}{d \tau_{q}}$ is not defined uniquely off the conservation-ofenergy shell $\delta\left(2 m_{R} \underline{v}_{R} \cdot \underline{q}-q^{2}\right)$ but off-shell values will not be required in subsequent averaging and integrating operations. The differential cross section $\sigma_{G}\left(\cos \theta_{G}^{\prime}, \phi_{G}^{\prime}\right)$ may be written $\sigma_{G}\left(\underline{v}_{R}, \underline{q}\right)$. Then

$$
\begin{equation*}
\frac{d \sigma_{G}}{d \tau_{q}}=\frac{2}{m_{R} v_{R}} \sigma_{G}\left(v_{R}, \underline{q}\right) \cdot \delta\left(2 m_{R} \underline{v}_{R} \cdot \underline{q}-q^{2}\right) . \tag{2.6.44}
\end{equation*}
$$

As in the previous section the centre-of-mass differential cross section $\frac{d \sigma_{G}}{d \tau_{q}}$ may be related to the effective differential cross section $\frac{d \sigma_{L}}{d \tau_{q}}\left(\underline{v}_{L 1}, \underline{v}_{L 2}\right)$ in a general laboratory frame of. reference $L$ by

$$
\frac{d \sigma_{L}\left(v_{L 1}, v_{L 2}\right)}{d \tau_{q}}=\frac{v_{R}}{v_{L 1}} \frac{d \sigma_{G}}{d \tau_{q}}=\frac{2}{m_{R} v_{L 1}} \sigma_{G}\left(v_{R}, q\right) \cdot \delta\left(2 m_{R} v_{P} \cdot q-q\right)_{(2.6 .45)}
$$

since $d \tau_{q}$ is frame invariant.
In the case of charged-particle collisions

$$
\begin{equation*}
\sigma_{G}\left(v_{R}, \underline{q}\right)=\frac{4 z_{1}^{2} z_{2}^{2} m_{R}^{2}}{q^{4}} \tag{2.6.46}
\end{equation*}
$$

and so

$$
\begin{equation*}
\frac{d \sigma_{L}}{d \tau_{q}}\left(v_{L 1}, v_{L 2}\right)=\frac{8 m_{R} z_{1}^{2} z_{2}^{2}}{v_{L 1} q^{4}} \delta\left(2 m_{R} \underline{v}_{R} \underline{q}-q^{2}\right) \tag{2.6.47}
\end{equation*}
$$

By choosing a rectangular cartesian frame of reference with $\hat{\underline{Z}}$ axis along $\underline{v}_{L 1}$ it is possible to rederive equation (2.5.10) since in this case

$$
d \tau_{q}=q^{2} d q d\left(\hat{v}_{L 1} \cdot \underline{q}\right) d \phi_{L q 1}=\frac{q}{v_{L 1}} d q d \Delta E_{L} d \phi_{L q 1},(2.6 .48)
$$

by equation (2.1.4), and

$$
\begin{equation*}
\frac{\partial^{2} \sigma_{L}}{\partial q \partial \Delta E_{L}}=\int_{0}^{2 \pi} d \phi_{L q 1} \frac{\partial^{3} \sigma_{L}}{\partial q \partial \Delta E_{L}} \partial \phi_{L q 1} \tag{2.5.49}
\end{equation*}
$$

However, if the $\underline{\underline{z}}$ axis is chosen along $q$, the differential cross section $\frac{d \sigma_{L}}{d \bar{\tau}_{q}}\left(v_{L 1}, v_{L 2}\right)$ averaged over all possible orientations of $\hat{v}_{L 2}$ with $\underline{V}_{11}$ fixed is given by

$$
\frac{d \sigma_{L}}{d \tau_{q}}\left(v_{L 1}, v_{L, 2}\right)=8 \frac{m_{R} z_{1}^{2} z_{2}^{2}}{v_{L 1} q^{4}} \int_{0}^{2 \pi} d \phi_{q L 2} \int_{-1}^{1} d\left(\cos \theta_{q L 2}\right) f\left(\cos \theta_{q L 2}, \phi_{q L 2}\right) \times x(2.6 .50)
$$

where $\cos \theta_{q L 2}=\underline{\underline{U}}_{L 2} \cdot \underline{q}, \phi_{q L 2}$ is the corresponding azimuthal angle, and $f\left(\cos \theta_{q L 2}, \phi_{q L 2}\right)$ is the required distribution function of orientations of $\widehat{\underline{\hat{u}}}_{L 2}$ with respect to $\hat{\hat{q}}$.

It was shown in section (2.1b) that for fixed values of $\underline{V}_{L_{1}}$ and $\underline{q}, \underline{v}_{L_{2}}$ was restricted to the plane $\prod_{\underline{q} \underline{v}_{L 1}}$ with equation

$$
\begin{equation*}
\underline{v}_{L 2} \cdot \underline{q}=\Delta E_{L}-\frac{1}{2 m_{2}} q^{2}=\text { constant. } \tag{2.6.51}
\end{equation*}
$$

The argument of the delta function in equation (2.6.50) may be written in the form

$$
2 m_{R} v_{L 1} \cdot q-2 m_{R} v_{L 2} \cdot q-q^{2}=2 m_{R}\left(\Delta E_{L}-\frac{1}{2 m_{2}} q^{2}\right)-v_{L 2} q \cos \theta_{L L 2}(2.6 .52)
$$

Hence

$$
\begin{array}{r}
\frac{d \sigma_{L}}{d c_{q}}\left(v_{L 1}, v_{L 2}\right)=\frac{8 m_{R} z_{1}^{2} z_{2}^{2}}{v_{L 1} q^{4}} \int_{0}^{2 \pi} d \phi_{q L 2} \int_{-1}^{1} d\left(\cos \theta_{q L 2}\right) f\left(\cos \theta_{q L 2}, \phi_{q L 2}\right) \times \\
\delta\left\{2 m_{R} v_{L 2} q\left(r_{q 2}-\cos \theta_{q L}\right)\right\}(2.6 .53)
\end{array}
$$

where

$$
\begin{equation*}
\mu_{q 2}=\frac{\Delta E_{L}-\frac{1}{2 m_{2}} q^{2}}{v_{L 2} q} \tag{2.6.54}
\end{equation*}
$$

Now $\delta(a x)=\delta(x) /|a|$ and so

$$
\frac{d \sigma_{L}}{d \tau_{q}}\left(v_{L 1}, v_{L 2}\right)=\frac{4 z_{1}^{2} z_{2}^{2}}{v_{L 1} v_{L 2} q^{5}} \int_{0}^{2 \pi} d \phi_{q L 2} f\left(\mu_{q 2}, \phi_{q L 2}\right) H\left(1-\mu_{q 2}^{2}\right)_{\text {. } 2.6 .55)}
$$

For isotropic orientations of $\underline{v}_{L 2}, f\left(\mu_{q_{2}}, \phi_{q_{L 2}}\right)=\frac{1}{4 \pi}$ and so

$$
\begin{equation*}
\frac{d \sigma_{L}}{d \tau_{q}}\left(v_{L 1}, v_{L 2}\right)=\frac{2 z_{1}^{2} z_{2}^{2}}{v_{L 1} v_{L 2} q^{5}} H\left(1-\mu_{q 2}^{2}\right) \tag{2.6.56}
\end{equation*}
$$

Now $d \tau_{q}=\frac{q}{v_{L 1}} d q d \Delta E_{L} d \varphi_{q L 1}$ and thus

$$
\frac{\partial^{2} \sigma_{L}}{\partial q^{\partial \Delta E_{L}}}\left(v_{L 1}, v_{L 2}\right)=\frac{4 \pi z_{1}^{2} z_{2}^{2}}{v_{L 1}^{2} v_{L 2} q^{4}} H\left(1-\mu_{q 1}^{2}\right) H\left(1-\mu_{q 2}^{2}\right)
$$

as before, where

$$
\begin{equation*}
\mu_{q 1}=\frac{\Delta E_{L}+\frac{1}{2 m_{1}} q^{2}}{v_{L 1} q} \tag{2.6.58}
\end{equation*}
$$

Now suppose that $f\left(\cos \theta_{q L 2}, \phi_{q L 2}\right)=\frac{3}{4-\pi} \cos ^{2} \theta_{q_{2}}$, which is the case for any $(2 p, 0)$ angular state of an atom.

Then it is easy to show that

$$
\begin{equation*}
\frac{\partial^{2} \sigma_{L}}{\partial q \partial \Delta E_{L}}=\frac{12 \pi z_{1}^{2} z_{2}^{2}}{v_{L 1}^{2} v_{L 2} q^{4}} \cdot\left\{\frac{\Delta E_{L}-\frac{1}{2 m_{2}} q^{2}}{v_{L 2} q}\right\}^{2} H\left(1-\mu_{q 1}^{2}\right) H\left(1-\mu_{q 2}^{2}\right) \tag{2.6.59}
\end{equation*}
$$

which is zero at $\Delta E_{L}=\frac{1}{2 M_{2}} q^{2}$ and non-zero around this region.
This result has been used by Banks, Vriens and Bonsen (1969) for the special case of hydrogenic target atoms.
2.7 The Effective Differential Cross Section $\frac{d \sigma}{d \Delta E}\left(v_{1}, v_{2}\right)$ Averaged over Uniformly-Distributed Orientations of the Target Velocity for Charged -Particle Collisions.

## (a) Distinguishable Particles

Henceforth, unless otherwise stated, the arbitrary frame of reference $L$ will be chosen to be that for which the target velocity distribution is spherically distributed, corresponding in the case of charged-particle atom collisions to the frame in which the target nucleus (assumed to be of infinite mass) is at rest. The subscript $L$ may therefore be omitted. It is also convenient to define $\frac{d \sigma}{d \Delta E}=\frac{d \sigma^{c}}{d \Delta E}=\frac{d \tilde{\sigma}^{Q}}{d \Delta E}$ for distinguishable charged particles.

The effective differential cross section $\frac{d \sigma}{d \Delta E}$ is obtained by integrating the Thomas formula (see equation (2.6.28) over the momentumtransfer magnitude $q$ in the range $0 \leqslant q_{\text {min }} \leqslant q \leqslant q_{\text {max }}$ for a given value of $\Delta E$ in the range $-E_{2} \leqslant \Delta E \leqslant E_{1}$ where $E_{1}=\frac{1}{2} m_{1} v_{1}^{2}$ and $E_{2}=\frac{1}{2} m_{2} v_{2}^{2}$ are the respective initial kinetic energies. Hence

$$
\frac{d \sigma}{d \Delta E}\left(v_{1}, v_{2}\right)=\frac{4 \pi z_{1}^{2} z_{2}^{2}}{3 v_{1}^{2} v_{2}}\left\{\frac{1}{q_{\min }^{3}}-\frac{1}{q_{\max }^{3}}\right\}, \quad \text { (2.7.1) }
$$

where the integration limits lie on the boundary of the accessible region in $(q, \Delta E)$ space for fixed $\Delta E$. In general $\frac{d \sigma}{d \Delta E}$ is a function of $m_{1}, m_{2}, v_{1}, v_{2}$ and $\Delta E$.

For positive $\Delta E$ the relevant boundaries are

$$
\begin{align*}
& \Delta E=v_{1} q-\frac{1}{2 m_{1}} q^{2}  \tag{2.7.2}\\
& \Delta E=v_{2} q+\frac{1}{2 m_{2}} q^{2}
\end{align*}
$$

and

$$
\begin{equation*}
\Delta E=-v_{2} q+\frac{1}{2 m_{2}} q^{2} \tag{2.7.4}
\end{equation*}
$$

Since $q \geqslant 0$ the possible values of $q_{\min }$ and $q_{\text {max }}$ are

$$
\begin{align*}
& q_{\min 1}^{+}=\left(2 m_{1} E_{1}\right)^{1 / 2}-\left\{2 m_{1}\left(E_{1}-\Delta E\right)\right\}^{1 / 2}  \tag{2.7.5}\\
& q_{\max 1}^{+}=\left(2 m_{1} E_{1}\right)^{\frac{1}{2}}+\left\{2 m_{1}\left(E_{1}-\Delta E\right)\right\}^{1 / 2} \\
& q_{\min 2}^{+}=\left\{2 m_{2}\left(E_{2}+\Delta E\right)\right\}^{\frac{1}{2}}-\left(2 m_{2} E_{2}\right)^{1 / 2}
\end{align*}
$$

and

$$
\begin{equation*}
q_{\max 2}^{+}=\left\{2 m_{2}\left(E_{2}+\Delta E\right)\right\}^{\frac{1}{2}}+\left(2 m_{2} E_{2}\right)^{1 / 2} \tag{2.7.8}
\end{equation*}
$$

Then

$$
q_{\min }=\max \left(q_{\min 1}^{+}, q_{\min 2}^{+}\right)
$$

and

$$
q_{\max }=\min \left(q_{\max 1}^{+}, q_{\max 2}^{+}\right)
$$

The appropriate values in any particular case are determined by the relative values of $\Delta E, \Delta E_{21}$ and $\Delta E_{22}$, the last two of which are defined by equations (2.6.15) and (2.6.16). Let

$$
\frac{d \sigma_{I J}}{d \Delta E}=\frac{4 \pi z_{1}^{2} z_{2}^{2}}{3 v_{1}^{2} v_{2}}\left\{\frac{1}{q_{\text {min } I}^{+3}}-\frac{1}{q_{\text {max }}^{+3}}\right\}, \text { for } I, J=1,2
$$

Then

$$
\begin{equation*}
\frac{d \sigma_{I J}}{d \Delta E}=\pi\left(\frac{m_{1}}{m_{2}}\right) \frac{z_{1}^{2} z_{2}^{2}}{E_{1} \Delta E^{2}}\left(F_{I 1}+F_{J 2}\right) \tag{2.7.12}
\end{equation*}
$$

where

$$
\begin{aligned}
& F_{11}=\left(\frac{m_{2}}{m_{1}}\right)^{3 / 2}\left(\frac{2}{3} \frac{E_{1}}{\Delta E}-\frac{1}{6}\right)\left\{\frac{E_{1}-\Delta E}{E_{2}}\right\}^{1 / 2}+\left(\frac{m_{2}}{m_{1}}\right)^{3 / 2}\left(\frac{2}{3} \frac{E_{1}}{\Delta E}-\frac{1}{2}\right)\left(\frac{E_{1}}{E_{2}}\right)^{1 / 2}(2.7 .13) \\
& F_{12}=\left(\frac{m_{2}}{m_{1}}\right)^{3 / 2}\left(\frac{2}{3} \frac{E_{1}}{\Delta E}-\frac{1}{6}\right)\left\{\frac{E_{1}-\Delta E}{E_{2}}\right\}^{1 / 2}-\left(\frac{m_{2}}{m_{1}}\right)^{3 / 2}\left(\frac{2}{3} \frac{E_{1}}{\Delta E}-\frac{1}{2}\right)\left(\frac{E_{1}}{E_{2}}\right)_{9}^{1 / 2}(2.7 .14) \\
& F_{21}=\quad\left(\frac{2}{3} \frac{E_{2}}{\Delta E}+\frac{1}{2}\right) \quad+\left(\frac{2}{3} \frac{E_{2}}{\Delta E}+\frac{1}{6}\right)\left(\frac{E_{2}+\Delta E}{E_{2}}\right)^{1 / 2},
\end{aligned}
$$

and

$$
F_{22}=\left(\frac{2}{3} \frac{E_{2}}{\Delta E}+\frac{1}{2}\right)-\left(\frac{2}{3} \frac{E_{2}}{\Delta E}+\frac{1}{6}\right)\left(\frac{E_{2}+\Delta E}{E_{2}}\right)^{1 / 2}
$$

The regions of validity of the different formulae are shown shaded in figure (2.7.1a) for $m_{1}>m_{2}$ and in figure (2.7.1b) for $m_{1}<m_{2}$. In both diagrams the dimensionless variable $\triangle E / E_{1}$, which is the fraction of the initial incident kinetic energy transferred to the target, is plotted against the dimensionless ratio $v_{2} / v_{1}$. Since $\Delta E$ is assumed positive and is always less than or equal to $E_{1}$ the permitted values of $\Delta E / E_{1}$ lie only in the range $[0,1]$. In contrast there is no upper bound on the ratio $v_{2} / v_{1}$. The region of validity of $\frac{d \sigma I J}{d \Delta E}$ is denoted by the symbol "IJ". The boundary separating the regions of validity of $\frac{d \sigma_{22}}{d \Delta E}$ and $\frac{d \sigma_{12}}{d \Delta E}$ in case (a) and that separating $\frac{d \sigma_{11}}{d \Delta E}$ and $\frac{d \sigma_{21}}{d \Delta E}$ in case (b) is that segment of the parabola $\Delta E=\Delta E_{11} \quad$ (see equation (2.6.15)) lying in the positive quadrant in $\left(\frac{v_{2}}{V_{1}}, \frac{\Delta E}{E_{1}}\right)$ space and passing through the points $\left(0,4 m_{1} m_{2} /\left(m_{1}+m_{2}\right)^{2}\right)$ and ( 1,0 ) . Similarly the boundary separating the regions of validity of $\frac{d \sigma_{12}}{d \Delta E}$ and $\frac{d \sigma^{\prime \prime}}{d \Delta E^{\prime \prime}}$ in case (a) and that separating $\frac{d \sigma_{21}}{d \Delta E}$ and $\frac{d \sigma_{22}}{d \Delta E}$ in case (b) is that segment of the parabola $\Delta E=\Delta E_{21} \quad$ (see equation (2.6.16)) which lies in the positive quadrant and passes through the points $\left(0,4 m_{1} m_{2} /\left(m_{1}+m\right)^{2}\right)$ and $\left(m_{1} / m_{2}, 0\right)$. The two parabolae are complementary in the sense that each is the reflection of the other in the $\Delta E / E_{1}$ axis. The greater of the two parabolae has its maximum at the point $\left(\left|m_{1}-m_{2}\right| / 2 m_{2}, 1\right)$ and the region between this point and the $\triangle E / E_{1}$ axis lying above the larger of the two parabolae and below the line $\Delta E=E_{1}$ is excluded by the conditions

$$
2 m_{R}\left(v_{1}-v_{2}\right) \leqslant m_{1} v_{1} \leqslant 2 m_{R}\left(v_{1}+v_{2}\right)
$$

which were derived in section (2.6b) after equation (2.6.17).


Figure 2.7.1 Regions of validity of $\frac{d \sigma}{d \Delta E} I J$ for $I_{1} J=1,2$ in the space defined by the dimensionless parameters $\Delta E / E_{1}$ and $v_{2} / v_{1}$ for positive $\Delta E$. The regions for each value $O\{I$ and $J$ are shaded differently and are denoted by 11,$12 ; 21$ and 22 respectively. Case a) $m_{1}>m_{2}$; b) $m_{1}<m_{2}$; c) $m_{1}$ infinite ( $E_{1}$ has been replaced by $\varepsilon_{1}=\frac{1}{2} m_{2} v_{1}^{2}$ ); d) $m_{2}$ infinite.

In the limit as $v_{2} / v_{1}$ tends to zero $\frac{d \sigma_{22}}{d \Delta E}$ tends to the expression

$$
\begin{align*}
\frac{d \sigma_{22}}{d \Delta E}\left(v_{1}, v_{2}=0\right) & =\pi\left(\frac{m_{1}}{m_{2}}\right) \frac{z_{1}^{2} z_{2}^{2}}{E_{1} \Delta E^{2}}, \text { for } 0 \leqslant \Delta E \leqslant 4 m_{1} m_{2} E_{1} /\left(m_{1}+m_{2}\right)  \tag{2.7.17}\\
& =0, \text { otherwise, }
\end{align*}
$$

which is the result first obtained by Thomson (1912) for a target particle initially at rest.

The differential cross sections and regions of validity for $\Delta E<0$ may be obtained from the stated results for $\Delta E>0$ using the detailedbalance relation

$$
\begin{aligned}
& v_{1} \frac{d \sigma_{I J}}{d|\Delta E|}\left(m_{1}, m_{2}, v_{1}, v_{2},-|\Delta E|\right)=v_{2} \frac{d \sigma_{3-I, 3-J}\left(m_{2}, m_{1}, v_{2}, v_{1},|\Delta E|\right)}{d|\Delta E|,} \text { for } I, J=1,2,
\end{aligned}
$$

since, for $\Delta E<0$ the relevant boundaries in $(q, \Delta E)$ space are

$$
\begin{align*}
& \Delta E=v_{1} q-\frac{1}{2 m_{1}} q^{2}  \tag{2.7.19}\\
& \Delta E=-v_{1} q-\frac{1}{2 m_{1}} q^{2} \tag{2.7.20}
\end{align*}
$$

and

$$
\begin{equation*}
\Delta E=-v_{2} q+\frac{1}{2 m_{2}} q^{2} \tag{2.7.21}
\end{equation*}
$$

and so the possible limits of integration over $q$ are

$$
\begin{aligned}
& q_{\min 1}^{-}=\left\{2 m_{1}\left(E_{1}+|\Delta E|\right)\right\}^{1 / 2}-\left(2 m_{1} E_{1}\right)^{1 / 2}=q_{\min 2}^{+}\left(m_{1}, v_{1,},|\Delta E|\right), \\
& q_{\max 1}^{-}=\left\{2 m_{1}\left(E_{1}+|\Delta E|\right)\right\}^{1 / 2}+\left(2 m_{1} E_{1}\right)^{1 / 2}=q_{\max 2}^{+}\left(m_{1}, v_{1},|\Delta E|\right), \\
& q_{\min 2}^{-}=\left(2 m_{2} E_{2}\right)^{1 / 2}-\left\{2 m_{2}\left(E_{2}-|\Delta E|\right)\right\}^{1 / 2}=q_{\min 1}^{+}\left(m_{2}, v_{2},|\Delta E|\right),
\end{aligned}
$$

and

$$
q_{\max 2}=\left(2 m_{2} E_{2}\right)^{1 / 2}+\left\{2 m_{2}\left(E_{2}-|\Delta E|\right)\right\}^{1 / 2}=q_{\max 1}^{+}\left(m_{2}, v_{2},|\Delta E|\right) .(2.7 .25)
$$

Note that on the right-hand side of equation (2.7.18) the particles have been interchanged.

The general formulae for $\frac{d \sigma}{d \Delta E}$ and their regions of validity presented in this section are more explicit versions of the results obtained by Gerjuoy (1966) using a different method. In some special cases the results have been used to obtain simple approximate analytical formulae for the excitation and ionization of atoms and ions by incident electrons, positrons and ions. These results are presented below for completeness and convenience.

## (i) Distinguishable Particles of Equal Mass

For equal masses the two parabolae separating the different regions of validity of $\frac{d \sigma}{d \Delta E}$ coincide and so the expressions $\frac{d \sigma_{21}}{d \Delta E}$ and $\frac{d \sigma_{12}}{d \Delta E}$ defined between them are irrelevant. The results for $\Delta E>0$ are

$$
\frac{d \sigma_{22}}{d \Delta E}=\frac{\pi z_{1}^{2} z_{2}^{2}}{E_{1} \Delta E^{2}}\left(1+\frac{4 E_{2}}{3 \Delta E}\right), \text { for } 0 \leqslant \Delta E \leqslant \max \left\{\left(E_{1}-E_{2}\right), 0\right\}
$$

which was first given by Thomas (1927a) and

$$
\frac{d \sigma_{11}}{d \Delta E}=\frac{\pi z_{1}^{2} z_{2}^{2}}{E_{1} \Delta E^{2}}\left(\frac{4 E_{1}}{3 \Delta E}-\frac{1}{3}\right)\left(\frac{E_{1}-\Delta E}{E_{2}}\right)^{1 / 2}, \text { for } \max \left\{\left(E_{1}-E_{2}\right), 0\right\} \leqslant \Delta E \leqslant E_{1},
$$

which was first given by Stabler (1964) (it should be emphasised that many authors including Stabler label the target particle by $\mid$ and the incident particle by 2 ).

Equation (2.7.27) has no analogue for a stationary target. Equation (2.7.26) reduces to equation (2.7.17) when $E_{2}=0$.
(ii) Infinite-Mass Projectile

Since the initial incident kinetic energy $E_{1}$ is infinite it is convenient to define the equivalent incident energy by $\varepsilon_{1}=\frac{1}{2} m_{2} v_{1}^{2}$.

In $(q, \Delta E)$ space the boundaries derived from the mass and velocity of the incident particle become

$$
\begin{equation*}
\Delta E=v_{1} q \tag{2.7.28}
\end{equation*}
$$

and

$$
\begin{equation*}
\Delta E=-v_{1} q \tag{2.7.29}
\end{equation*}
$$

The physically-accessible region in $\left(v_{2} / v_{1}, \Delta E / \varepsilon_{1}\right)$ space for $\Delta E>0$ is shown in figure (2.7.1c). The differential cross sections are

$$
\frac{d \sigma_{22}}{d \Delta E}=\frac{\pi z_{1}^{2} z_{2}^{2}}{\varepsilon_{1} \Delta E^{2}}\left(1+\frac{4 E_{2}}{3 \Delta E}\right), \text { for } 0 \leq \Delta E \leq \max \left\{0,2 m_{2} v_{1}\left(v_{1}-v_{2}\right)\right\},
$$

which was also first derived by Thomas (1927a) and

$$
\begin{aligned}
& \frac{d \sigma_{12}}{d \Delta E}=\frac{\pi z_{1}^{2} z_{2}^{2}}{2 \varepsilon_{1} \Delta E^{2}}\left[1+\frac{8}{3}\left(\frac{v_{1}}{v_{2}}\right)\left(\frac{\varepsilon_{1}}{\Delta E}\right)+\frac{4}{3}\left(\frac{E_{2}}{\Delta E}\right)-\frac{4}{3}\left(\frac{E_{2}}{\Delta E}+\frac{1}{4}\right)\left(1+\frac{\Delta E}{E_{2}}\right)^{1 / 2}\right], \\
& \quad \text { for max }\left\{0_{0} 2 m_{2} v_{1}\left(v_{1}-v_{2}\right)\right\} \leqslant \Delta E \leqslant 2 m_{2} v_{1}\left(v_{1}+v_{2}\right), \\
& \text { which was first given by vriens (1967). } \\
& \quad \text { Note that equation (2.7.30) is identical to equation (2.7.26) if } \varepsilon_{1}
\end{aligned}
$$ is replaced by $E_{1}$, though the regions of validity are different. Equation (2.7.31) demonstrates that the general results for $\frac{d \sigma}{d \Delta E}$ can become extremely tedious and illustrates the danger that direct evaluation can lead to large numerical errors for $\Delta E \ll E_{2}$.

## (iii) Infinite-Mass Target

As in case (ii) it is convenient to introduce the equivalent initial kinetic energy $\varepsilon_{2}=\frac{1}{2} m_{1} v_{2}^{2}$. The boundaries derived from the target particle become

$$
\begin{equation*}
\Delta E=v_{2} q, \tag{2.7.32}
\end{equation*}
$$

and

$$
\Delta E=-v_{2} q .
$$

The physically-allowed region in $\left(\frac{v_{2}}{v_{1}}, \frac{\Delta E}{E_{1}}\right)$ space is shown in figure (2.7.1d). The relevant differential cross sections are

$$
\begin{align*}
& \frac{d \sigma_{11}}{d \Delta E}=\frac{\pi z_{1}^{2} z_{2}^{2}}{E_{1} \Delta E^{2}}\left(\frac{4 E_{1}}{3 \Delta E}-\frac{1}{3}\right)\left(\frac{E_{1}-\Delta E}{E_{2}}\right)^{1 / 2} \\
& \quad \text { for } 0 \leqslant \Delta E \leqslant \max \left\{0,2 m_{1} v_{2}\left(v_{1}-v_{2}\right)\right\}
\end{align*}
$$

and

$$
\begin{align*}
& \frac{d \sigma_{21}}{d \Delta E}=\frac{\pi z_{1}^{2} z_{2}^{2}}{E_{1} \Delta E^{2}}\left[\frac{4 \varepsilon_{2}}{3 \Delta E}+\left(\frac{2 E_{1}}{3 \Delta E}-\frac{1}{6}\right)\left\{\left(\frac{E_{1}-\Delta E}{\varepsilon_{2}}\right)^{1 / 2}-\left(\frac{E_{1}}{\varepsilon_{2}}\right)^{1 / 2}\right\}\right]  \tag{2.7.35}\\
& \quad \text { for } \quad \max \left\{0,2 m_{1} v_{2}\left(v_{1}-v_{2}\right)\right\} \leqslant \Delta E \leqslant E_{1}
\end{align*}
$$

Equations (2.7.34) and (2.7.35) have not been given previously.
(b) Identical Electrons or Positrons

It was shown in sections (2.7 ali)) that for equal masses: $\Delta E_{11}=$ $\Delta E_{21}=E_{1}-E_{2}$. For later applications it is necessary to choose $E_{1}>E_{2}$ so that the relative velocity is never zero. The full range of $\Delta E$ can be divided into four intervals, only two of which are physically distinct because the energy transfers $\Delta E=E_{2}^{\prime}-E_{2}$ say, and $\Delta E=E_{1}^{\prime}-E_{2}$ cannot be distinguished. Since $E_{1}^{\prime}=E_{1}-\Delta E$ the energy transfers $\Delta E$ and $E_{1}-E_{2}-\Delta E$ lead to identical final conditions. The two distinct energy-transfer ranges may be chosen to be

$$
0 \leqslant \Delta E \leqslant \Delta E_{0}=\frac{1}{2}\left(E_{1}-E_{2}\right),
$$

which is equivalent to

$$
\Delta E_{0} \leqslant \Delta E \leqslant 2 \Delta E_{0}=E_{1}-E_{2}
$$

and secondly

$$
2 \Delta E_{0} \leqslant \Delta E \leqslant E_{1}
$$

which is equivalent to

$$
-E_{2} \leqslant \Delta E \leq 0
$$

A collision in which $0 \leq \Delta E \leq \Delta E_{0}$ may be described as an "excitation" because the final kinetic energies of both particles are greater than the initial kinetic energy of the target particle. A collision for which $\Delta E=\Delta E_{0}$ is such that the final kinetic energies are equal. A collision in which $-E_{2} \leqslant \Delta E \leqslant 0$ may be termed a "de-excitation" since the final kinetic energy of one particle is greater than the initial incident energy $E_{1}$. The excitation region will now be considered in detail.

Let $\quad \frac{d \sigma_{L}^{C D}}{d \Delta E_{L}}=\frac{d \tilde{\sigma}_{L}^{Q D}}{d \Delta E_{L}}=\frac{d \sigma^{D}}{d \Delta E}, \frac{d \sigma_{L}^{C E}}{d \Delta E_{L}}=\frac{d \tilde{\sigma}_{L}^{Q E}}{d \Delta E_{L}}=\frac{d \sigma^{E}}{d \Delta E}$,

$$
\frac{d \sigma_{L}^{c s}}{d \Delta E_{L}}=\frac{d \sigma^{c s}}{d \Delta E}, \quad \frac{d \tilde{\sigma}_{L}^{Q \mid B}}{d \Delta E_{L}}=\frac{d \sigma^{Q 1 B}}{d \Delta E}, \quad \frac{d \tilde{\sigma}_{L}^{Q \mid F}}{d \Delta E_{L}}=\frac{d \sigma^{Q \mid F}}{d \Delta E},
$$

and $\quad \frac{d \tilde{\sigma}_{L}{ }^{Q S}}{d \Delta E_{L}}=\frac{d \sigma^{Q S}}{d \Delta E}=\frac{d \sigma^{c S}}{d \Delta E}-\frac{\partial \sigma^{Q I F}}{\partial \Delta E} \quad$. Then it is easy to show that for

$$
0 \leqslant \Delta E \leqslant \Delta E_{0}
$$

$$
\frac{d \sigma^{D}}{d \Delta E}=\frac{\pi e^{4}}{E_{1} \Delta E^{2}}\left(1+\frac{4 E_{2}}{3 \Delta E}\right)
$$

and

$$
\frac{d \sigma^{E}}{d \Delta E}=\frac{\pi e^{4}}{E_{1}\left(E_{1}-E_{2}-\Delta E\right)^{2}}\left\{1+\frac{4 E_{2}}{3\left(E_{1}-E_{2}-\Delta E\right)}\right\}
$$

$$
\frac{d \sigma^{Q \mid F}}{d \Delta E}=\frac{\pi e^{4}}{E_{1} v_{2}} \int_{q_{\min 2}^{+}}^{q_{\max 2}^{+}} \frac{d q}{q^{2}} \int_{-1}^{1} d \gamma g\left(v_{1}, v_{2}, v_{0}, q, \Delta E, \gamma\right),(2.7 .38)
$$

where $g\left(v_{1}, v_{2}, v_{0}, q, \Delta E, \gamma\right)$ is defined by equation (2.6.32). The expression for $\frac{d \sigma^{\text {QI }}}{\overline{d \Delta E}}$ can only be evaluated numerically, however,
it can be transformed so that its convergence properties are improved, by replacing the variable $q$ by the dimensionless parameter $x$ where

$$
\begin{equation*}
\frac{1}{q}=\frac{1}{q^{+}}-\frac{(1+x)}{2 \Delta E} v_{2} \tag{2.7.39}
\end{equation*}
$$

Then

$$
\begin{equation*}
\frac{d q}{q^{2}}=\frac{v_{2}}{2 \Delta E} d x \tag{2.7.40}
\end{equation*}
$$

and the range $q_{\text {min 2 }}^{+} \leqslant q \leqslant q_{\text {max } 2}^{+}$is transformed into the range $-1 \leqslant x \leqslant 1$. Hence for $\quad 0 \leqslant \Delta E \leqslant \Delta E_{0}$

$$
\begin{equation*}
\frac{d \sigma^{Q I F}}{d \Delta E}=\frac{\pi e^{4}}{2 E_{1} \Delta E} \int_{-1}^{1} d x \int_{-1}^{1} d \gamma g\left(v_{1}, v_{2}, v_{0}, x, \Delta E, \gamma\right) \tag{2.7.41}
\end{equation*}
$$

The bound $\frac{d \sigma Q 1 B}{d \Delta E}$ is obtained by replacing $g\left(v_{1}, v_{2}, v_{0}, x, \Delta E, \gamma\right)$ by its approximate value $\tilde{g}=1 /\left\{m_{e}^{2} v_{R}^{2}(\gamma)-q^{2}(x)\right\} \quad$ in equation (2.7.41). The integrals can now be evaluated analytically giving, for $\quad 0 \leqslant \triangle E \leqslant \triangle E_{0}$

$$
\begin{equation*}
\frac{d \sigma^{Q 1 B}}{d \Delta E}=\frac{\pi e^{4}}{E_{1} \Delta E\left(E_{1}-E_{2}-\Delta E\right)} \tag{2.7.42}
\end{equation*}
$$

Equations (2.7.37) and (2.7.42) were first obtained by Vriens (1966b) after pioneering work by Burgess (1963). If, in equations (2.7.36), (2.7.37) and (2.7.42) $E_{2}$ is replaced by zero the corresponding "Thomson" symmetrised formulae are obtained, namely

$$
\begin{align*}
& \frac{d \sigma^{D}}{d \Delta E}=\frac{\pi e^{4}}{E_{1} \Delta E^{2}}  \tag{2.7.43}\\
& \frac{d \sigma^{E}}{d \Delta E}=\frac{\pi e^{4}}{E_{1}\left(E_{1}-\Delta E\right)^{2}} \tag{2.7.44}
\end{align*}
$$

and

$$
\begin{equation*}
\frac{d \sigma^{Q B}}{d \Delta E}=\frac{\pi e^{4}}{E_{1} \Delta E\left(E_{1}-\Delta E\right)} \tag{2.7.45}
\end{equation*}
$$

These results are valid for $O \leqslant \Delta E \leqslant \frac{1}{2} E_{1}$ and can be obtained directly from the centre-of-mass angular-differential cross sections (see equations (2.4.6) to (2.4.9) ). Further, in this case the result for the interference term can also be obtained, for

$$
\frac{d \sigma^{Q I F}}{d \Delta E}=\frac{\pi e^{4}}{E_{1} \Delta E\left(E_{1}-\Delta E\right)} \cos \left\{\frac{v_{0}}{v_{1}} \log \left(\frac{\Delta E}{E_{1}-\Delta E}\right)\right\},
$$

provided $0 \leqslant \Delta E \leqslant \frac{1}{2} E_{1}$. It is interesting to note that equation (2.7.46) simplifies to equation (2.7.45) when $\Delta E=\Delta E_{0}=\frac{1}{2} E_{1}$.

In the case in which $E_{2}$ is not zero Vriens (1966b) approximated $d \sigma^{Q 1 F}$ $\overline{d \Delta E}$

$$
\begin{equation*}
\frac{d \sigma_{A}^{Q 1 F}}{d \Delta E}=\frac{d \sigma^{Q 1 B}}{d \Delta E} \cos \left[\left(\frac{U_{0}}{E_{1}-E_{2}}\right)^{1 / 2} \log \left(\frac{\Delta E}{E_{1}-E_{2}-\Delta E}\right)\right], \tag{2.7.47}
\end{equation*}
$$

where $U_{0}=\frac{1}{2} m_{e} v_{0}^{2}$. Equation (2.7.47) reduces to equation (2.7.42) for $\Delta E=\Delta E_{0}$. An alternative approximation for $\Delta E$ close to $\Delta E_{0}$ is

$$
\frac{d \sigma^{Q 1 F}}{d \Delta E}=\frac{d \sigma^{Q 1 B}}{d \Delta E}\left\{A_{0}+B_{0}\left(\frac{E_{1}-E_{2}-2 \Delta E}{E_{1}-E_{2}}\right)^{2}\right\}
$$

where $A_{0}$ and $B_{0}$ are dimensionless parameters which can be determined only by fitting to the numerical values. In particular $A_{0}$ is determined by $\frac{d \sigma^{Q 1 F}}{d \Delta E}$ at $\Delta E=\Delta E_{0}$. If $A_{0}$ is not close to unity then the approximation $\frac{d \sigma_{A}^{Q I F}}{d \Delta E}$ has little value. The parameter $A_{0}$ measures the extent to which the interference is coherent. In the accelerated symmetric model (see Thomas 1927a, Vriens 1966b) the incident electron is assumed to gain energy before it collides with a target electron in an atom or ion. In the case of a hydrogenic target, $E_{1}$ is set equal to $E_{100}+U+E_{2}$, where $E_{1 \infty}$ is the true incident energy
and $U$ is the ionization potential of the target atom. However no correction is included for the kinetic energy of the target electron and focusing effects are ignored. Nevertheless, the improvement in the agreement with more accurate results is significant. The relevant differential cross sections are

$$
\begin{equation*}
\frac{d \sigma^{D}}{d \Delta E}=\frac{\pi e^{4}}{\left(E_{1 \infty}+U+E_{2}\right) \Delta E^{2}}\left(1+\frac{4 E_{2}}{3 \Delta E}\right) \tag{2.7.49}
\end{equation*}
$$

$$
\begin{equation*}
\frac{d \sigma^{E}}{d \Delta E}=\frac{\pi e^{4}}{\left(E_{100}+U+E_{2}\right)\left(E_{100}+U-\Delta E\right)^{2}}\left\{1+\frac{4 E_{2}}{3\left(E_{100}+U-\Delta E\right)}\right\} \tag{2.7.50}
\end{equation*}
$$

$$
\frac{d \sigma^{Q I F}}{d \Delta E}=\frac{\pi e^{4}}{\left(E_{100}+U+E_{2}\right) \Delta E} \int_{-1}^{1} d x \int_{-1}^{1} d \gamma g\left(v_{1 \infty}, v_{2}, v_{0}, x, \Delta E, \gamma\right)
$$

and

$$
\frac{d \sigma^{Q 1 B}}{d \Delta E}=\frac{\pi e^{4}}{\left(E_{1 \infty}+U+E_{2}\right) \Delta E\left(E_{1 \infty}+U-\Delta E\right)}
$$

all of which are valid for $0 \leqslant \Delta E \leqslant \frac{1}{2}\left(E_{10}+U\right)$ provided $E_{100}$ is greater than $U$, the ionization potential. A complication arises if $E_{1 \infty}$ is less than $U$. In this case those energy transfers in the range $\left\{E_{1 \infty}, \frac{1}{2}\left(E_{1 \infty}+U\right)\right\}$ result in both incident and target electrons being temporarily trapped by the target nucleus to form a classical $\mathrm{H}^{-}$atom. In such collisions the two electrons repeatedly collide until one of them is free to escape. This means that the contributions to the differential cross section $\frac{d \sigma}{d \Delta E}$ in the closed-channel range $\left\{E_{1 \infty}, \frac{1}{2}\left(E_{1 \infty}+U\right)\right\}$ should be redistributed over the two open-channel ranges $\left\{O, E_{1 \infty}\right\}$ and
$-E_{2} \leqslant \Delta E \leqslant 0$ - The possibility of such collisions was not discussed by Vriens (1966b). In the unsymmetric model of Stabler (1964) these complicated collisions are ignored because the incident electron is regarded as free from the influence of the target nucleus.
2.8 The Effective Differntial Cross Section $\frac{d \sigma}{d} \frac{{ }^{2}}{d E}\left(V_{1}\right) \quad$ Averaged over a Spherical Distribution of Target Velocities for Charged-Particle Collisions.

The velocity-averaged effective differential cross section $\frac{d \sigma}{d E}\left(V_{1}\right)$ may be obtained by averaging $\frac{d \sigma_{I J}}{}$ over a given spherical velocity distributio: $\rho\left(v_{2}\right)$ usine the relevant regions as indicated in figures (2.7.1a) to (2.7.1d). The resulting formulae are extremely complicated for all but the simplest of expressions for $\rho\left(v_{2}\right)$.

In many applications the target particle is an atomic electron whose velocity distribution is usually spherically distributed in the frame of reference in which the atomic nucleus is at rest. In all but the simplest cases the exact expression for $\rho\left(v_{2}\right)$ is not known. Commonly used approximations are the stationary target model $\rho\left(v_{2}\right)=\delta\left(v_{2}\right)$ where $\delta(x)$ is the well-known Dirac delta function and the circular-orbit model $\rho\left(v_{2}\right)=\delta\left(v_{2}-v\right)$ where $v$ is some velocity characteristic of the particular target electron. In the exceptional case in which the target atom is hydrogenic the exact target electron velocity distribution, termed the Fock distribution, is given by

$$
\begin{equation*}
e\left(v_{2}\right)=\frac{32}{\pi} \cdot \frac{v^{5} v_{2}^{2}}{\left(v_{2}^{2}+v^{2}\right)^{4}}, \tag{2.8.1}
\end{equation*}
$$

for both the ground state and all uniformly-populated excited levels (see Fock 1935), where $\frac{1}{2} m_{e} v^{2}=U$.

Vriens (1966b). proposed an approximate formula for $\frac{d \sigma}{d \Delta E}\left(v_{1}\right)$ averaged over the Fock distribution in the case of the accelerated model for identical electrons. However, he also incorporated some additional
approximations in order to eliminate less important collisions and obtained (see equation (28) of Vriens 1966b)

$$
\left.\begin{array}{l}
\frac{d \sigma_{D}^{D}\left(v_{1}\right)_{\infty}}{d \Delta E} \frac{\pi e^{4}}{\left(E_{1 \infty}+2 U\right)}\{0.924 \\
\Delta E^{2} \tag{2.8.3}
\end{array} \frac{2 U}{3 \Delta E^{3}}\right\},
$$

and

$$
\begin{equation*}
\frac{d \sigma_{D}^{Q I B}\left(U_{1}\right)}{d \Delta E}=\frac{0.924 \pi e^{4}}{\left(E_{1 \infty}+2 U\right)\left(E_{1 \infty}+U-\Delta E\right) \Delta E} \tag{2.8.4}
\end{equation*}
$$

all being valid for $0 \leqslant \Delta E \leqslant \frac{1}{2}\left(E_{100}+U\right)$. The interference term quoted in equation (28) is incorrect since it contains $E_{2}$. An expression of the same type is

$$
\begin{equation*}
\frac{d \sigma}{d \sigma_{D}^{Q I F}\left(v_{10}\right)}=\frac{d \sigma_{D}^{Q I B}}{d \Delta E} \cos \left\{\left(\frac{U_{0}}{E_{100}+U}\right)^{\frac{1}{2}} \log \left(\frac{\Delta E}{E_{100}+U-\Delta E}\right)\right\} . \tag{2.8.5}
\end{equation*}
$$

In the same case, but without excluding particular collisions, Valentine (1968) computed $\frac{d \sigma^{D}}{d \overline{\Delta E}}$ and $\frac{d \sigma^{E}}{d \overline{\Delta E}}$ numerically for comparisons with more accurate classical calculations.

The analytical results in this case are for $E_{100} \geqslant U$

$$
\begin{align*}
& \frac{d \sigma^{D}\left(v_{10}\right)}{d \Delta E}=\frac{\pi e^{4}}{E_{100} \Delta E^{2}}\left\{(1-T)+\frac{4 U}{3 \Delta E}(1+T-2 x)\right\}  \tag{2.8.6}\\
& \frac{d \sigma^{E}\left(v_{10}\right)}{d \Delta E}=\frac{\pi e^{4}}{E_{1 \infty 0}\left(E_{100}+U-\Delta E\right)^{2}}\left\{(1-T)+\frac{4 U(1+T-2 x)}{3\left(E_{100}+U-\Delta E\right)}\right\} \tag{2.8.7}
\end{align*}
$$

and

$$
\begin{equation*}
\frac{d \sigma}{d \Delta E}\left(v_{100}^{Q 1 B}\right)=\frac{\pi e^{4}(1-T)}{E_{100} \Delta E\left(E_{1 \infty}+U-\Delta E\right)} \tag{2.8.8}
\end{equation*}
$$

211 being valid for $0 \leqslant \Delta E \leqslant \frac{1}{2}\left(E_{60}+U\right)$ where $E_{10}=\frac{1}{2} m_{e} v_{1 \infty}^{2}$ and the dimensionless quantities $X\left(E_{1 \infty} / U\right)$ and $T\left(E_{100} / U\right)$ are given by

$$
X\left(E_{1 \infty} / U\right)=4\left(\frac{U}{E_{10}}\right)\left[1-2\left(\frac{U}{E_{100}}\right)\left\{\left(1+\frac{E_{100}}{U}\right)^{1 / 2}-1\right\}\right]=(2.8 .9)
$$

and

$$
\begin{equation*}
T\left(E_{100} / U\right)=2\left(\frac{U}{E_{100}}\right)\left\{1-X\left(E_{1 \infty} / U\right)\right\} \tag{2.8.10}
\end{equation*}
$$

As in previous cases, the interference term can only be integrated numerically. It can be seen that the exact integrations differ from the approximations of Vriens, especially in the second term of $\frac{d \sigma_{D}^{D}}{d \Delta E}$ and $\frac{d \sigma_{D}^{E}}{d \Delta E}$. However, no analytic results can be obtained for the interference term.

These differential cross sections should be modified for $E_{100}<U$, because of the complications caused by temporary trapping of both electrons as discussed at the end of section (2.7).

In the general-mass case and even in the special limiting cases of interest no other explicit results are available for $\frac{d \sigma}{d \Delta E}$ averaged over the Pock distribution or over any comparable velocity distribution for non-hydrogenic targets.

### 2.9 Total Effective Cross Sections for Charged-Particle Collisions

It is convenient to classify the total cross sections into four types. Firstly, ionization cross sections may be defined as cross sections which include all collisions with energy transfers in excess of a fixed positive amount $U$. In contrast excitation cross sections may be defined as cross sections which include all collisions with energy transfers lying between two positive values $U_{1}<U_{2}$, even if part of this energy-transfer range may be inaccessible. By a suitable choice of $U_{2}$ ionization cross sections can be included in excitation cross sections, but to avoid possible confusion they will be treated separately. De-excitations (collisions for which $\Delta E$ is negative) will not be considered here but can be handled in a similar way.

Both excitation and ionization cross sections may be further classified according to whether they have been averaged over the magnitudes of the targevelocities. The unaveraged total cross section $\sigma\left(v_{1}, v_{2}\right)$ may be obtained by integrating $\frac{d \sigma}{d \Delta E}\left(v_{1}, v_{2}\right)$ over the relevant range of $\Delta E$. The averaged total cross section $\sigma\left(v_{1}\right)$ may be obtained either by averaging $\sigma\left(v_{1}, v_{2}\right)$ over $\rho\left(v_{2}\right)$ or by integrating $\frac{d \sigma}{d \Delta E}\left(v_{1}\right)$ over the relevant range of $\Delta E$.
(a) Unaveraged Total Cross Sections.

The most important cases of physical interest are listed below.
(i) Infinite-Mass Projectile.

The ionization cross section $\sigma\left(v_{1}, v_{2}, U\right)$ is

$$
\begin{equation*}
\sigma\left(v_{1}, v_{2}, U\right)=\frac{\pi z_{1}^{2} z_{2}^{2}}{\varepsilon_{1} U}\left\{1-\frac{U}{4\left(\varepsilon_{1}-E_{2}\right)}+\frac{2 E_{2}}{3 U}\right\} \tag{2.9.1}
\end{equation*}
$$

for $\quad 0 \leqslant U \leqslant 2 m_{2} v_{1}\left(v_{1}-v_{2}\right), \varepsilon_{1}=\frac{1}{2} m_{2} v_{1}^{2}$,

$$
\begin{aligned}
& \sigma\left(v_{1}, v_{2}, U\right)=\frac{\pi z_{1}^{2} z_{2}^{2}}{2 \varepsilon_{1} U}\left[1+\frac{U}{2 m_{2} v_{1}\left(v_{1}+v_{2}\right)}+\frac{m_{2}}{3 v_{2} U}\left\{2 v_{1}^{3}+v_{2}^{3}-\left(v_{2}^{2}+\frac{2 U}{m_{2}}\right)^{\frac{3}{2}}\right\}\right] \\
& \text { for } 2 m_{2} v_{1}\left(v_{1}-v_{2}\right) \leqslant U \leqslant 2 m_{2} v_{1}\left(v_{1}+v_{2}\right)
\end{aligned}
$$

and

$$
\sigma\left(v_{1}, v_{2}, U\right)=0 \quad, \text { for } \quad U \geqslant 2 m_{2} v_{1}\left(v_{1}+v_{2}\right)
$$

These results were first given by Vriens (1967) though the invariant cross sections of Percival and Valentine (1966) had the same regions of validity and the same high incident energy form in the important region given by equation (2.9.1).

The excitation cross section $\sigma\left(V_{1}, v_{2}, U_{1}, U_{2}\right)$ is more complicated. The simplest and most important result is

$$
\sigma\left(v_{1}, v_{2}, U_{1}, U_{2}\right)=\frac{\pi z_{1}^{2} z_{2}^{2}}{\varepsilon_{1} U_{1} U_{2}}\left(U_{2}-U_{1}\right)\left\{1+\frac{2\left(U_{1}+U_{2}\right) E_{2}}{3 U_{1} U_{2}}\right\}
$$

for $0 \leqslant U_{1} \leqslant U_{2} \leqslant 2 m_{2} v_{1}\left(v_{1}-v_{2}\right)$.
The other cases are considerably more complicated but may be obtained directly by integrating equation (2.7.31) over $\Delta E$ and by investigating the respective magnitudes of $U_{1}, U_{2}, 2 m_{2} v_{1}\left(v_{1}-v_{2}\right)$ and $2 m_{2} v_{1}\left(v_{1}+v_{2}\right)$.
(ii) Gqual-Mass Distinguishable Particles

The ionization cross section is

$$
\begin{align*}
& \sigma\left(v_{1}, v_{2}, U\right)=\pi \frac{\pi z_{1}^{2} z_{2}^{2}}{E_{1} U}\left\{1-\frac{U}{\left(E_{1}-E_{2}\right)}+\frac{2 E_{2}}{3 U}\right\} \\
& \text { for } E_{1}-E_{2} \geqslant U, \\
& \sigma\left(v_{1}, v_{2}, U\right)=\frac{2 \pi z_{1}^{2} z_{2}^{2}}{3 E_{1} U} \cdot \frac{\left(E_{1}-U\right)^{\frac{3}{2}}}{U E_{2}^{\frac{1}{2}}}
\end{align*}
$$

for $E_{1}-E_{2} \leqslant U \leqslant E_{1}$,
and

$$
\begin{equation*}
\sigma\left(v_{1}, v_{2}, u\right)=0 \quad, \text { for } u>E_{1} \tag{2.9.7}
\end{equation*}
$$

Equations (2.9.5), (2.9.6) and (2.9.7) were first given by Stabler (1964), though Thomas (1927a) had derived expression (2.9.5) and Ochkur and Petrunkin (1963) had obtained equivalent numerical results.

The excitation cross section $\sigma\left(v_{1}, v_{2}, V_{1}, V_{2}\right)$ has also been given by Stabler. He considered four separate cases together with another added in the footnotes. The simplest and most important result. is

$$
\sigma\left(v_{1}, v_{2}, U_{1}, u_{2}\right)=\frac{\pi z_{1}^{2} z_{2}^{2}\left(U_{2}-U_{1}\right)}{E_{1} U_{1} U_{2}}\left\{1+\frac{E_{2}\left(U_{1}+U_{2}\right)}{3 U_{1} U_{2}}\right\}_{(2.9 .8)}
$$

$$
\text { for } \quad 0 \leqslant U_{1} \leq U_{2} \leqslant E_{1}-E_{2}
$$

(iii) Identical Electrons

The ionization cross sections can be obtained from equations $(2.7 .36),(2.7 .37),(2.7 .41)$ and $(2.7 .42)$ and may be written

$$
\begin{align*}
& \sigma^{D}\left(v_{1}, v_{2}, U\right)=\frac{\pi e^{4}}{E_{1} U}\left\{1-\frac{2 U}{\left(E_{1}-E_{2}\right)}\right\} \cdot\left[1+\frac{2 E_{2}}{3 U}\left\{1+\frac{2 U}{\left(E_{1}-E_{2}\right)}\right\}\right],(2.9 .9) \\
& \sigma^{E}\left(v_{1}, v_{2}, U\right)=\frac{\pi e^{4}}{E_{1} U}\left\{\frac{2 U}{\left(E_{1}-E_{2}\right)}-\frac{U}{\left(E_{1}-E_{2}-U\right)}\right\} \cdot\left[1+\frac{2 E_{2}}{3 U}\left\{\frac{2 U}{\left(E_{1}-E_{2}\right)}+\frac{U}{\left(E_{1}-E_{2}-U\right)}(2.9 .10)\right],\right. \\
& \sigma^{C S}\left(v_{1}, v_{2}, U\right)=\sigma^{D}+\sigma^{E}=\frac{\pi e^{4}}{E_{1} U}\left\{1-\frac{U}{\left(E_{1}-E_{2}-U\right)}\right\}\left[1+\frac{2 E_{2}}{3 U}\left\{1+\frac{U}{\left(E_{1}-E_{2}-U\right)}(2.9 .11)\right],\right. \tag{2.9.11}
\end{align*}
$$

$\sigma^{Q \mid F}\left(v_{1}, v_{2}, v\right)=\frac{\pi e^{4}}{2 E_{1}} \int_{u}^{\frac{1}{2}\left(E_{1}-E_{2}\right)} \frac{d \Delta E}{\Delta E} \int_{-1}^{1} d x \int_{-1}^{1} d \gamma . g$,
and
$\sigma^{Q 1 B}\left(v_{1}, v_{2}, U\right)=\frac{\pi e^{4}}{E_{1}\left(E_{1}-E_{2}\right)} \log \frac{\left(E_{1}-E_{2}-U\right)}{U}$,
all being valid for $\quad 0 \leqslant U \leqslant \frac{1}{2}\left(E_{1}-E_{2}\right)$.
Equations (2.9.9), (2.9.10) and (2.9.13) were obtained by Vriens (1966b), though the last equation was given incorrectly in Vriens (1966a). The interference term has not been given previously, but cannot be evaluated analytically. Vriens (1966b) proposed an approximation

$$
\sigma_{c}^{Q I F}\left(v_{1}, v_{2}, U\right)=\sigma^{Q 1 B} \cos \left\{\left(\frac{U_{0}}{E_{1}-E_{2}}\right)^{1 / 2} \log \frac{\left(E_{1}-E_{2}-U\right)}{U}\right\} .(2.9 .14)
$$

Two other approximations can be obtained by integrating the approximate expressions in equations (2.7.47) and (2.7.48) for $\frac{d \sigma}{d \Delta E}$. The former cannot be integrated analytically. The latter is easily integrated, but it is more convenient to use the value obtained from equation (2.9.12) to fix the value of the parameter $B_{0}$ in equation (2.7.48).

In the accelerated treatment for ionization $E_{1}$ is replaced by $E_{100}+U+E_{2}$ so that the modified cross sections are valid for $E_{100} \geqslant U$. For convenience these cross sections are also listed below.

$$
\begin{equation*}
\sigma^{D}\left(v_{1 \infty}, v_{2}, U\right)=\frac{\pi e^{4}}{\left(E_{1 \infty}+U+E_{2}\right) U}\left\{1-\frac{2 U}{\left(E_{1 \infty}+U\right)}\right\}\left[1+\frac{2 E_{2}}{3 U}\left\{1+\frac{2 U}{\left(E_{1 \infty}+U\right)}\right\}\right] \tag{2.9.15}
\end{equation*}
$$

$$
\begin{align*}
& \sigma^{E}\left(v_{10,}, v_{2}, U\right)=\frac{\pi e^{4}}{\left(E_{100}+U+E_{2}\right) U}\left\{\frac{2 U}{\left(E_{10}+U\right)}-\frac{U}{E_{100}}\right\}\left[1+\frac{2 E_{2}}{3 U}\left\{\frac{2 U}{\left(E_{10}+U\right)}+\frac{U}{E_{100}}\right\}\right], \\
& \sigma^{c}\left(v_{100}, v_{2}, U\right)=\frac{\pi e^{4}}{\left(E_{100}+U+E_{2}\right) U}\left(1-\frac{U}{E_{100}}\right)\left\{1+\frac{2 E_{2}}{3 U}\left(1+\frac{U}{E_{100}}\right)\right\}, \\
& \sigma^{Q 18}\left(v_{1 \infty}, v_{2}, U\right)=\frac{\pi e^{4}}{\left(E_{1 \infty}+U+E_{2}\right)\left(E_{100}+U\right)} \log \frac{E_{1 \infty}}{U},  \tag{2.9.17}\\
& \sigma^{Q 1 F}\left(v_{1 \infty}, v_{2}, U\right)=\frac{\pi e^{4}}{2\left(E_{1 \infty}+U+E_{2}\right)} \int_{U}^{\frac{1}{2}\left(E_{100}+U\right)} \frac{d \Delta E}{\Delta E} \int_{-1}^{1} d x \int_{-1}^{1} d \gamma g\left(v_{1 \infty}\right),  \tag{2.9.18}\\
& \text { and } \\
& \sigma^{Q S}\left(v_{1 \infty}, v_{2}, U\right)=\sigma^{C S}-\sigma^{Q 1 F}
\end{align*}
$$

The excitation cross sections in the symmetric unaccelerated model can be treated in a similar way and. if required they can be derived from the expressions for the accelerated model treated below.

Firstly, suppose that $E_{100}$ is greater than $U$. Then the excitation cross sections for $\Delta E$ lying between $U_{1}$ and $U_{2}$ are given by

$$
\begin{aligned}
& \sigma^{D}\left(v_{1 \infty}, v_{2}, U_{1}, U_{2}\right)=\frac{\pi e^{4}\left(U_{2}-U_{1}\right)}{\left(E_{1 \infty}+U+E_{2}\right) U_{1} U_{2}}\left\{1+\frac{2 E_{2}\left(U_{1}+v_{2}\right)}{3 U_{1} U_{2}}\right\}, \\
& \sigma^{E}=\frac{\pi e^{4}\left(U_{2}-U_{1}\right)}{\left(E_{10}+U+E_{2}\right)\left(E_{10}+U-U_{1}\right)\left(E_{10}+U-U_{2}\right)}\left\{1+\frac{2 E_{2}\left(2 E_{100}+2 U-U_{1}-U_{2}\right)}{3\left(E_{1 \infty}+U-u_{1}\right)\left(E_{100}+U-U_{2}\right)}\right\},
\end{aligned}
$$

$$
\begin{aligned}
& \sigma^{C S}\left(v_{10}, v_{2}, U_{1}, U_{2}\right)=\sigma^{D}+\sigma^{E}, \\
& \sigma^{Q 1 B}\left(v_{10,} v_{2}, U_{1}, U_{2}\right)=\frac{\pi e^{4}}{\left(E_{100}+U+E_{2}\right)\left(E_{10}+U\right)} \log \left\{\frac{U_{2}\left(E_{100}+U-U_{1}\right)}{U_{1}\left(E_{100}+U-U_{2}\right)}\right\}_{(2.9 .24)}, \\
& \sigma^{Q 1 F}\left(v_{1 \infty}, v_{2}, U_{1}, U_{2}\right)=\frac{\pi e^{4}}{2\left(E_{100}+U_{+}+E_{2}\right)} \int_{U_{1}}^{U_{2}} \frac{d \Delta E}{\Delta E} \int_{-1}^{1} d x \int_{-1}^{1} d \gamma g,
\end{aligned}
$$

and

$$
\begin{equation*}
\sigma^{Q S}\left(v_{1 \infty}, v_{2}, U_{1}, U_{2}\right)=\sigma^{C S}-\sigma^{Q \mid F}, \tag{2.9.26}
\end{equation*}
$$ all being valid for $0 \leqslant U_{1} \leqslant U_{2} \leqslant\left(\frac{E_{10}+U}{2}\right) \leqslant E_{1 \infty}$.

If $U_{2}>\frac{\left(E_{1 \infty}+U\right)}{2}$ and $E_{1 \infty}>U^{2}$ then $U_{2}$ should be replaced by $\frac{1}{2}\left(E_{100}+U\right)$ in equations (2.9.21) to (2.9.26). Equations (2.9.21) to (2.9.24) were given by Vriens (1966b), but the condition $U_{2}>\frac{1}{2}\left(E_{100}+U\right)$ was not considered.

Now suppose that $E_{1 \infty}$ is less than the ionization threshold $U$. If $E_{100}>U_{2}$ equations (2.9.21) to (2.9.26) are unchanged, but if $U_{2}<E_{1 \infty}, U_{2}$ should be replaced by $E_{1 \infty 0}$, since the remaining range $\left\{E_{1 \infty}, \frac{1}{2}\left(E_{1 \infty}+U\right)\right\}$ leads to temporary capture of both electrons (see section (2.7b)). The contribution to the excitation cross sections from this capture region could be obtained using a random walk procedure (see for example Hammersley and Handscomb 1964) but the additional effort would not be justified beceuse even the symmetrised accelerated binary-encountcr model considerably overestimates the exact-
classical excitation cross section for incident energies below the ionization threshold (see for example Valentine 1968). A simple analytic estimate for this correction can be obtained by assuming that a fraction $\alpha$ of the capture collisions is redistributed uniformly in the excitation rance $\left[0, E_{\infty}\right]$ and that the remaining fraction $1-\alpha$ leads to de-excitations. Now the total capture cross section can be obtained from equations (2.9.21) to (2.9.26) with $U_{I}$ and $U_{2}$ replaced by $E_{100}$ and $\frac{1}{2}\left(E_{1 \infty}+U\right)$ respectively. The contributions to the required excitation cross sections can be determined by multiplyine the total capture cross section by the factor $\alpha\left(U_{2}-U_{1}\right) / E_{100}$ if $E_{100}>U_{2}$ and by the factor $\alpha\left(E_{100}-U_{1}\right) / E_{100}$ if $U_{1}<E_{1 \infty}<U_{2}$. For most purposes $\alpha=\frac{1}{2}$ should suffice. Clearly, all excitation cross sections are zero if $E_{100}<U_{1}$ and all ionization cross sections are zero if $E_{100}<U$. (b) Averaged Total Cross Sections

In the general-mass case the results are too tedious to be presented in detail, but the more important special cases are considered below.
(i) Infinite-Mass Projectile

The total ionization cross section averaced over the Fock distribution given in equation (2.9.1) was calculated numerically both by Percival and Valentine (1966), usins invariant cross sections, and by McDowell (1966) using invariant rates. Vriens (1967) obtained an analytic formula for the incident velocity region $v_{1}>\frac{1}{2} v$, though the expression is so complicated that it is not immediately obvious what high incident velocity form the cross section takes. No formula was given for the low incident
velocity region $v_{1}<\frac{1}{2} v$ in which the corresponding Thomson formula is zero. The low-velocity form of the ionization cross section can be obtained by expanding the terms in equation (2.9.2) for small $v_{1}$ and simultaneously $v_{2} \geqslant\left(v^{2}-4 v_{1}^{2}\right) / v_{1}$ and then averaging over $v_{2}$. Direct evaluation of equation (2.9.2) for numerical integration, say, can lead to numerical errors for small $V_{1}$, since the expansion of the separate terms contains leading terms of order $v_{1}^{-4}, v_{1}^{-2}$ and $v_{1}^{0}$, all. of which exactly cancel when they are collected together. The low incident velocity form of the ionization cross section averaged over the Fock distribution is

$$
\sigma\left(v_{1} / v\right)=k\left(v_{1} / v\right)^{7}+O\left\{\left(v_{1} / v\right)^{9}\right\}
$$

Fairly accurate target electron velocity distributions have been used to obtain total ionization cross sections for non-hydrogenic atoms by proton impact (see for example Catlow and McDowell 1967 and Bates and Kingston 1970), but, in contrast, no exact results are available for averaged proton-excitation cross sections for any atomic targets.
(ii) Equal-Mass Distinguishable Particles.

Fock-averaged electron-hydrocen ionization cross sections have bean evaluated numerically by Kingston (1966) and analytically by McDowell (1966). In this case the result is simpler than the corresponding expression derived by Vriens (1967) for infinite-mass projectiles. McDowell obtained

$$
\begin{align*}
\sigma\left(E_{1}, U\right)= & \frac{8 e^{4}}{3 v^{2} \pi} \cdot x^{-2}\left(x^{2}+1\right)^{-4}\left\{\left(5 x^{4}+15 x^{3}-3 x^{2}-7 x+6\right)(x-1)^{1 / 2}\right. \\
+ & \left(5 x^{5}+17 x^{4}+15 x^{3}-25 x^{2}+20 x\right) \tan ^{-1}(x-1)^{1 / 2} \\
& \left.-24 x^{3 / 2} \log \left|\frac{x^{1 / 2}+(x-1)^{1 / 2}}{x^{1 / 2}-(x-1)^{1 / 2}}\right|\right\}, \text { with } x=\frac{E_{1}}{U} . \quad \text { (2.9.28) } \tag{2.9.28}
\end{align*}
$$

Kingston (1968) has also obtain ${ }_{i}$ ned numerical values for electron-hydrogen ionization cross sections in which the atom is initially in different excited levels $(n, l)$ which are obtained by averaging uniformly over all orientations $m_{L}$. The first non-hydrogenic targets were considered by Catlow and MCDowell (1967) for ionization only. Flannery (1970a) has presented some numerical values for Fock-averaged electron-hydrogen excitation cross sections in the special case of $n \rightarrow n+1$ transitions with $n=20$ and $n=100$.
(iii) Identical Electrons

The total ionization cross section averaged over the Frock distribution for the symmetric accelerated model was evaluated numerically by Valentine (1968). The analytic results can be obtained very simply from the averaged differential cross sections $\frac{d \sigma}{d \Delta E}\left(v_{10}\right)$ in equations (2.8.6) to (2.8.8). The results may be written

$$
\begin{align*}
& \sigma^{D}\left(E_{10,} U\right)=\frac{\pi e^{4}}{U^{2}}\left(\frac{U}{E_{10}}\right)\left[\left\{1-\frac{2 U}{\left(E_{100}+U\right)}\right\}(1-T)+\frac{2}{3}\left\{1-\frac{4 U^{2}}{\left(E_{100}+U\right)^{2}}\right\}(1+T-2 x)\right], \\
& \sigma^{E}\left(E_{100}, U\right)=\frac{\pi e^{4}}{U^{2}}\left(\frac{U}{E_{100}}\right)\left[\left\{\frac{2 U}{\left(E_{100}+U\right)}-\frac{U}{E_{100}}\right\}(1-T)+\frac{2}{3}\left\{\frac{4 U^{2}}{\left(E_{10}+U\right)^{2}}-\frac{U^{2}}{E_{10}^{2}}\right\}(1+T-2 x)\right] \\
& \sigma^{S S}\left(E_{10,} U\right)=\frac{\pi e^{4}}{U^{2}}\left(\frac{U}{E_{100}}\right)\left[\left(1-\frac{U}{E_{100}}\right)(1-T)+\frac{2}{3}\left(1-\frac{U^{2}}{E_{100}^{2}}\right)(1+T-2 x)\right], \\
& \sigma^{Q 1 B}\left(E_{10,}, U\right)=\frac{\pi e^{4}}{U^{2}} \cdot\left(\frac{U}{E_{10}}+U\right) \cdot \frac{U}{E_{100}} \cdot(1-T) \log \frac{E_{100}}{U},
\end{align*}
$$

and

$$
\sigma^{Q 1 F}\left(E_{100}, U\right)=\frac{\pi e^{4}}{2} \int_{0}^{\infty} \frac{d v_{2} \rho\left(v_{2}\right)}{\left(E_{100}+U+E_{2}\right)} \int_{U}^{\left(E_{60}+U\right)} \frac{d \Delta E}{2} \int_{-1}^{1} d x \int_{-1}^{1} d \gamma g,
$$

where $X\left(E_{100} / U\right)$ and $T\left(E_{100} / U\right)$ are defined in equations (2.8.9) and (2.8.10) respectively. Vriens (1966b) obtained the approximate formulae

$$
\begin{aligned}
& \sigma_{E}^{C S}\left(E_{100}, U\right)=\frac{\pi e^{4}}{U^{2}}\left(\frac{U}{E_{100}+2 U}\right)\left[0.924\left(1-\frac{U}{E_{100}}\right)+\frac{1}{3}\left(1-\frac{U^{2}}{E_{100}^{2}}\right)\right],(2.9 .34) \\
& \sigma_{E}^{Q 18}\left(E_{100}, U\right)=0.924 \frac{\pi e^{4}}{U^{2}}\left(\frac{U}{E_{100}+2 U}\right)\left(\frac{U}{E_{100}+U}\right) \log \frac{E_{100}}{U},
\end{aligned}
$$

and

$$
\sigma_{E}^{Q 1 F}\left(E_{1 \infty}, U\right)=\sigma_{E}^{Q 1 B} \cos \left\{\left(\frac{U_{0}}{E_{1 \infty}+U}\right)^{1 / 2} \log \frac{E_{1 \infty}}{U}\right\}
$$

where $U_{0}$ is the ionization potential of the ground state of atomic hydrogen (that is, $U_{0}$ is equal to the Rydberg unit of energy).

The total excitation cross sections can also be obtained from equations (2.8.6) to (2.8.8) and may be written

$$
\begin{align*}
& \sigma^{D}\left(E_{100}, U_{1}, U_{2}\right)=\frac{\pi e^{4}}{U^{2}} \cdot\left(\frac{U}{E_{100}}\right)\left\{\frac{U\left(U_{2}-U_{1}\right)}{U_{1} U_{2}}\right\}\left\{(1-T)+\frac{2 U\left(U+U_{2}\right)}{3 U U_{2}}(1+T-2 x)\right\}, \\
& \sigma^{E}\left(E_{100}, U_{1}, U_{2}\right)=\frac{\pi e^{4}}{U^{2}}\left(\frac{U}{E_{100}}\right)\left\{\frac{U\left(U_{2}-U_{1}\right)}{\left(E_{100}+U-U_{1}\right)\left(E_{100}+U-U_{2}\right)}\right\} \times\left\{(1-T)+\frac{2 U\left(2 E_{100}+2 U-U_{1}-U_{2}\right)}{3\left(E_{100}+U-U_{1}\right)\left(E_{100}+U-U_{2}\right)} \times(1+T-2 x)\right\}, \\
& \quad(2.9 .38) \\
& \sigma^{Q 1 B}\left(E_{100}, U_{1}, U_{2}\right)=\frac{\pi e^{4}}{U^{2}}\left(\frac{U}{E_{100}}\right)\left(\frac{U}{E_{100}+U}\right)(1-T) \log \left\{\frac{U_{2}\left(E_{100}+U-U_{1}\right)}{U_{1}\left(E_{100}+U-U_{2}\right)}\right\},
\end{align*}
$$

and

$$
\begin{align*}
& \sigma^{Q I F}\left(E_{1 \infty}, U_{1}, U_{2}\right)=\frac{\pi e^{4}}{2} \int_{0}^{\infty} \frac{d v_{2} e^{\left(v_{2}\right)}}{\left(E_{100}+U+E_{2}\right)} \int_{U_{1}}^{U_{2}} \frac{d \Delta E}{\Delta E} \int_{-1}^{1} d x \int_{-1}^{1} d \gamma g,
\end{align*}
$$

If $U_{1} \leqslant \frac{1}{2}\left(E_{100}+U\right) \leqslant U_{2} \leqslant E_{1 \infty}$ then $U_{2}$ should be replaced by $\frac{1}{2}\left(E_{1 \infty}+U\right)$ in
equations (2.9.37) to (2.9.40). This region was not considered correctly by Vriens (1966b). The results for $E_{100}<U$ are less reliable because of the difficulty in treating the capture region $E_{100} \leqslant \triangle E \leqslant \frac{1}{2}\left(E_{100}+U\right)$. Nevertheless, if this region is neglected then the results are unchanged if $E_{1 \infty} \geqslant U_{2}$ and can be obtained from equations (2.9.37) to (2.9.40) by replacing $U_{2}$ by $E_{100}$. An approximate formula for the correction arising from the redistribution of capture orbits can be derived in a similar way to that described in section (2.9a(iii)) except that in the present case the total capture cross section can be derived from equations (2.9.37) to (2.9.40) by replacing $U_{1}$ and $U_{2}$ by $E_{1 \infty 0}$ and $\frac{1}{2}\left(E_{100}+U\right)$ respectively.

The symmetric accelerated model has been applied to ionization and excitation of non-hydrogenic atoms by Tripathi et al. (1969).

## (iv) i Semi-Empirical Decelerated Model for Total Ionization of Hydrozen Atoms by Incident Positrons

The accelerated symmetric model for identical electrons is obtained from the unsymmetric case by substitutine $E_{100}+U+E_{2}$ for $E_{1}$. In this way, the region $E_{1}-E_{2} \leqslant U \leqslant E_{1}$, which is important for low incident enercies in tho unsy, motric treatmont, is automatically oxcluded in the synotric nodel. Suppose that for incidont positron; a decolerated model is defined by replacine $E_{1}$ by $E_{100}-\alpha V-\beta E_{2}$ in the unsymmetric case, where $\alpha$ and $\beta$ are positive constants. Now, the region $E_{1}-E_{2} \leq U \leq E_{1}$ is enhanced rather than excluded and the threshold energy for ionization is siven by $(1+\alpha) U+\beta E_{2}$. The natural choice $\alpha=1$ and $\beta=1$ therefore leads to the wrone throshold onergy. In fact
$\alpha=0$, but $\beta$ need not necessarily be zero since $E_{2}$ may assume a range of values including zero. By comparison with the symmetric treatment $\beta=1$ is used henceforth. Finally, the modified total ionization cross section obtained from equations (2.9.5) - (2.9.7) with $E_{1}=E_{100}-E_{2}$ may be averaged numerically over the Fook velocity distribution of the atomic electron 2 .












### 2.10 Comparison of Binary-Encounter Total Ionization Cross Sections with Exact-Classical Results

In the special case of charged particles incident upon hydrogen atoms which are initially in a uniformly-populated level $n$, the binaryencounter results for ionization can be compared with exact-classical calculations. It is obvious from the explicit formulae for the binaryencounter ionization cross sections $\sigma\left(E_{1}, U\right)$ for incident energy $E_{\text {, }}$ and target binding energy $U$, that, with the exception of the interference contribution, $\sigma\left(E_{1}, U\right)$ obeys the classical scaling law

$$
\begin{equation*}
\sigma\left(E_{1,} U\right)=\theta^{2} \sigma\left(\theta E_{1}, \theta U\right), \text { for arbitrary } \theta>0 \tag{2.10.1}
\end{equation*}
$$

Abrines and Percival (1966b) have shown that the same law applies to cross sections derived from the exact-classical approach for three interacting charged particles. Hence all comparisons can be made at a single value of the binding energy $U$ which can be conveniently set equal to the ionization potential of the ground state of atomic hydrogen. Cross sections from any other level $n$ can be obtained from those for the ground state via equation (2.10.1) with $\theta=n^{-2}$.

Various types of incident particle have been employed in exactclassical calculations. Abrines and Percival (1966b) considered the case of incident protons, Abrines, Percival and Valentine (1966) investigated electron collisions and Percival and Valentine (1967) studied incident positrons. In all three cases the mass of the proton was not taken to be infinite. Electron collisions have also been studied by Brattsev and Ochkur (1967) using a very similar technique
but with an infinitely-massive target nucleus. Each of these processes is compared separately below.
(a) Infinite-Mass Projectile

No ${ }^{\text {binary-encounter results for finite-mass incident protons are }}$ available. However, at incident proton energies $E_{1}$ above / Kev. , the approximation of replacing the incident proton by an infinite-mass projectile moving with the same speed should have a negligible effect on the binary-encounter ionization cross sections. A very convenient approximate relationship between the incident proton energy $E_{1}$ in Kev. and the equivalent incident energy $\varepsilon_{1}=\frac{1}{2} m_{e} v_{1}^{2}$ for the infinite-mass projectile is given by

$$
\begin{equation*}
E_{1}=\left(\frac{\varepsilon_{1}}{U}\right) \cdot 25 \text { Kev. } \tag{2.10.2}
\end{equation*}
$$

The relevant cross sections are displayed in figure (2.10.1) in the form of a Bethe plot ( $\sigma E_{1}$ versus $\left.\log E_{1}\right)$ so that the high incident energy form of the ionization cross section

$$
\begin{equation*}
\sigma\left(E_{1}\right) \sim \frac{20}{3}\left(\frac{25}{E_{1}}\right) \pi a_{0}^{2} \tag{2.10.3}
\end{equation*}
$$

can be demonstrated clearly.
The simplest of the binary-encounter results is the Thomson formula given by equation (2.9.1) with $E_{2}=0$. By comparison with more refined binary-encounter models and with the exact-classical results the Thomson formula is too small by a factor $5 / 3$ at high incident energies and so the Thomson formula scaled up by the factor $5 / 3$ has been plotted. The reason for this disagreement at high incident energies is that the neslected term in equation (2.9.1) contains a factor $E_{2} / U$ whose

average over the initial target velocity distribution is equal to unity by the Virial Theorem for charged particles. The neglected term is therefore of the same order of magnitude as the first term in equation (2.9.1) even for high incident energies. It is clear from equation (2.7.30) that the Thomson model is only accurate if. $\Delta E \gg E_{2} \sim U$. The circular-orbit model given by equations (2.9.1), (2.9.2) and (2.9.3) with $E_{i}=U$ and the Fock-averaged model of McDowell (1966) and Vriens (1967) are also displayed. The incident energy range below about 6.25 Kev. was not covered by Vriens and McDowell but was determined numerically and was found to agree at low energies with the threshold law given by equation (2.9.27).

The exact-classical results of Abrines and Percival (1966b) have been supplemented at lower incident energies (see section (3.3)). It was pointed out by Percival and Valentine (1966) that the binaryencounter results should be interpreted as electron-loss cross sections rather than purely ionization values. For this reason both ionization and electron-loss results are displayed in figure (2.10.1). It is worth noting that the 7 points with highest incident energy were obtained from the same pseudo-random numbers so that the shape of the curve in this region is more reliable than the absolute values.

## (b) Incident Electrons

In this case there are more possible binary-encounter ionization models. The cross sections in units of $\pi a_{0}^{2}$ are listed in table (2.10.2) as functions of the incident energy $E_{1 \infty}$ in units of the ionization potential of the ground state of atomic hydrogen and are

| $E_{100} / \omega$ | $\sigma_{1}$ <br> $\left(\pi a_{0}^{2}\right)$ | $\sigma_{2}$ <br> $\left(\pi a_{0}^{2}\right)$ | $\sigma_{3}$ <br> $\left(\pi a_{0}^{2}\right)$ | $\sigma_{4}$ <br> $\left(\pi a_{0}^{2}\right)$ | $\sigma_{5}$ <br> $\left(\pi a_{0}^{2}\right)$ | $\sigma_{6}$ <br> $\left(\pi a_{0}^{2}\right)$ | $\sigma_{7}$ <br> $\left(\pi a_{0}^{2}\right)$ | $\sigma_{8}$ <br> $\left(\pi a_{0}^{2}\right)$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 1.05 | 0.181 | 0.028 | 0.144 | 0.047 | 0.098 | 0.155 | 0.132 | - |
| 1.10 | 0.331 | 0.077 | 0.267 | 0.122 | 0.183 | 0.289 | 0.245 | 0.19704 |
| 1.15 | 0.454 | 0.135 | 0.372 | 0.208 | 0.256 | 0.404 | 0.342 | - |
| 1.20 | 0.556 | 0.199 | 0.463 | 0.296 | 0.319 | 0.505 | 0.426 | - |
| 1.25 | 0.640 | 0.267 | 0.542 | 0.384 | 0.375 | 0.593 | 0.499 | 0.34704 |
| 1.30 | 0.710 | 0.337 | 0.610 | 0.469 | 0.423 | 0.669 | 0.562 | - |
| 1.40 | 0.816 | 0.482 | 0.720 | 0.627 | 0.502 | 0.7949 | 0.665 | - |
| 1.50 | 0.889 | 0.629 | 0.804 | 0.763 | 0.563 | 0.889 | 0.743 | - |
| 1.60 | 0.937 | 0.775 | 0.868 | 0.879 | 0.610 | 0.962 | 0.803 | 0.61706 |
| 1.80 | 0.988 | 1.060 | 0.953 | 1.055 | 0.675 | 1.058 | 0.883 | - |
| 2.00 | 1.000 | 1.333 | 1.000 | 1.170 | 0.712 | 1.111 | 0.928 | 0.81706 |
| 2.50 | 0.960 | 1.600 | 1.031 | 1.292 | 0.741 | 1.143 | 0.960 | $0.83 \neq 02$ |
| 3.20 | 0.859 | 1.515 | 0.992 | 1.275 | 0.720 | 1.091 | 0.926 | 0.79704 |
| 4.00 | 0.750 | 1.333 | 0.917 | 1.175 | 0.670 | 1.000 | 0.859 | 0.76704 |
| 6.40 | 0.527 | 0.926 | 0.711 | 0.873 | 0.526 | 0.760 | 0.672 | 0.67704 |
| 8.00 | 0.437 | 0.762 | 0.613 | 0.732 | 0.455 | 0.648 | 0.581 | - |
| 10.00 | 0.360 | 0.622 | 0.520 | 0.605 | 0.387 | 0.545 | 0.496 | 0.51702 |
| 12.00 | 0.306 | 0.525 | 0.451 | 0.515 | 0.336 | 0.470 | 0.432 | - |
| 16.00 | 0.234 | 0.400 | 0.356 | 0.395 | 0.266 | 0.368 | 0.343 | 0.35702 |
| 20.00 | 0.190 | 0.323 | 0.294 | 0.320 | 0.220 | 0.302 | 0.284 | - |
| 25.21 | 0.152 | 0.258 | 0.239 | 0.256 | 0.179 | 0.244 | 0.232 | 0.25702 |
| 40.00 | 0.097 | 0.164 | 0.156 | 0.164 | 0.117 | 0.159 | 0.153 | $0.16 \neq 01$ |
| 60.00 | 0.066 | 0.110 | 0.106 | 0.110 | 0.080 | 0.107 | 0.105 | - |
| 100.00 | 0.040 | 0.066 | 0.065 | 0.066 | 0.049 | 0.065 | 0.064 | - |

Table 2.10.2 Total reduced classical ê-H ionization cross sections as a function of the incident energy $E_{1 \infty}$ in units of the target ionization poteritial $U$. Binary-encounter values; $\sigma_{1}$ to $\sigma_{7}$ (aee text). Exact-ciassical values $\sigma_{8}$. Errors in $\sigma_{8}$ represent approximate statistical $2 / 3$ confidence limits.
defined below.
$\sigma_{1}$ is the unsymmetric Thomson formula given by equation (2.9.5) with $E_{1}=E_{100}$ and $E_{2}=0$.
$\sigma_{2}$ is the unsymmetric circular-orbit model of Stabler given by equations (2.9.5) and (2.9.6) with $E_{1}=E_{100}$ and $E_{2}=U$.
$\sigma_{3}$ is the accelerated symmetric circular-orbit model of Vriens given by equation (2.9.17) with $E_{2}=U$.
$\sigma_{4}$ is the Fock-averaged unsymmetric model given by equation (2.9.28).
$\sigma_{5}$ is the approximate Fock-averaged accelerated symmetric model given by equation (2.9.34).
$\sigma_{6}$ is the scaled accelerated symmetric Thomson model civen by equation (2.9.17) with $E_{2}=0$ and then multiplied by $5 / 3$.
$\sigma_{7}$ is the exact Fock-averaged accelerated symmetric model given by equation (2.9.31).
$\sigma_{8}$ is the exact-classical ionization cross section with its associated statistical error taken from Valentine (1968).

One should expect the binary-encounter results for incident electrons or positrons to be no better than the proton results at the sarre velocity arne in the proton cure the motion of the incident particle is not affected by the collision. At high incident energies the electron binary-encounter cross sections should approach the exact-classical values. In order to emphasise the high energy form, the binary-encounter cross sections may be expanded in inverse powers of the incident energy as follows:

$$
\sigma_{1}=4\left(\frac{U}{E_{100}}\right)\left\{1-\left(\frac{U}{E_{1 \infty}}\right)\right\} \pi a_{0}^{2} \text {, exactly, (2.10.4) }
$$

$$
\begin{aligned}
& \sigma_{2}=\frac{20}{3}\left(\frac{U}{E_{100}}\right)\left\{1-\frac{3}{5}\left(\frac{U}{E_{10}}\right)\right\}+0\left\{\left(\frac{U}{E_{100}}\right)^{3}\right\} \pi a_{0}^{2}, \\
& \sigma_{3}=\frac{20}{3}\left(\frac{U}{E_{100}}\right)\left\{1-\frac{13}{5}\left(\frac{U}{E_{10}}\right)\right\}+0\left\{\left(\frac{U}{E_{10}}\right)^{3}\right\} \pi a_{0}^{2}, \\
& \sigma_{4}=\frac{20}{3}\left(\frac{U}{E_{10}}\right)\left\{1-\frac{3}{5}\left(\frac{U}{E_{10}}\right)\right\}+0\left\{\left(\frac{U}{E_{100}}\right)^{5 / 2}\right\} \pi a_{0}^{2}, \\
& \sigma_{5}=\frac{15.1}{3}\left(\frac{U}{E_{10}}\right)\left\{1-3\left(\frac{U}{E_{10}}\right)\right\}+O\left\{\left(\frac{U}{E_{100}}\right)^{3}\right\} \pi a_{0}^{2}, \\
& \sigma_{6}=\frac{20}{3}\left(\frac{U}{E_{1 \infty}}\right)\left\{1-2\left(\frac{U}{E_{1 \infty}}\right)\right\}+O\left\{\left(\frac{U}{E_{10}}\right)^{3}\right\} \pi a_{0}^{2}, \\
& \sigma_{7}=\frac{20}{3}\left(\frac{U}{E_{10}}\right)\left\{1-\frac{13}{5}\left(\frac{U}{E_{10}}\right)\right\}+O\left\{\left(\frac{U}{E_{10}}\right)^{5 / 2}\right\} \pi a_{0}^{2},
\end{aligned}
$$

and

$$
\sigma_{8}=\frac{20}{3}\left(\frac{U}{E_{100}}\right)+?
$$

As expected the Thomson result $\sigma_{1}$ is too small by a factor $5 / 3$ at high energies. All other approximations apart from the Vriens result $\sigma_{5}$ agree with the leading term in the high-energy expansion of the exact-classical values. Vriens obtains $\sigma_{5}$ by omitting certain regions of integration for which this approximation is poor. However, either this operation han not bow carried out correctly, or else his assumptions are wrong, since such modifications should not affect the leading term in the expansion if the unmodified term agrees with the exact-classical value. For this reason $\sigma_{5}$ may be regarded as empirical and may be eliminated from the rest of this discussion. It is interesting to note that the first two leading terms of the velocity-averaged cross
sections $\sigma_{4}$ and $\sigma_{7}$ acree with those of the corresponding unaveraged formulae $\sigma_{2}$ and $\sigma_{3}$, showing that the velocity-averaging procedure gives different results only for intermediate or low incident energies. It is not difficult to show that this result is also true for incident protons. The statistical errors in the exact-classical results are too large to accurately specify the second term in the expansion, but, by comparison in table (2.10.2) $\sigma_{6}$ appears to agree best, yet $\sigma_{7}$ is also within the statistical errors.

Although none of the binary-encounter models should be accurate just above the ionization threshold, it is interesting to compare the behaviour of the various models here. The unsymmetric models $\sigma_{2}$ and $\sigma_{4}$ have a
$3 / 2$ power law at threshold, as also does the quantal first-Borm calculation (see for example Rudge and Seaton 1965), whereas the Thomson nodel $\sigma_{1}$, the symmetric models $\sigma_{3}, \sigma_{6}$ and $\sigma_{7}$ have a linear threshold law, favoured by Rudge and Seaton in the quantal case. It is now known that the exact-classical threshold law is neither a linear nor a $3 / 2$ power law (see Banks, Percival and Valentine 1969, Peterkop and Tsukerman 1969), but is close to the unusual power $\frac{1}{4}\left\{\left(\frac{91}{3}\right)^{1 / 2}-1\right\}=1.127$ derived by Wannier (1953) for the classical case. This law has also been derived in the semi-classical WKB approximation (Peterkop and Liepinsh 1969, Peterkop 1971). The unsymmetric models $\sigma_{2}$ and $\sigma_{4}$ are worse than the symmetric models at low and intermediate incident energies for two reasons. Firstly, in the unsymmetric treatment the effect of the nucleus on the incident electron, after the collision with the target electron, is ignored. Thus, at low and internediate energies, if the incident electron loses all its
initial energy to the target electron, the incident electron should be captured by the nucleus, whereas in the unsymmetric treatrant the collision is counted as an ionization. A second reason is that the unsymmetric treatment does not distinguish between incident electrons or incident positrons, whereas, for low and intermediate energies the two cross sections (see, for example, Valentine 1968 and figure (2.10.3)) are quite different. The empirical symmetric model $\sigma_{6}$, based on the symmetrised Thonson model is extremely simple yet is superior to both unsywmetric treatments for $E_{100} \geqslant 2 U$. The symmetric models $\sigma_{3}$ and $\sigma_{7}$ are surprisingly close to exact-classical values for all incident energies above $E_{100} \sim 1.5 \mathrm{U}$ The better model is the velocity-averaged cross section $\sigma_{7}$, but both models must be regarded as semi-empirical since, in the symnetrisation the incident energy $E_{1}$ is replaced by $E_{100}+U+E_{2}$ whereas the initial kinetic energy of the target electron is unchanced. Nevertheless, if a binary-encounter model is to be used at all, then it should be the symmetrised velocity-averaged model, rather than an unsymmetric treatment, as is used by Catiow and heDowell (1967) for non-hydrogenic target atoms and by Flaniery (1970a) for excitation of atomic hydrogen.
(c) Incident Positrons

The cross sections $\sigma_{1}, \sigma_{2}$ and $\sigma_{4}$ defined in the previous section are equally valid for incident positrons. The exact-classical ionization cross section is tabulated in Percival and Valentine (1967). As in the case of incident protons the binary-encounter results for positrons can be interpreted as electron-loss values rather than purely

as ionization. The exact-classical electron and positron results are compared in figure (2.10.3) with the Fock-averaged unsymmetric model $\sigma_{4}$ of McDowell, with the Fock-averaged symnetric model $\sigma_{7}$ for incident electrons alone and with the semi-empirical decelerated model for incident positrons (see section (2.9(b)iv)). The improvement over the unsymmetric model $\sigma_{4}$ is remarkable.
2.11 Binary -Encounter Batimates of the Interference Contribution to

Total Ionization Cross Sections for Mectrons Incident upon Hydrogenic Ions.

In quantal calculations exchange and interference effects are particularly difficult to treat exactly and are therefore often neglected. At intermediate incident energies the inclusion of exchange in the binaryencounter model reduces the total ionization cross sections by as much as $30 \%$ for target classical hydrogen atoms (see for example figure (2.10.3)). This suggests that exchange and interference contributions to the mental ionization cross sections are not negligible were, but are wiefciently small to be estimated wince a bindryencounter model. The ionization rotential $U$ of a target hydrocenic ion with senergl nuclear charge $Z$ in an arbitrary uniformiy-vopuleted initial level $n$ may be written

$$
\begin{equation*}
U=\left(\frac{Z}{n}\right)^{2} U_{0} \quad, \tag{2.11.1}
\end{equation*}
$$

where $U_{0}$ is the binding energy of the ground state of atomic hydrogen. The direct, exchange and interference-bound contributions to the total. symmetrised binary-encounter ionization cross sections of the target hydrorenic ions may be calculated from the reduced cross sections for ionization of the eround-state neutral hydrogen atom using the scaling law given by equation (2.10.1), apart from a focusing factor $F$ which partially allows for the effect of the not chare of the target suratem on the incident electron. A simple expression for $F$ has been given br Percival (1966), who took

$$
F=1+\frac{2.3}{\left(1-Z^{-1}\right)^{-2}+2(\varepsilon-1)^{2}}, \quad \text { (2.12.2) }
$$

for $Z>1$ and $F=1$ for $Z=1$. This factor is identical for all initial levels $n$. In equation (2.11.2) $\mathcal{E}$ is the ratio of incident energy $E_{100}$ to the binding energy $U$.

The binary-encounter interference contributions do not satisfy this classical scaling law. The corresponding reduced contributions are therefore functions, not of $\varepsilon$ alone, but of $\varepsilon$ and of $(Z / n)$ or some equivalent parameter, say $t=n /(n+Z)$, but not of $n$ and $Z$ separately. For $t$ close to zero $Z$ is much larger than $n$, the interference is maximal and the extreme quantal limit is approached. For $t$ close to unity $n$ is much larger than $Z$, the interference is destructive and the classical limit is approached.

In order to avoid additional averages over the magnitude of the velocity of the target electron the accelerated symmetric unaveraced circular orbit binary-encounter model was selected firstly to study the effects of including interference exactly using numerical integration. In this comparison $E_{1}$ is replaced by $E_{1 \infty}+2 U$ and $E_{2}$ by $U$. Then $\mathcal{E}$ is defined as $E_{\text {lo }} / U$.

The differential contribution $\frac{d \sigma^{\text {GiF }}}{d \Delta E}$, given by equations (2.7.41) and (2.6.32), was evaluated using Gauss sian numerical integration for different values of $\varepsilon, t$ and $\Delta E$. The approximations $\frac{d \sigma^{Q 1 F}}{d \Delta E}$, given by equation (2.7.47), and $\frac{d \sigma^{Q 1 F}}{d \Delta E}{ }^{\text {Bi }}$, given by equation (2.7.48), can be gauged from the symmetric case $\quad \Delta E=\frac{1}{2}\left(E_{\text {so }}+U\right)$ for which both electrons have the same kinetic energy finally. By construction the approximation $d \sigma_{B}^{\text {RiF }}$ $d \Delta E$

reduces to the bound
 given by equation (2.7.42). The coefficient $A_{0}$ is the ratio $\{d \sigma a E$ evaluated at $\Delta E=\frac{1}{2}\left(E_{10}+U\right)$. The approximation
is therefore accurate only if $A_{0}$ is close to unity. The function $\cos ^{-1}\left(A_{0}\right)$ is plotted against the variable $t$ for various values of $\varepsilon$ in the range $1<\varepsilon \leqslant 7$ in figure (2.11.1). It is apparent that $A_{0}$ is only close to unity for small $t$. For $0 \leqslant t \leqslant \frac{1}{2}$ the function $\cos ^{-1}\left(A_{0}\right)$ is not particularly complicated and could possibly be approximated sufficiently simply to allow further analytic integration over $\Delta E$ However the region $\frac{1}{2} \leqslant t \leqslant 1$ contains rapid oscillations close to $t=1$, which suggests that analytic approximations may not be easily obtained. For other values of $\Delta E$ the coefficient $B_{0}$ in equation (2.7.48) is also required. A comparison with the Vriens approximation $\frac{d \sigma_{A}}{d \Delta E}$ is not made here since it was found that $\frac{d \sigma_{A}^{Q 1 F}}{d \Delta E}$ was poor except where $A_{0}$ was close to unity. The value of $B_{0}$ was chosen so that exact integration over $\Delta E$ of equation (2.7.48) lead to the correct value of the total interference contribution $\sigma^{\text {Qi }}$ obtained by an equally-spaced numerical integration of $\frac{d \sigma^{Q 1 F}}{\overline{d \Delta E}}$ over $\Delta E$. The approximation $\frac{d \sigma_{B}^{Q 1 F}}{d \Delta E}$ is therefore only accurate when $B_{0}$ is small and when $\frac{d \sigma^{Q / F} \text { varies }}{d \Delta E}$ smoothly with $\Delta E$. Values of $A_{0}$ and $B_{0}$ for the particular case $\mathcal{E}=2$ are listed in table (2.11.2) as functions of $t$. The approximation $d \sigma_{B}^{\text {RiF }}$ is poor for $t \geqslant 1 / 2$ over the complete ionization range $d \Delta E$
$U \leqslant \Delta E \leqslant \frac{1}{2}\left(E_{10}+U\right)$ but is always accurate close to $\Delta E=\frac{1}{2}\left(E_{100}+U\right)$ since $\frac{d \sigma^{Q} / F}{d \Delta E}$ has a stationary value here, as $\frac{d \sigma^{\text {GIF }}}{d \Delta E}\left\{\frac{1}{2}\left(E_{100}+U\right)-\Delta E\right\}=$ $\frac{d \sigma^{Q \mid F}}{d \Delta E}\left\{\Delta E-\frac{1}{2}\left(E_{1 \infty}+U\right)\right\}$ by symmetry arguments. Table (2.11.2) also contains the ratio $R$ of the total interference contribution $\sigma^{\text {Q1F }}$ to its bound $\sigma^{Q 1 B}$, the total ionization cross section $\sigma^{Q S}$ given by equation (2.9.20), and the ratios $R_{A}$ and $R_{C}$ of two approximations $\sigma_{A}$, $\sigma_{B}^{\text {QI }}$


| $\begin{aligned} & t= \\ & n /(n+z) \end{aligned}$ | $\begin{gathered} \sigma_{\text {in }}^{Q S} \\ \pi a_{0}^{2} \end{gathered}$ | $R$ | $R_{A}$ | $R_{c}$ | $A_{0}$ | $B$ o |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 0/1 | 0.769 | 1.000 | 1.000 | 1.000 | 1.000 | 0.000 |
| 1/11 | 0.770 | 0.997 | 1.000 | 0.999 | 0.998 | -0.017 |
| 1/6 | 0.772 | 0.988 | 0.999 | 0.997 | 0.990 | -0.067 |
| 3/13 | 0.775 | 0.973 | 0.998 | 0.993 | 0.978 | -0.148 |
| 1/4 | 0.777 | 0.966 | 0.997 | 0.991 | 0.973 | -0.183 |
| $2 / 7$ | 0.780 | 0.952 | 0.996 | 0.987 | 0.961 | -0.259 |
| 1/3 | 0.786 | 0.925 | 0.993 | 0.980 | 0.940 | -0.397 |
| 3/8 | 0.794 | 0.893 | 0.990 | 0.971 | 0.914 | -0.558 |
| $2 / 5$ | 0.799 | 0.869 | 0.988 | 0.965 | 0.895 | -0.677 |
| $1 / 2$ | 0.833 | 0.721 | 0.974 | 0.921 | 0.772 | $-1.345$ |
| 3/5 | 0.897 | 0.445 | 0.941 | 0.825 | 0.530 |  |
| $5 / 8$ | 0.919 | 0.349 | 0.927 | 0.786 | 0.441 |  |
| 2/3 | 0.961 1.011 | $\begin{array}{r}0.168 \\ -0.048 \\ \hline\end{array}$ | 0.897 0.841 | 0.696 0.540 | 0.261 0.014 | * |
| 3/4 | 1.039 | -0.167 | 0.777 | 0.362 | -0.170 | * |
| 10/13 | 1.044 | -0.193 | 0.729 | 0.235 | -0.245 | * |
| 5/6 | 1.003 | -0.013 | 0.454 | -0.417 | -0.092 | * |
| 1/1 | 1.000 | - | - | - | - | * |

Table 2.11.2 The accelerated circular-orbit binary-encounter reduced ionization cros section $\sigma^{\text {QIF }}$ for $\bar{e}-H$ and $\bar{e}-(H-l i k e ~ i o n) ~$ collisions together with several interference parameters versus $t=n /(n+z)$ for the case $\varepsilon=2$. See text,
of Vriens to the interference bound. $R_{A}$ is the ratio of the interference term $\sigma_{A}^{Q 1 F}$ to the bound $\sigma^{Q 1 B}$, where $\sigma_{A}^{Q 1 F}$ is obtained by integrating $\frac{d \sigma_{A}}{d / F}$ numerically over $\Delta E$, using an equally-spaced formula. $R_{C}$ is the ratio of the expression $\sigma_{c}^{\text {Q1F } / \sigma^{\text {Q1B }}}$ proposed by Vriens and given by equation (2.9.14). It should be noted that the ratio $R_{B}$ given by $\sigma_{B}^{\text {QIF }} / \sigma^{Q 1 B}$ is just $R$ by construction.

Again, the ratios $R_{A}$ and $R_{C}$ are accurate only over a limited range of small $t$ where the bound itself is probably sufficiently close. For values of $t$ close to unity $R_{c}$ oscillates rapidly between -1 and 1 whereas the exact values of $R$ oscillate with a damped amplitude. The behaviour of $R$ is similar to that of $A_{0}$. Hence for $t \geqslant \frac{1}{2}$ no simple analytic approximations may be expected to be found.

The Fock-averaged symetrised accelerated total interference contribution for $t=1 / 2$ is given by equation (2.9.33). This term has an analytic bound given by equation (2.9.32). Nunerical values of this interference term have been calculated usine the crude and control Monte-Carlo estimates of the four-dimensional integrals required. These estimates are given by equations (3.1.51) and (3.1.74) respectively, where the bound obtained by replacine the function $g$, given by equation (2.6.32), by the simpler expression $\tilde{g}$, civen by equation (2.6.35), has been used as the control. At each incident energy five hundred function values corresponding to less than five in each dimension were selected. The statistical errors from the control method were found to be smaller
than those of the crude estimate by approximately a factor of three, yielding a reduction by a factor of nine in computing time over the crude method of comparable accuracy. The results are shown in figure (2.11.3). Also displayed are the velocity-averaged bound, the unaveraged interference estimate and the empirical bound obtained by symmetrising the Thomson formula, given by equation (2.9.18) with $E_{2}=0$.

It is worth noting that for large $\varepsilon$ the high-energy limit of the direct, interference and exchance contributions given by equations (2.9.29), (2.9.32) and (2.9.30) are $\frac{20}{3} \varepsilon^{-1}, 4 \varepsilon^{-2} \log \varepsilon$ and $4 \varepsilon^{-2}$ respectively, in units of $\pi a_{0}^{2}$, so that the interference contribution is larger here than the exchange term. This is expected since the interference bound in the basic liott formula given by equations (2.4.6), (2.4.7) and (2.4.9), is the geonetric mean of the direct and exchange contributions.

The equations of the unaveraged symetric accelerated model of Vriens (1966b) have been applied by Tripathi, Mathur and Joshi (1969) to ionization and excitation of several non-hydrogenic atoms. However, since the interference term $\sigma_{c}^{Q 1 F}$, which they use, is not reliable, and since they did not compare either with the unsymmetric model of Stabler (1964) or the direct, exchange and interference contributions separately, it is difficult to assess the significance of including the exchange and interference contributions.

## CHAPTER 3

## MONTE-CARLO ORBIT-INTEGRARION THECRY

### 3.1 A Review of the Theory

In the important special case of three charged particles the theory is described fully by Abrines and Percival (1966a,b) and by Valentine (1968). This theory has also been outlined by McDowell and Coleman (1970). The more general theory for arbitrary particle-particle interactions is reviewed by Burgess and Percival (1968). In order to avoid excessive cross-referencing the relevant parts of the theory are discussed below, using a terminology developed by Banks, Percival and Wilson (1971, 1972b, c).
(a) The Geometry of an $N$ - Particle System.

In this theory a particle is supposed to have no shape or internal structure which affects its interaction and all $N$ particles are assumed to be distinguishable. In order to describe the positions and velocities of all the particles at any time it is convenient to define a body as a non-empty set of particles. In particular a simple body is a particle, a composite body consists of two or more particles and a $K$ - particle body has exactly $K$ particles. Two bodies are distinct if there is a particle in one body which does not belong to the other. Two bodies are disjoint if there are no particles belonging to both. Since the empty set of particles is not a body and since each particle may or may not belong to a body there are $N B=2^{N}-1$ distinct bodies in an $N$ - particle system and there are $\binom{N}{K}$ distinct $K$-particle bodies
where $\binom{N}{K}$ is the well-known binomial coefficient.
Sach body may be labelled by a positive integer $I$ where
$1 \leqslant I \leqslant N B$. In particular the labels may be ordered so that the label of a $\quad K_{1}$-particle body is smaller than the label of a $K_{2}$-particle body if $K_{1}<K_{2}$. If $K_{1}=K_{2}$ there is no natural order but, once the particles have been arbitrarily ordered with labels $I=1, N$, a particular order within the $K_{\mathbf{0}}$ - particle bodies may be suggested by symmetry arguments. Thus, in the 3-particle system the seven bodies can be labelled so that 1,2 and 3 are the particles, 4,5 and 6 are the 2 - particle bodies $(2,3),(3,1)$ and $(1,2)$, and 7 is the 3 -particle body $(1,2,3)$.

In the $\boldsymbol{N}$ - particle system each body $I$ has a mass $\boldsymbol{m}_{\boldsymbol{I}}$ which is defined as the sum of the masses of its constituent particles. At a given time $t$ each body $\boldsymbol{I}$ also has a position $\boldsymbol{I}_{\boldsymbol{L}}$ and a velocity $\boldsymbol{v}_{L I}$ in an arbitrary Galilean rectangular cartesian frame of reference L The position and velocity of a composite body are defined as the position and velocity of the centre of mass of its constituent particles.

In addition to the laboratory coordinates $\boldsymbol{I}_{L I}, \mathbb{V}_{\mathbf{L I}}$ of each body I, it is also convenient to introduce relative coordinates between disjoint bodies. The relative coordinates between bodies which are not disjoint are not usually required since these bodies overlap. The number

NR of sets of relative coordinates of position and velocity is not trivial to obtain, but can be determined by considering the square array of distinct-body labels against distinct-body labels. The value of $N R$ is obviously less than the number of array elements lying above the diagonal
of this square array. Since the body $\left(2^{N}-1\right)$ contains all the particles, it is not disjoint with any other body and hence the final row and column of the array can also be deleted. Then

NR $\leqslant$

$$
\left(2^{N-1}-1\right)\left(2^{N}-3\right)
$$

The precise value of NR can be found by considering the possible number of relative coordinates between $\mathbf{K}_{\mathbf{1}}$ - particle bodies and disjoint $K_{2}$ - particle bodies.

$$
\begin{equation*}
N R=\sum_{k_{1}=1}^{N-1}\left[\left\{\sum_{k_{2}=1}^{k_{1}-1}\binom{N-k_{1}}{k_{2}}\right\}+\frac{1}{2}\binom{N-k_{1}}{k_{1}}\right], \tag{3.1.1}
\end{equation*}
$$

where the binomial factor $\binom{\boldsymbol{I}}{\boldsymbol{J}}$ is zero for $\mathbf{I}<\boldsymbol{J}$ and $\sum_{\boldsymbol{K}=\mathbf{I}}^{\boldsymbol{J}} a_{k}$ is to be interpreted as zero if $J<I$. The factor $1 / 2$ multiplying the term $\binom{N-K_{1}}{\mathbf{K}_{1}}$ is necessary to avoid counting cases in which $\mathbf{K}_{\mathbf{1}}=\mathbf{K}_{\mathbf{2}}$ twice. For $N=1,2,3,4$ and 5 the values of $N R$ are $0,1,6,25$ and 90 .

As in the case of the laboratory coordinates, the relative coordinates may be labelled by $R \mathbf{R}, \mathbf{I}=\mathbf{1}, \mathbf{N R}$. The labelling may be arranged so that the label for a relative coordinate between a $K_{\mathbf{1}}$-particle body and a disjoint ( $K_{1}+K_{2}$ )-particle body is less than the label for a relative coordinate between a $\boldsymbol{K}_{3}$ - particle body and a disjoint $\left(\boldsymbol{K}_{3}+\boldsymbol{K}_{4}\right)$-particle body if $\boldsymbol{K}_{3}>\boldsymbol{K}_{1}$. If $\boldsymbol{K}_{3}=\boldsymbol{K}_{1}$ then $\boldsymbol{K}_{\mathbf{4}}>\boldsymbol{K}_{2}$. If $\boldsymbol{K}_{1}=\boldsymbol{K}_{3}$ and $\boldsymbol{K}_{2}=\boldsymbol{K}_{4}$ there is no natural order, but as in the laboratory-coordinate case, a particular ordering may be suggested by symmetry arguments. In the

3-particle system the six relative-coordinate labels are defined by the pairs of disjoint bodies $(2,3),(3,1),(1,2),\{1,(2,3)\}$, $\{2,(3,1)\}$ and $\{3,(1,2)\}$. Hence

$$
\left.\begin{array}{l}
\underline{r}_{R 1}=\underline{r}_{L 2}-\underline{r}_{L 3}  \tag{2.1.2}\\
\underline{v}_{R 1}=\underline{v}_{L 2}-\underline{v}_{L 3}
\end{array}\right\},
$$

etc. The convention governing the signs in equation (3.1.2) is arbitrary, but must be used consistently.

Each set of relative coordinates RI has an associated relative body $I$ whose mass $\boldsymbol{m}_{R I}$ is equal to the reduced mass of the two disjoint bodies from which the relative body is formed.

It can be seen that the list of useful bodies and relative bodies and their positions and velocities at any instant may be formidable. However, not all these vectors are required to determine the motion of the $\mathbf{N}$ - particle system at all times. The motion of the system can be obtained if a time $\boldsymbol{t}$ and the positions and velocities of all the particles at that time are prescribed, for then, Newton's equations of motion can be solved, provided all the particle-particle interactions are known. The set of $(6 N+1)$ real numbers defines the classical state of the $\mathbf{N}$-particle system in the laboratory representation. This state may be regarded as a point in a. $(6 N+1)$ dimensional space. The motion of this point is determined by Newton's equations of motion. Any equivalent set of ( $6 N+1$ ) or more real numbers which also defines this point defines the state. Useful alternative sets of numbers may be termed representations. In particular the standard representation may be defined as the set consistine of the time $t$, the laboratory position and velocity of body $\left(2^{N}-1\right)$ together with all the relative positions and velocities of the particles. The equations of motion are simpler in this representation, since the motion of the centre of mass $\left(2^{N}-1\right)$ may be solved independently of the relative motion and since the particle-particle interactions depend on the relative
positions and velocities only. The laboratory and standard representations are extreme cases of the useful representations. The laboratory represenation is most useful when the particles are all sufficiently far apart from one another for the interactions to be negligible. Intermediate cases are also possible. To describe the intermediate cases it is convenient to define an arrangement of the $\mathbf{N}$ - particle system as an exhaustive set of mutually disjoint bodies. Thus, no particle is common to any two bodies, yet every particle is included in some body. For each distinct arrangement a representation can be defined by the set of real numbers consisting of the time $\boldsymbol{t}$ and standard representations of each of the disjoint bodies at that time where, for this purpose, each body may be regarded as an independent
$K$ - particle system, where $K$ is equal to the number of particles in the relevant body. In the special case in which $\mathbf{N}=\mathbf{1}$ the standard representation is identical to the laboratory representation. The total number of such representations can be determined as the number of ways $\mathbf{N}$ distinguishable particles can be placed independently into $N$ boxes without regard to the order of the boxes or the order of the particles within each box. The total number of representations $\mathbf{N}_{\text {REP }}$ of the $N$ particle system under this scheme is therefore given by

$$
\begin{equation*}
N_{R E P}=\sum_{a u \text { cases } a_{i}}\left(N ; a_{1}, a_{2}, \ldots, a_{N H}\right) \tag{3.1.3}
\end{equation*}
$$

where $\left(N ; a_{1}, a_{2}, \ldots, a_{N}\right)$ is the multinomial coefficient defined and tabulated by Abramowitz and Stegun (1965 pp. 823 and 831). $\mathbf{N}_{\text {REP }}$ is also given by

$$
\begin{equation*}
N_{R E P}=\sum_{m=1}^{N} \mathcal{S}_{N}^{(m)} \tag{3.1.4}
\end{equation*}
$$

where
 is a Stirling number of the second kind and defined and tabulated by Abramowitz and Stegun (1965, pp. 824 and 835).
ilternative representation schenes are possible but may not generalise easily and efficiently for systems of more particles. The present scheme is identical to that used by Abrines and Percival (1966a) for $N=3$, in the case of the standard and laboratory representations, bu't is different for the interaediate $(2+1)$-particle representations, though the arrangements are identical. They chose the $(2+1)$-particle represertation I to consist of the laboratory position and velocity of the centre of mass 7 at time $t$, together with the relative positions and velocities $\underline{r}_{R I}$ and $\underline{V}_{R I}$ between particles $J$ and $K$, and $\underline{Y}_{R(I+3)}$ and $\underline{V}_{R}(I+3)$ between particle $I$ and body $(I+3)$, where $I, J$ and $K$ are cyclic permutations of $(1,2,3)$, which till be written henceforth in the form $[f I, J, K Y]$. In the natural extension of their scheme to the $N$-particle system the representation of a general arrangement of disjoint bodies consists of the relative positions and velocities between all proticles in each disjoint composite body, as in the present scheme, together with the relative positions and velocities between all disjoint bodies at some time $t$, and, finally, the laboratory position and velocity of the centre of mass ( $2^{N}-1$ ) oi tho $N$-pirticlo syistom at that time. This gchene has the advantace that all important rolative positions and velocitios re imnediately available for computational purposes, but suffers from the disadvantage that the intermediate representations do not factorise into a sum of independent standard reprosentations for each disjoint body.

$$
\text { The case } N=2 \text { is also identical in both schenes and }
$$

has been treated in Chapter 2 where the symbol $\mathcal{C}$ has been used in place of 3 for the centre of mass of the two particles.

Neither of these schemes is exhaustive in the sense that certain laboratory or relative vectors are excluded from all representations for all $\mathbf{N} \geqslant 3$. However, Given a representation in either scheme, all other representations and ail laboratory and relative vectors of significance can be determined from linear geometrical relations.

## (b) The Equations of Lotion

Given the forces between the particles and given prescribed initial conditions, the equations of motion of the $N$ - particle system can be solved exactly (usually numerically) in any representation, though, in practice, the equations are simpler in certain representations.

Thus, in the case of an isolated system of three particles with charges $\boldsymbol{Z}_{1}, \boldsymbol{Z}_{\mathbf{2}}$ and $\boldsymbol{Z}_{\mathbf{3}}$ the equations of motion in the laboratory representation are

$$
\left.\begin{array}{l}
\dot{\underline{r}}_{L I}=\underline{v}_{L I} \\
\dot{\underline{v}}_{L I}=f_{L I I} \underline{r}_{L I}+f_{L I J} \underline{r}_{L J}+f_{L I K} \underline{r}_{L K} \tag{3.1.5}
\end{array}\right\}
$$

where

$$
\begin{align*}
& f_{L I I}\left(\underline{r}_{L 1}, \underline{r}_{L 2}, \underline{r}_{L 3}\right)=N_{I}\left(\frac{z_{I} z_{I}}{r_{R K}^{3}}-\frac{z_{K} z_{I}}{r_{R J}^{3}}\right),  \tag{3.1.6}\\
& f_{L I J}\left(\underline{r}_{L 1}, \underline{r}_{L 2}, \underline{r}_{L 3}\right)=-N_{I} \cdot \frac{z_{I} z_{J}}{r_{R K}^{3}}  \tag{3.1.7}\\
& f_{L I K}\left(\underline{r}_{L 1}, \underline{r}_{L 2}, \underline{r}_{L 3}\right)=N_{I} \cdot \frac{z_{K} z_{I}}{r_{R J}^{3}}, \tag{3.1.8}
\end{align*}
$$

$$
\begin{equation*}
\underline{r}_{R I}=\underline{r}_{L J}-\underline{r}_{L K}, \tag{3.1.9}
\end{equation*}
$$

and

$$
\begin{equation*}
N_{I}=1 / m_{I} \tag{3.1.10}
\end{equation*}
$$

for $I=1,2$ and $\mathbf{3}$ and all $[(\boldsymbol{I}, \boldsymbol{J}, \boldsymbol{K} \boldsymbol{\gamma}]$. Equations
(3.1.5) constitute eighteen coupled first-order nonlinear differential equations, which partition into three independent sets of six coupled equations of motion for each particle separately, if the nine functions $f_{\text {LM }}$ satisfy the conditions

$$
\begin{equation*}
f_{L M M}\left(r_{L 1}, r_{L 2}, r_{L 3}\right)=\delta_{M M} f_{L M}\left(\underline{r}_{L M}\right), \tag{3.1.11}
\end{equation*}
$$

for all $M$ and $M^{\prime}=\mathbf{1 , 2 , 3}$, where $\delta_{M M^{\prime}}$ is the well-known Kronecker delta symbol. These conditions are equivalent to the condition that the nine coupling terms $\quad g_{L M M}\left({\underline{r_{L}}}, \boldsymbol{r}_{L_{2}}, r_{L_{3}}\right)$ where

## $g_{L M M}=f_{L M M^{\prime}}-\delta_{M M} f_{L M}\left(\underline{r}_{L M}\right)$,

for all $M, M^{\prime}=1,2,3$ are all identically zero, which is only true either if the charges are all zero or else the masses are all infinite. In either case the particles move uniformly since then $f_{L M}\left(\underline{r}_{L M}\right)$ is also zero for $M=1,2,3$. Even if the coupling terms are not all zero the equations of motion (3.1.5) partition approximately if the $\mathrm{gmm}^{\prime}$ are all sufficiently small, which is true when tho distances between all. three particles are sufficiently large.

In the standard representation the equations of motion are

$$
\left.\begin{array}{l}
\dot{\underline{r}}_{L 7}=\underline{v}_{L 7}  \tag{3.1.13}\\
\dot{v}_{L 7}=\underline{0}
\end{array}\right\}
$$

for the uniform motion of the centre of mass 7 together with the
independent equations of motion of particle $J$ relative to $K$, and $K$ relative to $I$, say,
and

$$
\left.\begin{array}{l}
\dot{\dot{r}}_{R I}=\underline{v}_{R I} \\
\dot{\underline{v}}_{R I}=f_{R I I} \underline{r}_{R I}+f_{R I J} \underline{r}_{R J} \\
\dot{r}_{R J}=\underline{v}_{R J}  \tag{3.1.15}\\
\dot{\underline{v}}_{R J}=f_{R J I} \underline{r}_{R I}+f_{R J J} \underline{r}_{R J}
\end{array}\right\},
$$

where

$$
\begin{align*}
& \underline{r}_{R I}+\underline{r}_{R J}+\underline{r}_{R K}=\underline{v}_{R I}+\underline{v}_{R J}+\underline{v}_{R K}=\underline{0},  \tag{3.1.16}\\
& f_{R I I}\left(r_{R I}, r_{R J}\right)=N_{R I} \frac{z_{J} z_{K}}{r_{R I}^{3}}+N_{J} \frac{z_{I} Z_{J}}{r_{R K}^{3}},  \tag{3.1.17}\\
& f_{R I J}\left(r_{R I}, \underline{r}_{R J}\right)=N_{J} \frac{z_{I} Z_{J}}{r_{R K}^{3}}-N_{K} \frac{z_{K} Z_{I}}{r_{R J}^{3}},  \tag{3.1.18}\\
& f_{R J I}\left(r_{R I}, r_{R J}\right)=N_{I} \frac{z_{I} z_{J}}{r_{R K}^{3}}-N_{K} \frac{z_{J} Z_{K}}{r_{R I}^{3}},  \tag{3.1.19}\\
& f_{R J J}\left(r_{R I}, r_{R J}\right)=N_{R J} \frac{z_{K} Z_{I}}{r_{R J}}+N_{I} \frac{z_{I} Z_{J}}{r_{R K}}, \tag{3.1.20}
\end{align*}
$$

and.

$$
\begin{equation*}
N_{R I}=1 / m_{R I} \tag{3.1.21}
\end{equation*}
$$

for $[f I, J, K y]$. The twelve coupled equations of relative motion (3.1.14) and (3.1.15) are simpler to solve than the laboratory form (3.1.5). They partition into two independent sets of six coupled equations for the motion of particles $J$ and $K$ separately relative to particles $K$ and $I$, if the coupling terms

$$
\begin{gathered}
g_{R M M^{\prime}}\left(r_{R I}, r_{R J}\right)=f_{R M M^{\prime}}\left(r_{R I}, r_{R J}\right)-\delta_{M M^{\prime}} f_{R M}\left(r_{R M}\right), \text { (3.1.22) } \\
\text { for } M . M^{\prime}=I J .
\end{gathered}
$$

$a l l$ are zero, which is true as in the laboratory cases, and in the two additional cases $Z_{I}=N_{K}=0$ with $N_{J} \neq 0$, and $N_{K}=Z_{J}=0$ with $N_{I} \neq 0$, which correspond respectively to uniform notion of particle $I$ or $J$ relative to particle $K$, of infinite mass, together with non-uniform motion of particle $J$ or $I$ relative to $K$. The solution of the latter two-particle problem is discussed in chapter 2. Even if the coupling terms are not all zero, the equations of relative motion partition approximately, if all the coupling terms are sufficiently small. These conditions are satisfied by a classical model of a highlycharged helium-like ion when $r_{R 1} \sim r_{R 2} \sim \gamma_{R 3}$.

The equations of motion in the $(2+1)$ - particle representation $I$ of Abrines and Percival may be written

$$
\left.\begin{array}{l}
\dot{\underline{r}}_{L 7}=\underline{v}_{L 7} \\
\dot{\underline{v}}_{L 7}=\underline{0}
\end{array}\right\}
$$

as above, together with the equations of motion of particle $J T$ relative to particle K, and of particle $I$ relative to body ( $I+3$ ), the centre of mass of $J$ and $K$,

$$
\left.\begin{array}{l}
\dot{\underline{r}}_{R I}=\underline{v}_{R I}  \tag{3.1.23}\\
\dot{v}_{R I}=f_{R I I} r_{R I}+f_{R I(I+3)} I_{R(T+3)}
\end{array}\right\}
$$

and

$$
\left.\begin{array}{l}
\dot{\underline{v}}_{R(I+3)}=\underline{v}_{R(I+3)} \\
\dot{\underline{v}}_{R(I+3)}=f_{R(I+3) I} \underline{r}_{R I}+f_{R(I T+3)(I+3)} \underline{r}_{R(I+3)} \tag{3.1.24}
\end{array}\right\},
$$

where

$$
\begin{align*}
& N_{J} Y_{R J}=-N_{J Y_{R(I+3)}}-N_{(I+3)} I_{R I},  \tag{3.1.25}\\
& I_{R K}=-r_{R I}-r_{R J}, \tag{3.1.26}
\end{align*}
$$

$$
\begin{align*}
& f_{R I I}\left\{I_{R I}, r_{R(I+3)}\right\}=N_{R I} \frac{z_{J J} z_{K}}{r_{R I}^{3}}+m_{J} N_{K} N_{(I+3)} \frac{z_{K} z_{I}}{r_{R J}^{3}}+\frac{m_{K} N_{J} N_{(I+3)} \cdot \frac{z_{I} z_{J}}{r_{R K}{ }^{3}}}{(3.1 .27)} \\
& f_{R I(I+3)}\left\{I_{R I}, r_{R(I+3)}\right\}=N_{K} \frac{z_{K} z_{I}}{r_{R J}^{3}}-N_{J} \frac{z_{I} z_{J}}{r_{R K}^{3}},  \tag{3.1.28}\\
& f_{R(I+3) I}\left\{I_{R I}, r_{R(I+3)}\right\}=N_{R(I+3)} m_{R I} f_{R I(I+3)}, \tag{3.1.29}
\end{align*}
$$

$f_{R(I+3)(I+3)}\left\{\underline{r}_{R I}, r_{R(I+3)}\right\}=N_{R(T+3)} \frac{z_{K} z_{I}}{r_{R J}^{3}}+N_{R(I+3)} \frac{z_{1} z_{J}}{r_{R K}^{3}}$, for all [ $\mathrm{fI}, \mathrm{J}, \mathrm{K} Y$ ].

The twelve equations of relative motion (3.1.23) and (3.1.24)
partition into two independent sets of six coupled equations for the motion of particle $\mathcal{J}$ relative to particle $K$ and, separately, of particle I relative to body ( $\mathrm{I}+3$ ) if the four coupling terns

$$
\begin{equation*}
g_{R M M^{\prime}}\left\{\underline{r}_{R I}, r_{R(I+3)}\right\}=f_{R M M^{\prime}}-\delta_{M M^{\prime}} f_{R M}\left(\underline{r}_{R M}\right), \tag{3.1.31}
\end{equation*}
$$

for $M, M^{\prime}=I,(I+3)$, are all zero, which is true, as in the laboratory and standard representation cases, and in the additional case $Z_{r}=0$ (without the restriction $N_{k}=0$ ) which corresponds to uniform motion of particle I relative to body $(I+3)$. Even if the coupling terms are not all zero, these equations of relative motion partition approximately when the $9_{\text {KM }^{\prime}}$ are all sufficiently small, as is the case for a classical hydrogenic atom or ion weakly perturbed by a distant charged particle. The system of twelve coupled equations of relative motion (3.1.14) and (3.1.15) in the standard representation was selected by Abrines and

Percival for direct numerical computation. Although these equations can be reduced to a system of only six coupled first-order non-linear differential equations by elimination of the constants of the motion and the time (Whittaker 1965, chapter 13), the resulting differential equations are considerably more complicated and so may not be more efficient for numerical work.

In the general case of an $N$ - particle system the coupline terms of the equations of motion in any representation may be defined similarly. If the coupling terms are sufficiently small the solution of the equations of motion may be determined to any degree of accuracy by direct numerical methods or by perturbation expansions (see, for example, Born 1960) of which the zerothorder expansion is the exact solution when the coupling terms are all zero. In general the exact numerical solution and the perturbation expansion of any finite order will differ, even if only insignificantly, and so it is convenient to distinguish them by introducing the concept of a classical channel of an
$N$ - particle systen as an arrangement of the system together with prescribed coupling terms, possibly approximate. In particular, for each arrangement there are two important channels, the full-interaction channel, in which all the coupling terms are calculated exactly from the prescribed particle-particle interactions, and, in the other extreme, the non-coupling channel, in which the courline terms are neglected. Intermediate channels, in which some coupling terms may be included exactly, but others only included approximately or even nezlected, may also be useful. Thus given the state of an $N$-particle system at some time $t$, each distinct channel may lead to a different state at any time $t^{\prime}$. A selection of channels, includinc a full-interaction
channel, is particularly useful for numerical work, since it is possible, in principle, to choose an optimum channel at any time $t$, so that the error in the solution satisfies prescribed error bounds, and so that the evolution of the state is most easily achieved. After a finite time interval the error in the solution in the optimun channel may exceed the error conditions, since the coupling terms will generally vary with time. However, a different optimum channel can now be chosen and the solution can be extended in this way to any time $t^{\prime}$.

In the case of a collision between two disjoint bodies $A$ and $B$ the error in the corresponding non-coupling channel tends to zero as the time $t^{\prime}$ tends to minus infinity. In this initial scattering channel the bodies $A$ and $B$ form two separate isolated particle systems, each of which may have well-defined constants of the separated motion. The initial scattering state can then be subdivided according to the values of such constants of the motion. After the collision between bodies $A$ and $B$, the system will usually partition into a disjoint set of bodies $C$, $D, \ldots$.. each of which will form an isolated particle system as the time $t^{\prime}$ tends to infinity. The corresponding non-coupling channel is termed the final scattering channel, which can also be subdivided according to the values of the constants of the separated motion.

In the case of a collision between a charged particle $\mid$ and a bound pair of charged particles $(2,3)$, in which particle 2 has a charge of opposite sign to that of particle 1 , say, the possible final scattering channels are the direct channel denoted by

$$
\begin{equation*}
1+(2,3) \rightarrow 1+(2,3) \tag{3.1.32}
\end{equation*}
$$

the ionization channel

$$
\begin{equation*}
1+(2,3) \rightarrow 1+2+3 \tag{3.1.33}
\end{equation*}
$$

and the exchange channel

$$
\begin{equation*}
1+(2,3) \rightarrow(1,2)+3 \tag{3.1.34}
\end{equation*}
$$

It is useful to distinguish the direct-ionization channel, in which particle 2 remains closer to particle 3 , and the exchange-ionization channel, in which particle 2 is finally closer to particle 1 . Each of the final channels can be subdivided according to the relative velocities of the disjoint bodies and the binding energy and angular momentum of the closest pair of particles.

## (c) Formal Classical Scattering Theory

The formal classical scattering theory described by Burgess and Percival (1968) is useful for numerical work. Let the classical state at time $t$ be $X(t)$. Let $U\left(t, t^{\prime}\right)$ be the classical evolution operator, that is, the operator which relates the exact solution $X(t)$ at time $t$ to the exact solution $X\left(t^{\prime}\right)$ by

$$
U\left(t, t^{\prime}\right) X\left(t^{\prime}\right)=X(t) . \quad \text { be } U_{I}\left(t, t^{\prime}\right)
$$

Let the evolution operator in the non-coupling channel $I$ be $U_{I}\left(t, t^{\prime}\right)$. Then the classical scattering operator $S_{F I}$, which relates the initial scattering channel $I$ to the final scattering channel $F$, may be defined by

$$
S_{F I}=\lim _{\substack{t_{+} \rightarrow \infty \\ t_{-} \rightarrow-\infty}} U_{F}\left(t_{0}, t_{+}\right) \cup\left(t_{+}, t_{-}\right) U_{I}\left(t_{-}, t_{0}\right)(3.1 .36)
$$

Apart from border-line cases the final channel $F$ can be determined uniquely. The classical scattering operator $S_{F I}$ is well-behaved in the limits $t_{-} \rightarrow-\infty$ and $t_{+} \rightarrow \infty$, provided the long-range forces between the disjoint bodies in the initial and final channels fall off faster than the inverse-square law. If this is the case, $S_{F I}$ relates two artificial states $X_{I}\left(t_{0}\right)$ and $X_{F}\left(t_{0}\right)$, the initial and final reference states, say, at the same arbitrary time $t_{0}$ by

$$
\begin{equation*}
X_{F}\left(t_{0}\right)=S_{F I} X_{I}\left(t_{0}\right) \tag{3.1.37}
\end{equation*}
$$

If the long-range forces do not fall to zero faster than the inverse-square law, the difference between the coordinates in the states $X_{I}\left(t_{0}\right)$ and $X_{F}\left(t_{0}\right)$ will usually be infinite, corresponding to an infinite time delay in the collision. For such forces it may be possible to construct modified evolution operators $U_{I}^{\prime}\left(t_{-}, t_{0}\right)$ and $U_{F}^{\prime}\left(t_{0}, t_{+}\right)$to incorporate the lonerange behaviour exactly. Thus, for example, in the case of charged particles incident upon target classical hydrogenic ions, $U_{I}^{\prime}\left(t_{-}, t_{0}\right)$ nay be chosen to treat the separate motions of the bound ion system and of the incident particle in the overall charge of the tacet jon. This motion does not correspond to an exact non-coupline channel, but rather to an approximate non-coupling channel for large separations of tho disjoint bodies. In terms of these modified evolution operators the classical soattorine operator. $S_{F I}$ nay be constructed similarly and is well-defined.

If the coupling terms in the initial channel I are negligible throughout the collision then $U\left(t_{+}, t_{-}\right)$may be replaced by $U_{I}\left(t_{+}, t_{-}\right)$ in equation (3.1.36) and hence

$$
\begin{equation*}
S_{F I}=\delta_{F I} \tag{3.1.38}
\end{equation*}
$$

and the system passes through the artificial reference state $X_{I_{I}}\left(t_{0}\right)$ at time $t_{0}$.

It should be noted that the limits in equation (3.1.36) are only taken after all three successive evolutions have been achieved. Hence only approximate initial and final scattering states $X_{I}\left(t_{-}\right)$and $X_{F}\left(t_{+}\right)$ are needed to obtain $X_{F}\left(t_{0}\right)$ from $X_{I}\left(t_{0}\right)$, where

$$
\begin{equation*}
X_{I}\left(t_{-}\right)=X\left(t_{-}\right)=U_{I}\left(t_{-}, t_{0}\right) X_{I}\left(t_{0}\right) \tag{3.1.39}
\end{equation*}
$$

$a_{n} d$

$$
\begin{equation*}
X_{F}\left(t_{+}\right)=X\left(t_{+}\right)=U\left(t_{+}, t_{-}\right) X\left(t_{-}\right) \tag{3.i.40}
\end{equation*}
$$

Indeed, if $X_{I}\left(t_{-}\right)$or $X_{F}\left(t_{+}\right)$includes any internal coordinates which are not conserved in the respective non-coupling channel, it is meaningless to consider exact initial or final scattering states, since the limits of such internal coordinates do not exist. The initial conditions for an individual orbit are therefore prescribed in the initial reference state $X_{I}\left(t_{0}\right)$, which may be used to generate sequences of initial and final scattering states which lead to a convergent sequence of final reference states. In spite of the fact that the limit of the sequence of final reference states cannot be evaluated in numerical work, the formal theory affords a practical method of determining numerical solutions for individual orbits.

The time $t_{0}$ in equation (3.1.36) is arbitrary, but, in practice, the initial conditions in the initial reference state may be used to predict approximate properties of the collision, if $t_{0}$ is chosen to be the time of closest approach of the colliding disjoint bodies $A$ and $B$ in the non-coupling initial channel $I$.
(d) Classical Kodels and Cross Sections.

In applications of classical orbit-integration techniques to atomic and molecular collision processes the uncertainty principle prevents an accurate knowledge of any classical state. In the quanturn theory this uncertainty leads naturally to a statistical interpretation of atomic and molecular phenomena. Since the classical theory leads to definite results, once the initial conditions have been specified, the desired statistical properties must be introduced into the initial conditions. This is achieved by treating the classical collision model as an ensemble of similar coliisions in which the initial conditions are selected from suitable distributions.

In the important case of collisions of a uniform monoenergetic beam of disjoint bodies $A$ with a stationary target body $B$, a general expression for the distribution $\rho\left(X_{\mathbf{I}}\right)$ of initial conditions has been given by Burgess and Percival (1968). They obtained

$$
p\left(x_{I}\right)=p_{A}\left(x_{A}\right) \rho_{B}\left(x_{B}\right) \delta\left(\underline{r}_{B}\right) \delta\left(v_{B}\right) \frac{1}{v_{A}} \delta\left(v_{A}-v_{A} \hat{\underline{z}}\right) \text {, 3.1.41) }
$$

where the position of the centre of mass $I_{B}$ of the target system is chosen at the oricin of a fixed laboratory cartesian frame of reference whose $\hat{\underline{Z}}$ axis is oriented along the direction of the incident velocity $\underline{v}_{A}$. The distributions $P_{A}\left(X_{A}\right)$ and $P_{B}\left(X_{B}\right)$ are the distributions of initial conditions specifying the intermal motion of the respective isolated systems. These distributions are chosen to represent the physical systems as reasonably as possible. In most cases $\rho_{A}\left(X_{A}\right)$ and $\rho_{B}\left(X_{B}\right)$ are stationary and isotropic. In the case of a hydrogenic atorn or ion the
distribution is taken to be the classical microcanonical model

$$
\begin{equation*}
e_{H}\left(x_{H}\right)=k \delta\left(\frac{1}{2} m \cdot v^{2}-\frac{z e^{2}}{r}-E\right), \tag{3.1.42}
\end{equation*}
$$

where $m$, $r$ and $V$ are respectively the reduced mass, the relative distance and relative speed of the electron and nucleus of the hydrogenic atom or ion, $Z e$ is the charge on the nucleus, $E$ is the total energy and $K$ is a normalisation constant. Other models are possible. In particular, the Bohr-Somperfeld model has also been widely used. The contrasting merits of such models are discussed in section (4.1).

The distribution $\rho\left(X_{I}\right)$ is defined at the approximate initial scattering state $X_{I}\left(t_{-}\right)$. The corresponding distribution at the initial reference state is simple to determine if the force between bodies $A$ and $B$ falls off faster than the inverse-square law. In this case for stationary $\rho_{A}\left(X_{A}\right)$ and $\rho_{B}\left(X_{B}\right)$,

$$
\begin{equation*}
\rho\left\{x_{\mathrm{I}}\left(t_{0}\right)\right\}=e\left\{x_{\mathrm{I}}\left(t_{-}\right)\right\} . \tag{3.1.43}
\end{equation*}
$$

Otherwise,

$$
\begin{equation*}
\rho\left\{x_{1}\left(t_{0}\right)\right\}=\rho_{A}\left(x_{A}\right) \rho_{B}\left(x_{B}\right) f\left(r_{-}, r_{B}, v_{A}, v_{B}\right), \tag{3.1.44}
\end{equation*}
$$

where the distribution $f\left(r_{A}, r_{B}, v_{A}, V_{B}\right)$ defined at time $t_{0}$ may be derived from the standard distribution $\delta\left(\underline{r}_{B}\right) \delta\left(\underline{v}_{B}\right) \frac{1}{v_{A}} \delta\left(v_{A}-v_{A} \hat{z}^{\underline{z}}\right)$ defined in the limit as $t$ tends to minus infinity, using the classical theory of scattering of two bodies $A$ and $B$ whose motion is governed by the evolution operator $U_{I}^{\prime}\left(t_{0}, t_{-}\right)$.

In the absence of any interaction body $A$ will cross the $(\underline{\hat{x}}, \underline{\hat{y}})$ plane at the impact-parameter vector $\underline{b}=\left(b \cos \phi_{b}, b \sin \phi_{b}, 0\right)$. Let $\tilde{X}_{I}\left(t_{0}\right)$ be the set of initial conditions, which, together with the
time $\dot{t}_{0}$, the variables $b$ and $\phi_{b}$ and any constants of the distributions $\rho_{A}\left(X_{A}\right)$ and $\rho_{B}\left(X_{B}\right)$ (such as the binding energies), make up the initial reference state $X_{I}\left(t_{0}\right)$. Let $P_{b \phi_{b}}(F)$ be the mean probability that the prescribed initial channel $I$ leads to a final channel $F$ for fixed $b$ and $\phi_{b}$. Then

$$
\begin{equation*}
P_{b \phi_{b} I}(F)=\int d \tilde{X} \rho(\tilde{X}) H(F ; I) \tag{3.1.45}
\end{equation*}
$$

where $H\left(F_{j} I\right)$ is unity if $X_{I}\left(t_{0}\right)$ leads to channel $F$, and is zero otherwise. The total cross section for the production of channel $F$ from initial channel $I$ is given by

$$
\begin{equation*}
\sigma_{I}(F)=\int_{0}^{\infty} d b b \int_{0}^{2 \pi} d \phi_{b} P_{b \phi_{b} I}(F) \tag{3.1.46}
\end{equation*}
$$

Let $C$ be any function of the initial and final reference states. Then the differential cross section for the variable $C$ is given by

$$
\frac{d \sigma_{I}}{d c}(F)=\sigma_{I}(F ; c)=\int_{0}^{\infty} d b b \int_{0}^{2 \pi} d \phi_{b} P_{b \phi_{b} I}\left(F_{j} C\right)
$$

where

$$
P_{b \phi_{b} I}\left(F_{j} c_{0}\right)=\int d \tilde{X} \rho(\tilde{X}) H\left(F_{j} I\right) \delta\left\{c_{0}-c\left(x_{I}, x_{F}\right)\right\}_{(3.1 .48)}
$$

Equations (3.1.47) and (3.1.48) may be generalised to include multipledifferential cross sections $\sigma_{I}\left(F ; C_{1}, C_{2}, \ldots\right)$ for prescribed values of $C_{1}, C_{2}, \ldots \ldots$.

If either $A$ or $B$ is composite then, in general, $H(F ; I)$ is an unknown function of $X_{I}\left(t_{0}\right)$, since it is necessary to determine the solution of a three-or-more particle problem in order to evaluate
$H(F ; I)$. Thus the cross sections $\sigma_{I}(F), \sigma_{I}(F ; C)$ and $\sigma_{I}\left(F ; C_{1}, C_{2}, \ldots\right)$ must be determined numerically. Numerical methods based upon Simpson, Gauss-Laguerre and related techniques (see for example, Buckingham 1962) are unsuitable for two important reasons. Firstly, if the number of dimensions of integration $D$ in equation (3.1.46) is large, then the rate of convergence for such methods is of order $N^{\alpha / D}$ where $N$ is the number of function evaluations and $\alpha$ is a fixed parameter, close to unity and dependent upon the numerical formula used (see, for example, Schreider 1964, chapter II). Secondly, in order to determine the differential cross sections, an elaborate and timeconsuming search procedure may be required to find orbits with prescribed values of $C_{1}, C_{2}, \ldots$. In contrast, the Monte-Carlo method of numerical integration (see, for example, Hammersley and Handscomb 1964 and Schreider 1964) has a rate of convergence of order $N^{-1 / 2}$ for large $N$ and all values of $D$. Furthermore, the function values used to determine the total cross section $\sigma_{I}(F)$ may also be utilised to determine all differential cross sections in the form of approximate unbiased differential distributions, whose characteristic parameters are accurate to order $N_{F}^{-1 / 2}$, where $N_{F}$ is the total number of orbits which result in final channel $F$. Thus, in the Monte-Carlo method, the delta-function restrictions for the differential cross sections may be relazed with the result that the timeconsuming search procedures are not required.
(e) The Monte-Carlo Method of Nunerical Integration

The method is fully described by Schreider (1964) and by Hammersley and Handscomb (1964). Various refinements have been applied by Abrines,

Percival and Valentine in order to reduce the statistical errors. In order to discuss the relative merits of such refinements the theory is outlined below.

Suppose that

$$
\begin{equation*}
\theta_{1}=\int_{0}^{1} d x f(x) \tag{3.1.49}
\end{equation*}
$$

and

$$
\begin{equation*}
\omega_{1}=\int_{0}^{1} d x\left\{f(x)-\theta_{1}\right\}^{2}=\int_{0}^{1} d x\{f(x)\}^{2}-\theta_{1}^{2} \tag{3.1.50}
\end{equation*}
$$

both exist. Let $\xi$ be a random variable which is uniformly (rectangularly) distributed in the interval $[0,1]$. Then the unbiased crude Monte-Carlo estimate $t_{1}$ of $\theta_{1}$ is given by

$$
\begin{equation*}
t_{1}=\frac{1}{N} \sum_{i=1}^{N} f\left(\xi_{i}\right) \tag{3.1.51}
\end{equation*}
$$

The corresponding unbiased estimate $\omega_{1}$ of the variance $\omega_{1}$ is given by

$$
\begin{equation*}
w_{1}=\frac{1}{(N-1)}\left[\sum_{i=1}^{N}\left\{f\left(\xi_{i}\right)\right\}^{2}-N t_{1}^{2}\right] \tag{3.1.52}
\end{equation*}
$$

The standard error $\delta t_{1}$ of the estimate $t_{1}$ is given by

$$
\begin{equation*}
\delta t_{1}=\left(\frac{\omega_{1}}{N}\right)^{1 / 2} \bumpeq\left(\frac{w_{1}}{N}\right)^{1 / 2} \tag{3.1.53}
\end{equation*}
$$

For large $N$ the values of $t_{1}$ are distributed normally about $\theta_{1}$ with standard deviation $\delta t_{1}$. The standard error $\delta t_{1}$ in $t_{1}$ therefore represents approximate $2 / 3$ confidence limits on $t_{1}$.

The integral $\theta_{1}$ may be regarded as the area between the curve $y=f(x)$ and the $x$ axis. This area is a special case of an area $\theta_{2}$ bounded by an arbitrary rectifiable curve $\Gamma$ with equation $f(x, y)=0$.

The hit-or-miss Monte-Carlo estimate $t_{2}$ is particularly useful for determining the area $\theta_{2}$ when the boundary $\Gamma$ is of complicated
form. Suppose that $\Gamma$ is enclosed in the unit square and that

$$
\begin{equation*}
\theta_{2}=\int_{0}^{1} d y \int_{0}^{1} d x H\{f(x, y)\}, \tag{3.1.54}
\end{equation*}
$$

exists, where $H\{f(x, y)\}=1$ if $(x, y)$ lies inside $\Gamma$ and is zero otherwise. Then

$$
\begin{equation*}
\omega_{2}=\int_{0}^{1} d y \int_{0}^{1} d x\left[H\{f(x, y)\}-\theta_{2}\right]^{2}=\theta_{2}\left(1-\theta_{2}\right) \tag{3.1.55}
\end{equation*}
$$

also exists. The unbiased hit-or-miss estimate $t_{2}$ of $\theta_{2}$ is given by

$$
\begin{equation*}
t_{2}=\frac{1}{N} \sum_{i=1}^{N} H\left\{f\left(\xi_{2 i-1}, \xi_{2 i}\right)\right\}=\frac{M}{N} \tag{3.1.56}
\end{equation*}
$$

where $M$ is the number of points $\left(\xi_{2 i-1}, \xi_{2 i}\right)$ which lie inside $\Gamma$. The true distribution of $t_{2}$ is binomial. The standard error $\delta t_{2}$ in $t_{2}$ is given by

$$
\begin{equation*}
\delta t_{2}=\left\{\frac{\theta_{2}\left(1-\theta_{2}\right)}{N}\right\}^{1 / 2}, \tag{3.1.57}
\end{equation*}
$$

where $\theta_{2}$ is, of course, unknown, in general. When $N$ is large and $\theta_{2}$ is not too extreme, the binomial distribution of $t_{2}$ may be approximated by the normal distribution about $\theta_{2}$ with standard deviation

$$
\begin{equation*}
\delta t_{2} \bumpeq\left\{\frac{t_{2}\left(1-t_{2}\right)}{N-1}\right\}^{1 / 2} \tag{3.1.58}
\end{equation*}
$$

However, even when $N$ is large, if $t_{2}$ is sufficiently close to zero or unity, the normal distribution does not approximate the binomial distribution. The error estimates are then no longer symmetric about $t_{2}$ because of the boundary conditions $0 \leqslant t_{2} \leqslant 1$. If it were true that $M$ tended to a finite value as $N$ tended to infinity, then the distribution of $M$ would be of Poisson form. Although this is not the case, for large $N$ and $M \sim 1$, the Poisson law suggests an error
estimate of the form

$$
\begin{equation*}
\delta t_{2} \simeq \frac{1}{N} \tag{3.1.59}
\end{equation*}
$$

In the region between the normal and Poisson limiting forms of the binomial distribution, approximate error estimates are given by Hays (1963, p. 291) and may be written, for small $t_{2}$ and large $N$, in the form

$$
\begin{equation*}
t_{2}^{ \pm} \simeq \frac{N}{\left(N+z^{2}\right)}\left[t_{2}+\frac{z^{2}}{2 N} \pm z\left\{\frac{t_{2}\left(1-t_{2}\right)}{N}+\frac{z^{2}}{4 N^{2}}\right\}^{1 / 2}\right], \tag{3.1.60}
\end{equation*}
$$

where $Z$ is the number of standard deviations required to yield prescribed confidence limits for the normal distribution. Hence, the case $Z=1$ corresponds to approximate $2 / 3$ confidence limits. It is easy to see that equation (3.1.60) has the correct form in the three limiting cases $t_{2}$ tends to zero, $z$ tends to infinity and $N \gg M \gg 1$. If $t_{2}$ is close to unity, then equation (3.1.60) should be applied to $\left(1-t_{2}\right)$. The arcsine transformation (see for example, Zubin 2935) has also been applied to the case of extreme probabilities in order to obtain error estimates which are approximately independent of $\theta_{2}$. However, the transformation introduces a small bias of order $1 / N$ into the estimate $t_{2}^{\prime}$. Any integral of the form $\theta_{1}$ defined in equation (3.1.49) may be expressed in the form $\theta_{2}$, given by equation (3.1.54) by choosing $H\{f(x, y)\}=H\{f(x)-y\}$ where $H(x)=1$ for $x \geqslant 0$ and $H(x)=0$, otherwise. However, Hamnersley and Handscomb (1964) show, in this case, that the hit-or-miss estimate $t_{2}$ has a larger standard error than the crude estimate $t_{1}$. Thus, the hit-or-miss techinque should only be applied in preference to the crude method either when the boundary $f(x, y)=0$ cannot be handled easily,
or when several additional integrals of the type

$$
\theta_{2}\left(c_{1}, c_{2}, \ldots, c_{k}\right)=\int_{0}^{1} d y \int_{0}^{1} d x H\{f(x, y)\} \delta\left\{c_{1}-c_{1}(x, y)\right\} . \delta\left\{\left[c_{k}-c_{k}(x, y)(3.1 .61)\right.\right.
$$ have also to be evaluated.

In both cases, since the convergence rate is only $N^{-1 / 2}$, it is important to investigate possible ways of reducing the variance $\omega_{I}$ and hence the standard error $\delta t_{I}$ of an estimate $t_{I}$. Fammersley and Handscomb (1964) and Schreider (1964) discuss several methods of variance reduction for the crude estimate $t_{1}$. These methods should only be applied with extreme caution to $D$ - dimensional integrals of the crude or hit-or-miss type. Thus, for example, for $D=6$ (as is the case for many of the integrals treated later in this thesis), one-dinensional rules employing 2, 3 or 4 function values, become rules employing 64, 729, and 4096 function values respectively.

In stratified sampling the range of integration of the integral $\theta_{1}$ is divided into $K$ intervals $h_{I}=\left(\alpha_{I-1}, \alpha_{I}\right)$, say, where $0=\alpha_{0}<\alpha_{1} \ldots<\alpha_{K}=1$, and, in each interval, the crude estimate is calculated independently. Hence

$$
\begin{equation*}
\theta_{1}=\sum_{I=1}^{k} \int_{\alpha_{I-1}}^{\alpha_{I}} d x f(x)=\sum_{I=1}^{k} h_{I} \int_{0}^{1} d x^{\prime} f\left(\alpha_{I-1}+h_{I} x^{\prime}\right) \tag{3.1.62}
\end{equation*}
$$

has an unbiased stratified estimate $t_{3}$ given by

$$
\begin{equation*}
t_{3}=\sum_{I=1}^{k} h_{I} \sum_{J=1}^{N_{I}} f\left(\alpha_{I-1}+h_{I} \xi_{I J}\right) \tag{3.1.63}
\end{equation*}
$$

where $N_{I}$ is the predetermined nuraber of function values to be selected
in each interval $h_{I}$. If each $N_{I}$ is proportional to $h_{I}$, the stratification is uniform and the standard error $\delta t_{3}$ of the estimate $t_{3}$ is never worse than the error $\delta t_{1}$. i nonuniform stratification may lead to better or to worse results. When each $N_{I}$ is large an estimate $W_{3}$ of the variance is given by
where $N=\sum_{I=1}^{K} N_{I}$ is the total number of function evaluations,

$$
\begin{equation*}
f_{I J}=f\left(\alpha_{I-1}+h_{I} \xi_{I J}\right) \tag{3.1.65}
\end{equation*}
$$

and

$$
\begin{equation*}
\bar{f}_{I}=\frac{1}{N_{I}} \sum_{J=1}^{N_{I}} f_{I J} \tag{3.1.56}
\end{equation*}
$$

The standard error $\delta t_{3}$ is therefore given by

$$
\begin{equation*}
\delta t_{3} \bumpeq\left(\frac{w_{3}}{N}\right)^{1 / 2} . \tag{3.1.67}
\end{equation*}
$$

For an integral of the form $\theta_{2}$, both integration ranges may be stratified simultaneously. Suppose that the range of $x$ is divided into $K$ intervals $h_{I}$, and that the rance of $y$ is divided into $L$ intervals $k_{J}=\left(\beta_{J-1}, \beta_{J}\right)$, where $0=\beta_{0}<\beta_{1}<.<\beta_{L}=1$. In any stratum (I, J) of area $h_{I} k_{J}$ suppose that $N_{I J}$ function values are chosen. Then an unbiased hit-or-miss stratified estimate $\boldsymbol{t}_{4}$ of the integral

$$
\begin{align*}
\theta_{2} & =\sum_{J=1}^{L} \sum_{I=1}^{K} \int_{\beta_{J-1}}^{\beta_{J}} d y \int_{\alpha_{I-1}}^{\alpha_{I}} d x H\{f(x, y)\} \\
& =\sum_{J=1}^{L} k_{J \cdot} \cdot \sum_{I=1}^{k} h_{I} \int_{0}^{1} d y^{\prime} \int_{0}^{1} d x^{\prime} H\{f(x, y)\}, \tag{3.1.68}
\end{align*}
$$

where $x=\alpha_{I-1}+h_{I} x^{\prime}$ and $y=\beta_{J-1}+k_{J} y^{\prime}$, is riven by

$$
\begin{equation*}
t_{4}=\sum_{J=1}^{L} k_{J} \sum_{I=1}^{k} h_{I} \frac{M_{I J}}{N_{I J}}, \tag{3.1.69}
\end{equation*}
$$

where $M_{\text {JJ }}$ is the number of points satisfying $f(x, y) \geqslant 0$ in the stratum ( $I, J$ ) . When all the $N_{I J}$ are large :and all the $M_{I J}$ are not too extreme, an estimate $\boldsymbol{w}_{4}$ of the variance may be written

$$
\begin{equation*}
w_{4}=\sum_{J=1}^{L} k_{J} \sum_{I=1}^{K} h_{I} \frac{M_{I J}\left(N_{I J}-M_{I J}\right)}{N_{I J}\left(N_{I J}-1\right)} \tag{3.1.70}
\end{equation*}
$$

so that

$$
\begin{equation*}
\delta t_{4}=\left(\frac{w_{4}}{N}\right)^{1 / 2} \tag{3.1.71}
\end{equation*}
$$

If several $M_{I J}$ are extreme with all $N_{I J}$ large, then the contributions to $\delta t_{4}$ from such strata may be calculated using equation (3.1.60) instead of equation (3.1.58). However, in practice, it is also possible to select a stratification scheme in which each $N_{I J}$ is unity. In this case equation (3.1.70) does not apply, but an upper bound to $\delta t_{4}$ ray be obtained by substituting $t_{4}$ for $t_{2}$ in equation (3.1.58), or else in equation (3.1.50) for extreme $t_{4}$. This scheme is usually more accurate than the hit-or-miss technique, since the density of points, at which the function $H\{f(x, y)\}$ is evaluated, is more stringently controlled, and, since the contributions to the area from all strata which do not intersect the boundary $f(x, y)=0$ are determined exactly by just one function evaluation.

The technique of stratification may be regarded as a particular case of importance sampling. In this approach for the integral $\theta_{1}$, a function $g(x)$ is sought so that $g(x) \geqslant 0$ for $0 \leqslant x \leqslant 1$ and, so the indefinite integral

$$
\begin{equation*}
y(x)=\int_{0}^{x} d x^{\prime} g\left(x^{\prime}\right) \tag{3.1.72}
\end{equation*}
$$

where $y(0)=0$ and $y(1)=1$, is known analytically. Then, since $y(x)$ can be inverted, in principle, to obtain $x(y)$ and as

$$
\begin{equation*}
\theta_{1}=\int_{0}^{1} d x f(x)=\int_{0}^{1} d y f\{x(y)\} / g\{x(y)\}, \tag{3.1.73}
\end{equation*}
$$

the crude importance estimate $t_{5}$ of $\theta_{1}$ together with the standard error $\delta t_{5}$ are given by substituting $f\left\{x\left(\xi_{i}\right)\right\} / g\left\{x\left(\xi_{i}\right)\right\}$ for $f\left(\xi_{i}\right)$ in equations (3.1.52) and (3.1.53). The combined uniformstratified and importance estimates $t_{6}$ together with the standard error $\delta t_{6}$ are riven by the corresponding substitution into equations (3.1.63) and (3.1.64). Importance methods will produce more accurate results than the crude estimate when the variation of $f(x) / g(x)$ is less than the variation of $f(x)$ alone. However, a poor choice of $g(x)$ can lead to less accurate estimates.
 form $\theta_{2}$, but it mast be remembered that each function value then has its om n weight $1 / g(x, y)$.

In the method of control variates let $\tilde{f}(x)$ be an approximation to $f(x)$ : with known integral $\tilde{\theta}$. Then, the crude control estimate $t_{7}$ and the uniforaly-stratified control estimate $t_{8}$ gan he derived from the identity

$$
\begin{equation*}
\theta_{1}=\tilde{\theta}+\int_{0}^{1} d x\{f(x)-\tilde{f}(x)\} \tag{3.1.71}
\end{equation*}
$$

Where the second integral in this equation is estimated by crude or unifomily-stratizied methods.
We control-variate technique ia farticuleriy simple in the case of
the integral $\theta_{2}$. Let $\tilde{f}(x, y)=0$ be an approximation of known area $\tilde{\theta}$ to the boundary $f(x, y)=0$. mien

$$
\theta_{2}=\tilde{\theta}+\int_{0}^{1} d y \int_{0}^{1} d x[H\{f(x, y)\}-H\{\tilde{f}(x, y)\}]
$$

In this equation the value of the integrand of the second integral is zero when $(f(x, y) \geqslant 0$ and $\hat{f}(x, y) \geqslant 0)$, or when $(f(x, y)<0$ and $\tilde{f}(x, y)<0)$, is unity when $(f(x, y) \geqslant 0$ and $\tilde{f}(x, y)<0)$, and has value -1 when $(f(x, y)<0$ and $\tilde{f}(x, y) \geqslant 0)$. Suppose that the second integral in equation (3.1.75) is evaluated by the hit-or-aiss technique. In the sample of $N$ points suppose that the numbers of points lying inside the four mutually-exclusive regions defined above are $a, d$, $b$ and $C$ respectively. Then the hit-or-miss estimate of the original integral $\theta_{2}$, given by equation (3.1.54), is obtained by setting $M=a+b$. However, the hit-or-miss control estimate $t_{q}$ is sciven by

$$
\begin{equation*}
t_{q}=\tilde{\theta}+\frac{(b-c)}{N} \tag{3.1.76}
\end{equation*}
$$

with

$$
\begin{equation*}
\delta t_{q}=\left\{\frac{(b+c)}{N(N-1)}-\frac{(b-c)^{2}}{N^{2}(N-1)}\right\}^{1 / 2} \tag{3.1.77}
\end{equation*}
$$

provided $b$ and $c$ are not too extreme. Similar results will be obtained if hit-or-miss sampling is replaced by uniformly-stratified sampling.

Ci the remaining variance-reduction techniques the regression method generalises simply for hicher-dimensional integrals. In this approach
several independent unbiased estimates of the unknown integral must be available. Then, since any weighted arithmetic mean of estimates is also an unbiased estimate, it is possible to determine one set of weights for which the variance is least. As an example, the leastvariance estimate $t_{g m i n}$ obtained from the hit-or-miss and hit-or-miss control estimates of the integral $\theta_{2}$ is given by

$$
t_{9_{\text {min }}}(a, b, c, d)=\frac{(a b+2 b c+c d)(a+b)}{N(a+c)(b+d)}+\frac{(a d-b c)}{(a+c)(b+d)}\left\{\tilde{\theta}+\frac{(b-c)}{N}\right\}
$$

with

$$
\begin{equation*}
\delta t_{a \min } \bumpeq\left\{\frac{a b(c+d)+c d(a+b)}{N(N-1)(a+c)(b+d)}\right\}^{1 / 2} \tag{3.1.79}
\end{equation*}
$$ provided $a, b, c$ and $d$ are not too extreme.

(a) Geometry

Let incident particle 1 have charge $Z_{1}= \pm e$ and mass $m_{1}$. Suppose the target atom 4 consists of two particles 2 and 3 of mass $m_{2}$ and $m_{3}$ and charges $z_{2}=\mp e$ and $z_{3}= \pm e$, respectively. If the magnitudes of the three charges are different, then the theory must be modified to allow for a long-range Coulomb attraction or repulsion in a rearrangement collision in which particles 1 and 2 form a bound system 6 and particle 3 is free. However, there is no restriction upon the masses of the particles.

## (b) Initial Conditions

In the initial reference state the target body 4 is located at rest at the origin 0 of a laboratory Galilean coordinate system $O(\underline{\hat{x}}, \hat{\underline{y}}, \hat{\underline{z}})$ - Let the reduced mass associated with the motion of particle 2 with respect to particle 3 be $m$ and let the relative position and velocity vectors at time $t$ be $\underline{T}$ and $\underline{V}$. Neglecting relativistic effects the total energy $E=-U$, where

$$
\begin{equation*}
\frac{1}{2} m v^{2}-\frac{e^{2}}{r}=E=-\frac{1}{2} m v_{0}^{2} \tag{3.2.1}
\end{equation*}
$$

the angular-momentum vector $L \quad$, where

$$
\begin{equation*}
\underline{L}=m \underline{r} \times \underline{v}, \tag{3.2.2}
\end{equation*}
$$

and the Runce-Ienz (perihelion) vector $N$, where

$$
N=\underline{v} \times L-\frac{e^{2}}{r} \cdot \underline{r}
$$

are all constants of the unperturbed motion (see, for example, Landau and Lifschitz 1960). The orbit of the bound relative motion is an ellipse. For a prescribed total energy $-U$ the semi-major axis $a$ of the ellipse is given by

$$
\begin{equation*}
a=\frac{e^{2}}{2 U} \tag{3.2.4}
\end{equation*}
$$

The plane of the ellipse is perpendicular to the angular-momentum vector, whose magnitude is bounded by $L_{\max }$, the angular-momentum magnitude in the circular orbit of the same total energy. Obviously,

$$
\begin{equation*}
L_{\max }=m a v_{0} \tag{3.2.5}
\end{equation*}
$$

The eccentricity $\epsilon$ of the orbit is given by

$$
\epsilon^{2}=1-\frac{L^{2}}{L_{\text {max }}^{2}}
$$

The parameter $\beta$, defined as

$$
\begin{equation*}
\beta=\frac{L^{2}}{L_{\max }^{2}} \tag{3.2.7}
\end{equation*}
$$

is a convenient alternative to $\epsilon$. The period $T$ of the bound motion is independent of the angular momentum for a fixed energy. Hence

$$
T=\frac{2 \pi a}{v_{0}}
$$

In a cartesian coordinate system $O\left(\hat{x}^{\prime}, \hat{y}^{\prime}, \hat{z}^{\prime}\right)$ oriented so that $\hat{\underline{z}}^{\prime}$ lies along $\underline{\underline{L}}$ and $\underline{\hat{x}}^{\prime}$ lies along $\underline{N}$, the relative position and velocity vectors $\underline{r}^{\prime}$ and $\underline{v}^{\prime}$ are conveniently parametrised by the eccentric anomaly $u$ in the form

$$
\begin{equation*}
r^{\prime}=a\left\{\cos (u)-\epsilon,\left(1-\epsilon^{2}\right)^{1 / 2} \sin (u), 0\right\} \tag{3.2.9}
\end{equation*}
$$

and

$$
\begin{equation*}
\underline{v}^{\prime}=\frac{2 \pi a^{2}}{T \cdot\left|\underline{r}^{\prime}\right|}\left\{-\sin (u),\left(1-\epsilon^{2}\right)^{\frac{1}{2}} \cos (u), 0\right\} \tag{3.2.10}
\end{equation*}
$$

where the eccentric anomaly $u$ and the time $t$ relative to the time at the perihelion distance are related by Kepler's equation

$$
\begin{equation*}
\frac{2 \pi t}{T}=u-\epsilon \sin u \tag{3.2.11}
\end{equation*}
$$

Formally, Kepler's equation has the following explicit solution for $u(t)$

$$
\begin{equation*}
u(t)=\frac{2 \pi t}{T}+2 \sum_{s=1}^{\infty} \frac{J_{s}(s \epsilon)}{s} \sin \frac{2 \pi s t}{T} \tag{3.2.12}
\end{equation*}
$$

where $J_{n}(x)$ is the ordinary Bessel function with argument $x$ and integral order $n$. However, for simple numerical work, equation (3.2.11) can be solved directly (see Abrines and Percival 1966a). The orientation of the frame $O\left(\hat{\underline{x}}^{\prime}, \hat{y}^{\prime}, \hat{\underline{z}}^{\prime}\right)$ with respect to the laboratory frame $O(\underline{\hat{x}}, \underline{\hat{y}}, \underline{\underline{z}})$ may be compounded from three successive rotations through the positive Puler angles $\psi, \theta$ and $\phi$ about the fixed $\underline{z}, \underline{y}$ and $\hat{\underline{z}}$ axes respectively, where $0 \leqslant \psi \leqslant 2 \pi$, $0 \leqslant \theta \leqslant \pi$ and $0 \leqslant \phi \leqslant 2 \pi$. The parameter $\mu$ where

$$
\begin{equation*}
\mu=\cos \theta \tag{3.2.13}
\end{equation*}
$$

is a convenient alternative to $\theta$.
The state of relative motion may therefore be completely specified $b_{y}$ the variables $U, \beta=\tau / T, \phi, \psi$ and
$\mu$. Abrines and Percival (1966a) show that if the variables $\beta$,
$\tau, \phi / 2 \pi, \Psi / 2 \pi$ and $(1+\mu) / 2$ are all selected independently from a uniform distribution $\rho(x)=1$ for $0 \leqslant x \leqslant 1$, the microcanonical
ensemble defined by equation (3.1.42) is generated with total energy $E=-U$. The specification of the initial reference state is completed by prescribing the time $t_{0}$ and the position $\underline{r}_{L 1}$ and velocity $\underline{v}_{L 1}$ of the incident particle.

For convenience, the time $t_{0}$ is chosen to be zero. The velocity of the incident particle is chosen, by convention, along the $\hat{\underline{z}}$ axis. It will be shown that this convention together with the Iuler-angle conventions obscures a dynamical condition, which helps to discriminate between different possible final channels. The position of the incident particle nay be fixed by the unmodified impact parameter $\underline{b}$ which may be chosen by convention along the $\hat{y}$ axis, since the target distribution is spherically symmetric. Hence

$$
\begin{align*}
& \underline{v}_{L 1}=(0, b, 0)  \tag{3.2.14}\\
& \underline{v}_{L 1}=\left(0,0, v_{L 1}\right) \tag{3.2.15}
\end{align*}
$$

and the initial reference state is completely specified. Apart from border-line cases each initial reference state leads to a unique final reference state with a definite final channel. Abrines and Percival (1966a) have shown that total cross sections are obtained when the variable $b^{2} / b_{\max }^{2}$ is uniformly distributed in the range $[0,1]$, where $b_{\text {max }}$ is chosen sufficiently large to include all collisions of relevance. It is not difficult to show that the most efficient choice of $b_{\text {max }}$ is the smallest possible value if Monte-Carlo methods are used to evaluate the cross sections. However this smallest value can
only be deterained precisely from the results of a large number of orbits. In practice a guess for $b_{\text {max }}$ is made. If it appears that the guess is too small, then it is always possible to choose additional orbits with b lying between the original guess and some larger value. Since the statistical ercors in the total cross sections are proportional to $b_{\text {max }}^{2}$, it is important to determine whether an alternative coordinate to $b$ can be used.

Suppose that the target atom consists of an electron and a much heavier nucleus. Then, if the velocity of the incident particle is much greater than the velocity in the circular orbit of the target atom, the energy transferred to the atom in a collision isgiven approximately by the energy transferred to the electron, treated as free from the nucleus during the collision, when the energy transfer is comparable to or greater than the ionization energy $U$. Thus, the energy transfer depends not upon the position of the nucleus relative to the position of the incident particle, but upon the position of the electron relative to the incident particle. The modified impact parameter $b^{\prime}$ is therefore measured from the projection of the position of the target electron in the $(\underline{\hat{x}}, \underline{\hat{y}})$ plane at the initial reference state. Hence

$$
\begin{equation*}
\underline{r}_{L 1}=\left(x_{L e}, y_{L E}+b^{\prime}, 0\right) \tag{3.2.16}
\end{equation*}
$$

where the position of the electron is $Y_{\text {Le }}$ at the initial reference state. It is not immediately obvious that $b^{/ 2}$ is uniformly distributed. However, suppose that the atomic state is held fixed, apart from the final Euler angle of rotation $\phi$ about the $\hat{\underline{z}}$ axis. Then, if instead, the rotation is performed upon the incident particle in the opposite sense,
the orbit is essentially unchanged. The distribution of the planepolar coordinates $(b, \phi)$ of the incident particle corresponds to a uniform beam of particles crossing the $(\underline{\hat{x}}, \underline{\hat{y}})$ plane. This beam could be described equally-well by coordinates $\left(b^{\prime}, \phi^{\prime}\right)$ relative to the projection of the position of the electron in this plane. Since $\phi^{\prime}$ is also uniformly distributed, then $b^{\prime 2}$ must be uniformly distributed. Finally, if $b^{\prime 2}$ is uniformly distributed for one atomic configuration, it is uniformly distributed for all atomic configurations. For high incident velocities $b_{\text {max }}^{\prime 2}$ should be smaller than $b_{\text {max }}^{2}$, and hence the standard errors in the total cross sections for gtrong collisions, such as ionizations, should be reduced. For extremely weak collisions the cross sections are dominated by large impact parameters and the distinction between modified and unmodified impact parameters is negligible. For intermediate impact parameters it is not clear which technique yields more accurate results. The surprising accuracy of binary-encounter theory for strong collisions at lower incident velocities suggests that the strong collisions will be more concentrated in the modified impact paraneter than in the unmodified impact parameter. The modified impact parameter is therefore preferable for strong collisions and all incident velocities of the order of $v_{0}$ and greater.

It is now clear why the restriction upon the mass ratio of the two target particles was made. If the two target particles have comparable mass, then both particles can receive significant energy transfers and hence orbits with large energy transfers may be grouped about either of the projections of the target particles in the $(\underline{\hat{x}}, \underline{\hat{y}})$ plane. Fortunately
this complication does not usually arise in practice.
It should be noted that the impact-parameter modification is taken relative to the projection of the position of the target electron in the plane passing through the centre of mass of the target atom and oriented perpendicular to the incident velocity. A vector modification is also possible, but, in order to prevent correlation between the projections of the positions of the incident particle and the target electron parallel to the incident velocity, it is necessary to introduce an additional time variable $\tau_{R E L}=t_{\text {REL }} / T$, which is uniformly distributed in some unit range, say $[0,1]$, since the unperturbed motion of the target system has period $T$. Then, the vector impact-parameter modification is achieved if the incident particle is located at the point

$$
\begin{equation*}
\underline{r}_{L 1}=\left(x_{L E}, y_{L E}+b^{\prime}, z_{L e}+v_{L 1} t_{R E L}\right) \tag{3.2.17}
\end{equation*}
$$

in the initial reference state.
This technique suffers from the fact that an adiitional variable is needed to specify the initial reference state, but is essential for special applications in which arbitrarily close encounters between the incident particle and target electron are required.

The approximate initial scattering state is controlled by the dimensionless error parameter $\gamma$. The time $t_{-}(\gamma)$ at the initial scattering state is given by

$$
\begin{equation*}
t_{-}(\gamma)=-\frac{2 a}{\gamma v_{L 1}} \tag{3.2.18}
\end{equation*}
$$

The initial scattering state is obtained by evolving the initial reference state in the initial non-interacting $(2+1)$-particle channel $\mid$ through
the time interval $\left(t_{-}-t_{0}\right)$. It is easy to show that the potential-energy terms between the incident particle and each of the target particles in the aproximate initial scatterine state is bounded by

$$
\begin{equation*}
V_{\max }=\gamma^{2} U+o\left(\gamma^{3}\right) \tag{3.2.19}
\end{equation*}
$$

(c) The rrumerical Solution of the Equations of Fotion.

In the present work the approximate final scattering state is computed from the approximate initial scattering state by zolvine the equations of relative motion (3.1.23) and (3.1.24) approxinately. The solution is advanced step-by-step usinte a standard fourth-order Runge-Kutte formula (see for example, Buckingham 1962, p.242, equation 8.41) with a time step which is recalculated at each step according to the formula derived by Abrines and Percival (1966a, equation 31) until an approximate final scattering state is attained. The overall accuracy is controlled by a dimensionless error parameter $\mathcal{E}$. The time-sten formula is based ppon the classical scaline laws for Coulomb interactions and is a generalisation of a simplified formula for the relative motion of two charged particles based on a Taylor expansion.

The most serious disadvantage of this method is that an absolute potential-energy error can become large if a relative distance becomes very small, even thouch the relative error nay remain approximately constant. For weak collisions larce potential-enersy ercors arise predominantly from highly-eccentric orbits of the target systen. These errors can be moderated by multiplyine the time step by an additional factor $\beta^{\frac{1}{4}}$ which is constant for a given orbit. A more detailed investicration by

Valentine (1968) showed that in any close approach of two particles, the absolute potentisl-enersy ercor could be modewated by multiplying the time step by a factor $\gamma_{R I}^{1 / 4}$, instead of $\beta^{1 / 4}$, where $r_{R I}$ is the appropriate relative distance. However, Valentine claimed that the refinement improved only $1 \%$ or $2 \%$ of the individual orbits with increased computing time. In the present work the time step with the factor $\beta^{1 / 4}$ has therefore been used, though neither method is really as satisfactory as a perturbation expansion method, say.

## (d) Exit Tests

The approximate final state is attained when prescribed exit tests are satisfied. These tests are listed in Abrines and Percival (1966a). For final direct and exchange channels the error parameter $\gamma$ is used in a similar way to that in the construction of the approximate initial scattering state. For final ionization channels an additional dimensionless error parameter $\delta$ is employed. The approximate final state in an ionizine orbit is attained when, for each pair of particles, the absolute ratio of the potential energy to the binding energy is less than $\delta$. Other simple exit tests are required to prevent orbits stopping prematurely.

## (e) Scattering Parameters

In principle, the approximate final scatterinc state should be evolved backwards in time without interaction to deternine the final reference state. All scattering paraneters can then be calculated from the initial and final reference states. This procedure would be essential if, for
example, the final value of the modified impact parameter or the final value of the eccentric anomaly were required in a direct or exchange collision. However, in practice, the scattering variables of interest can be caloulated from the initial and final scattering states.

## (f) Detemination of Suitable Error Parameters $\gamma, \varepsilon, \delta$.

The values of the error parameters must be chosen with regard to the conflicting demands of time of computation and of accuracy.

The error parameter $\delta$ is important only for ionizations. Owing to the form of the adjustable time-step formula, the computing time is ingensitive to large changes in $\delta$. The value of $\delta$ may therefore be selected to yield errors of the same order of magnitude as those introdiced by $\mathcal{E}$ and $\gamma$.

The error parameter $\gamma$ controls the initial potential-energy exror bound defined in equation (3.2.19) and a similar final potential-energy error bound for final direct and exchange channels, where $U$ is replaced by the corresponding final binding energy. In contrast, the round-off error in the numerical solution of the equations of motion is approximately invergely proportional to $\gamma$, since $\gamma$ is rouchly inversely proportional to the total time interval of evolution.

The truncation ercor in the numerical solution of the equations of motion is approxinately proportional to $\varepsilon^{4}$, provided that the error is not too large. However, for small $\mathcal{E}$ the round-off error is also approximately inversely proportional to $\mathcal{E}$. Thus, if the computing time were irrelevant, the most accurate choices of $\gamma, \mathcal{E}$ and $\delta$ would be the smallest values above the limits of round-ofi error.

In practice the computing time is important. Usually, the total computing time is dominated by the time $t_{C}$ required to solve the equations of motion. Neglecting complicated collisions

$$
\begin{equation*}
t_{c} \bumpeq \frac{k N}{\varepsilon \gamma v_{L 1}}, \tag{3.2.20}
\end{equation*}
$$

where $v_{L_{1}}$ is the initial velocity of the incident particle, $N$ is the total number of orbits and $k$ is approximately a constant, whose value depends upon the computer available. If complicated collisions are important then this value of $t_{c}$ is probably too small. For incident protons the value of $k$ was found to vary by only about $20 \%$ for incident velocities in the range $0.4 v_{0} \leqslant v_{L_{1}} \leqslant 2 v_{0}$.

In the present work the values of the error parameters $\gamma, \varepsilon$ and $\delta$ are chosen by trial and error using a small sample of orbits. The usual criterion is that $\gamma$ and $\mathcal{E}$ are chosen as large as possible, subject to prescribed error bounds in the scattering variables of interest and in the constants of the motion. The value of $\delta$ is not normally critical. In this way a fixed computing time is used to calculate as many orbits as possible.
(c) Generation of Pseudorandom Numbers.

The uniform distribution of random numbers is generated from the pseudorandom sequence

$$
\xi_{i} \equiv a \xi_{i-1}+c(\operatorname{modulo} m)
$$

with $a=127$ and $c=0$. Some of
the properties of this sequence and of other similar formulae are
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# 3.3 Exact-Classical Total Cross Sections for Protons Incident uron Atomic Eydrogen. 

(a) Introduction

The earlier results of Abrines and Percival (1966b) were obtained usine an Bha corputer program which was run on the University of London Atlas computer. Their results are extended in this work to lower incident proton energies usinf the more general and flexible FORTRAN computer procram developed by Percival and Valentine (see Valentine 1968). A11 computations have been performed on the Chilton Atlas computer.

All cross-section data are presented for target atoms in the ground state. Using the classical scaling laws the corresponding cross-sections for target atoms initially in a uniformly-populated (microcanonical) level
$n$ may be readily obtained. Although atomic units have been used throughout, it is convenient to express the incident proton enerey in Kev. and a,lso to use incident velocities for comparisons with infinitemass models. The approximate relations that a proton moving with an atomic unit of velocity has an incident energy of about 918 a.u., which is approximately equivalent to 25 Kev ., have been used.

## (b) Galculations

In table (3.3.1) the incident energies in Kev., the maximum value of the square of the impact parameter in $a_{0}^{2}$, the error parameters $\varepsilon$, $\gamma$ and $\delta$, the total number of orbits successfully integrated, the total nurbers in each of the mutually-exclusive final channels for direct excitation, iorization and charge transfer, and the approximate computing

| $E_{1}$ <br> in <br> $K e v$. | $b_{\text {midax }}^{2}$ <br> in | $\varepsilon$ | $\gamma$ | $\delta$ | $N_{T}$ | $N_{D}$ | $N_{I}$ | $N_{E}$ | $T$ <br> in |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\mathbf{7}$ | 18 | 0.16 | 0.04 | 0.005 | 500 | 384 | 0 | 116 | 3.0 |
| 10 | 20 | 0.17 | 0.04 | 0.005 | 699 | 580 | 1 | 118 | 3.6 |
| 20 | 17 | 0.18 | 0.04 | 0.005 | 1499 | 1139 | 34 | 326 | 5.3 |
| 68 | $11 *$ | 0.25 | 0.10 | 0.005 | 2500 | 1986 | 406 | 108 | 1.6 | Taile 3．3．1 Preliminary data for exact－classical p－H results．

A＊in the first colum indicates modified impuct parameter；other－．
wise unodified．See text．

| $\begin{aligned} & \text { Ei } \\ & \text { in } \\ & \text { Kev. } \end{aligned}$ | $\sigma_{I}\left(\pi d_{0}^{2}\right)$ | $\sigma_{E}\left(\pi a_{0}^{2}\right)$ | $\sigma_{\text {Loss }}\left(\pi a_{0}^{2}\right)$ |
| :---: | :---: | :---: | :---: |
| 7＊ | $0+03$ | $4.18 \mp 34$ | 4.18 干 34 |
| 10＊ | $0.03 \mp 03$ | $3.38 \mp 28$ | 3.40 干 28 |
| 20＊ | 0.39 f 07 | $3.70 \mp 18$ | 4.08 ₹ 19 |
| 38.1 | $1.35 \mp 13$ | $2.19 \mp 18$ | 3.54 于 22 |
| 54.4 | 1.69 〒 12 | $1.07 \mp 12$ | 2.76 干 16 |
| 68 | $1.81 \mp 13$ | $0.55 \mp 09$ | $2.36 \mp 15$ |
| 68＊ | 1.79 f 08 | $0.48 \mp 05$ | $2.26 \mp 09$ |
| 81.6 | 1.63 ¢ 12 | $0.31 \mp 08$ | 1.94 于 14 |
| 95.2 | 1.57 ¢ 11 | $0.17 \mp 04$ | 1.74 F 12 |
| 108.8 | 1.39 ¢ 10 | $0.07 \div 03$ | $1.46 \mp 10$ |
| 136 | 1.13709 | $0.01 \neq 01$ | $1.14 \mp 09$ |
| 1.63 .2 | 0.96 干 06 | $0+01$ | $0.96-06$ |
| 217.6 | $0.73 \times 05$ | $0+01$ | 0，73 05 |

Table 3.3 .2 Util reduced exact－clascical p－H cross sections；
$\sigma_{I}$（ionization）；$\sigma_{E}$（charge－transier）；$\sigma_{\text {hoss }}$（electron－loss）． Brors represent approximate statistical $2 / 3$ confidence limits．i＊ in the first coluri indicates present calculations；othervise，those of Abrines and Percival（1966b）．
time in hours are all listed.
The orbits with incident energy 68 Kev . were computed in order to check the improved FORTRAN program against the available results from the RMA program, since the FORTRAN program had not been used previously for production runs.

At incident energies below about 4 Kev . the computing time required to obtain reasonably accurate cross-sections is prohibitive with the present version of the program. Fortunately, below this incident energy,ionizing collisions are rare and the charge-transfer collisions have been treated approximately by Bates and Reid (1969b), using a classical adiabatic model together with the Bohr-Somierfeld quantization rules for the hydrogen molecular ion. Thus, the pressnt work fills the gap between the exact-classical results of Abrines and Percival (1966b) and the calculations of Bates and Reid.
(c) Results for Total Cross Sections.

The exact-classical total cross sections may be calculated using equations (3.1.46) and (3.1.56) with standard errors eiven by equations (3.1.50) or (3.1.60) in axtipemes oasoa.

Whe axact-olas:sical total oross bections $\sigma_{I}, \sigma_{E}$ ard $\sigma_{\text {Loss }}$ for ground-state targets are listed in table (3.3.2) in $\pi a_{0}^{2}$ together with the earlier results of Abrines and Percival (1966b). It should be recalled that $\sigma_{E}$ includes capture into all final states. The exactclassical electron-loss cross section $\sigma_{\text {Loss }}$ is just the sum of the ionization and capture (charge-transfer) cross sections $\sigma_{I}$ and $\sigma_{E}$ •

The statistical errors represent approximate $2 / 3$ confidence limits. Note that the statistical error in $\sigma_{\text {Loss }}$ may be derived directly by using the surn $\left(N_{I}+N_{E}\right)$ of orbits resulting in electron loss, rather than by combining the separate statistical errors in $\sigma_{I}$ and $\sigma_{E}$, in which case a larger estimate may be obtained. The cross sections $\sigma_{I}$ and $\sigma_{\text {Loss }}$ are compared with various classical binary-encounter approximations in figure (2.10.1).

In figure (3.3.3) $\sigma_{I}$ is compared with the averaced binary-encounter results of Vriens (1967) and the exact-classical ionization cross section of Percival and Valentine (1967) for incident positrons of the same velocity. Also displayed are the first-Born calculation of Bates and Grifing (1953) and the experimental values of Fite et al. (1960) and of Gilbody and Ireland (1964) in the specific case of cround-state target atoms.

In figure (3.3.4) $\sigma_{E}$ is compared with the classical adiabatic resonant ground-state charge-transfer cross section of Bates and Reid (1969b) and with the corresponding averaged scaled cross sections for the initial level $n$, ginco thair comanection do not some clamsically. Alfso thown are the exact-classionl rosults of Percival and Valentine (1967) for incident positrons of the same velocity, the two-state quantal calculation of heflroy (1963) and the experimental results of Gilbody and Rydine (1956), both of which apply specifically for ground-state target atoms.

If $\sigma\left(v_{1}, v_{0}\right)$ is an exact-classical total cross section for an incident charged particle movine with initial velocity $v_{1}$, and $v_{0}$ is the root-mean-square velocity of the electron in the cround state of


- Figure 3.3.3 Ground-state p- ionization cross sections. Curves; (first-Born); B (binary-encounter). Experimental values; full circles (rite et al.); open circles (Gilbody and Ireland). Nact-classical results; full squares (protons); open circles (positrons of sane velocity). error bars in exact-classical results represent approximate statistical $2 / 3$ confidence limits

the target hydroenio atom, then the corresponding cross section $\sigma^{\prime}\left(v_{1}^{\prime}, v_{0}^{\prime}\right)$ for an incident particle of valocity $v_{1}^{\prime}$ and for a target atom in a unifompr-populated excited level $n$ with noot-meanscuare velocity $v_{0}^{\prime}$ is miven by the classical scaline law

$$
\begin{equation*}
\sigma^{\prime}\left(v_{1}^{\prime}, v_{0}^{\prime}\right)=n^{4} \sigma\left(v_{1}, v_{0}\right) \tag{3.3.1}
\end{equation*}
$$

where

$$
n v_{0}^{\prime}=v_{0}
$$

and

$$
n v_{1}^{\prime}=v_{1}
$$

The exact-classical results for incident protons in the low velocity range $V_{1}<v_{0}$ show a marked disageenent with experimental and quantal values for both ionization and total capture in the case of eround-stete target atoms, in contrast to the excellent agreement at intermediate velocities $v_{0} \leq v_{1} \leq 4 v_{0}$, say. It is now well-established (see for example, Bates and Reid, 1969a,b) that for $v_{1}<v_{0}$ harrier peretration nlays a dominant role in charce-transfer processes and consecuently also in ionimations. The ezact-classical results are, therefore, not surprisincly, too small in thie recion. However, for correspondine atom in an excited level $n$, the rance of scaled velocities, over which barnier penetration is significant, should decrease as $n$ increases and hence for sufficiently large $n$, the exact-classical cross sections should be accurate for the velocities considered. These results indicate olearly the dancex of extrapolating experimental or quantal cross sections by classical scaling laws.
(d) The Validity of the Classical Model of Bates and Reid

The Bates and Reid rodel (1969b) is based upon the classical theory of the hydrocen molecular ion and employs only those classical orbits allowed by the Bohr-Sonmerfeld quantization rules. Nevertheless, for large $n$, the averaged scaled cross sections should approximate the exact-classical microcanonical results, though for low $\boldsymbol{n}$ the models do not correspond. Apart from these differences Bates and Reid nake two important assuraptions in the low velocity limit which can be tested directly, although it may be argued that the present exact-classical results are not sufficiently low in incident velocity for the classical adiabatic theory to be valid. Firstly, they assume that for each allowed orbit, charge transfer takes place with probability $1 / 2$ if the nuclear separation $R$ is less than $R(n, m, I)$ where $n$ is the initial level of the hydrogen atom and $m$ and $I$ are subsidiary molecular quantum numbers. Secondly, they assurne that non-resonant transfers are negligible. The scaled averaged low-velocity limit of the classical resonant charge-transfer cross section $\sigma_{E}(n)$ is given by

$$
\sigma_{E}(n)=\frac{1}{2} \pi \sum_{I=0}^{n-1} \sum_{m=-I}^{I} \frac{R^{2}(n, m, I)}{n^{4}}
$$

is can be seen from figure (3.3.4) the cross section $\sigma_{E}(5)$ is in excellent agreement with the exact-classical cross section for capture into all states, though the apparent structure in the exact-classical cross section for higher incident velocities is not reproduced in their model. The extent of the agreement is demonstrated by the comparison between the exact-classical charge-transfer probability as a function of
the square of the unmodified impact parameter $b$ and the contributions from equation (3.3.4) with

$$
R(n, m, I)=n^{2} b,
$$

as shown in figure (3.3.5).
However, in the exact-classical results, the spread in the distribution of final binding energies is not negligible at the incident velocities considered. At lower incident velocities the spread should decrease, but this is just the region where barrier penetration becomes more significant. The classical resonant capture cross sections of Bates and Reid for large $n$ are therefore too large at higher incident velocities, because capture into different final levels is significant, but is not included, and are too small at lower incident velocities, because barrier penetration is neglected.

The reasons for the failure of classical methods in treating weak excitations at high incident velocities have been discussed by Percival and Richards (1970a). They claim that classical methods may only be applied if all quantum numbers and all changes in the quantum numbers are large compared with unity. The failure of the classical resonant capture cross sections of Bates and Reid even for large $n$ may be due to sirnilar reasons. Nevertheless, if these cross sections are interpreted as capture cross sections into all states, the values are accurate for sufficiently large $n$ and for incident velocities above the region of importance of barrier penetration, but low enough for their approximate theory to be valid.


Figure 3.3.5 Reduced classical p-H capture probability versus the square $b^{2}$ of the unmodified impact parameter at the incident energy 7 Kev. Full curve (exact-classical); dashed curve (adiabatic model of Bates and Reid for initial $n=5$ level).
(e) The Validity of the Binary-Encounter Approximation

It is evident from figure (2.10.1) that the binary-encounter approximation to $\sigma_{I}$ seriously overestimates the exact-classical values for low incident proton velocities, even though such collisions involve close encounters. If, on the other hand, the binary-encounter ionization cross section is interpreted as an electron-loss cross section, then the exact-classical cross section $\sigma_{\text {Loss }}$ is seriously underestimated by the binary-encounter model at low proton velocities. The latter result succests that charge-transfer may take place at low incident velocities in collisions for which the predicted binary-encounter energy transfer is small. Since the binarymencounter results for total electron loss and total ionization are seriously in error for low incident proton velocities, the binarymencounter results for excitations by slow incident protons are likely to be even worse than the results for the stronger collisions. A similar discrepancy between binary-encounter and exactclassical total and differential ionization cross sections for incident electrons was found by Abrines, Percival and Valentine (1966), even for incident velocities larcer than, but comparable to, the initial root-meansquare velocity $v_{0}$ of the tareet electron.

In the previous and present oxact-ciassical work the value of $b_{\text {max }}^{2}$ was chosen to include virtually all ionizing and charge-transferring collisions. Since contributions to the exact-classical continuous differential excitation cross section $\frac{d \sigma_{D}}{d \Delta E}$ oscur with impact parameters outside this range, the estimate of $\frac{d \sigma_{D}}{d \Delta E}$ from impact parameters bel ow $b_{\text {max }}^{2}$ is a lower bound subject to statistical fluctuations. Nevertheless
for each individual collision the exact-classical and the binary-encounter values of the enercy transfer $\Delta E$ may be computed. The exact-classical and binary-encounter contributions to $\frac{d \sigma_{D}}{d \Delta E}$ are sketched in figure (3.3.6) for the incident energies 68 Kev , and 20 Kev . The striking disagreement at 20 Kev . may be even worse, since small errors in the exact-classical orbit integration will tend to broaden the true results for small $\Delta \mathrm{E}$. The region of validity of the binary-encounter approximation as a classical model has been given by Percival and Richards (1967). They argue that the theory is valid when the collision time $t_{\text {col }}=2 b^{\prime} / v_{1}$ is short compared with the natural period $T=2 \pi a / v_{0}$ oî the target atom, where $a$ is the radius and $v_{0}$ is the speed of the atomic electron in the circular orbit of the same binding energy. For low incident velocities $v_{1} \ll v_{0}$, and so the region, in which the binary-encounter approximation is valid, yields a negligible contribution of order $\pi b_{c_{0}}^{2}=\pi a^{2}\left(\frac{v_{1}^{2}}{v_{0}^{2}}\right)$ to the total electron-loss cross section $\sigma_{\text {Loss }}$, which is comparable to $\pi a^{2}$.

For the first time the binary-encounter theory has been compared with exact-classical results for individual orbits, using the theory described in sections (2.1), (2.2) and (2.3) for the matioular oene of an incidont findtemansa protion and a target electron. The comparison is made using the coordinates defined at the initial reference state, rather than those at the approximate initial scatterines state, because, in the exact-classical roodel, the target electron is evolved backwards in time from the initial reference state to the iritial scatterine state on an elliptic orbit instead of a straight-line orbit, as required in the binaryencounter theory. Although, in principle, either state, or any internediate


Figure 3.3.6 Contributions to reduced classical pH differential excitation cross sections from impact parameters below bax versus energy transfer. Case a) $20 \mathrm{Kev}$. ; b) 68 Kev . Curves; A (exact-classical); $B$ (binary-encounter).
state may be used, the correlation between the exact-classical and binaryencounter results should be greatest at the initial reference state, since the incident proton is at its position of closest approach relative to the centre of mass of the target atom, for each orbit at this state. Only at very high incident velocities will the correlation be insensitive to the initial state at which the comparison is made.

Each orbit must result in one of four mutually-exclusive final channels or cells according to whether the exact-classical final channel is electronloss or direct excitation (or possibly de-excitation) and to whether the binary-encounter model predicts electron-loss or direct excitation (or possibly de-excitation). In this approach it is still possible for the energy transfer $\Delta E$ calculated by each theory to differ widely within the same cell.

At the incident energies 10 Kev . and 68 Kev . all exact-classical orbits have been used in the comparison. At the incident energies 7 Kev . and 20 Kev . only the first 500 and 600 orbits respectively have been compared. A particularly attractive feature of this approach is that the binarymoncourter pesultib, togother with a varioty of other predictors, may brs ovaluatod in a noparate computer proeram with little additional computine time, since the initial conditions can be recenerated quickly. Then, all that is required from the exact-classical orbits is the value of the final channel. In this way all earlier exact-classical orbits may be compared with binery-encounter predictions, provided that the exact initial conditions can be reprodiced and that the exact-classical channels are known.

The total numbers of orbits, which fall into each cell, are presented in the first column of two-by-two contingency tables in table (3.3.7). The results, which would be expected if the binary-encounter theory were not correlated with the exact-classical values, are presented in the second column. In this case the number in each cell is given by the product of the appropriate row sum and column sum, divided by the total number of orbits. The results in the second column have been rounded to the nearest integer. The numbers, which would be expected if every orbit, for which the binary-encounter model predicts electron-loss, results in electron-loss, are listed in the third column. In this case the region of initial conditions, for which the binary-encounter model predicts electron-loss, is contained within the corresponding exactclassical region. Since, for each contingency table, there is only one degree of freedom, a measure of the relevance of the binary-encounter model can be derived by noting that any cell total $N_{\text {IT }}$ selected from the first column may be written in the form

$$
N_{I J 1}=(1-x) N_{I J 2}+x N_{I J 3},
$$

where $N_{\text {dJ }}$ and $N_{\text {tJ3 }}$, woe corresponding coll totals in tho second and thinned onlums respectively, and where $X$ depends only mon the incident velocity. The factor ( $1-x$ ) may be regarded ass a measure of the random component in the comparison and the fraction $\boldsymbol{X}$ may be interpreted ass a measure of the significance of the approximate theory. Aproyimate standard oreors in $x$ may be, gauged by adding to, and subtracting from, the smallest cell total its own square root. Necative values of $\boldsymbol{x}$ are permissible though unlikely since this mod imply a negative correlation
a) 7 ker .

b) 10 Kev .
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Pable 3.3 .7 p-H contingency tables at various incident enories for comparisions between exact-classical values (i) and binary-encounter wedictions of the final channels of electron-ioss ( $L$ ) and of direct excitation (D) for sets of individual orbits. Row and colum totals are denoted by $T$. The actual results obtained are presented in the first colum of contingency tables. See text for the remaining tables.
between the two models.
The binary-encounter comparison may be used to determine a control estimate of the exact-cluscical cross section $\sigma_{\text {Loss }}$, using equation (3.1.75) with standard error given aproximately by equation (3.1.77), though there is no guarantee that the results will be more accurate than the direct hit-ormiss estimates in table (3.3.2). In order to obtain a control estimate, the Fock-averaged binary-encounter electron-loss cross section for a finite-mass incident proton must also be known. However, since the difference between the finite-mass and infinite-mass binaryencounter models is small at these incident velocities, the simpler infinite-mass results may be employed, particularly since the standard error of the control estimate is independent of the approximate analytic interral.

The theoretical values for the infinite-mass binery-encounter electron-loss cross section $\sigma_{\text {Loss, BE }}$ are $1.93 \pi a_{0}^{2}$ at 68 Kev . and 1.75 $\pi a_{0}^{2}$ at 10 Kev . The $h i t-o r-m i s s$ estimates of $\sigma_{\text {Loss, } B E}$ are $2.06 \pm 09 \pi a_{0}^{2}$ and $1.75 \pm 21 \pi a_{0}^{2}$ respectively, and the control estimates of the exactclassical $\sigma_{\text {Loss }}$ are $2.13 \pm 09 \pi a_{0}^{2}$ and $3.40 \pm 34 \pi a_{0}^{2}$ respectively. If any bias in the random sample of initial conditions at 68 Kev . affects $\sigma_{\text {Loss,BE }}$ and $\sigma_{\text {Loss }}$ similarly, then this work suigests that the hit-or-miss value listed in table (3.3.2) is larger than it should be. However, the earlier independent estimate by Abrines and Percival (1966b) is then even larger. Although the control-estimate approach is more satisfactory aesthetically, the statistical errors are, at both incident energies, at least as large, for these cases, as the original hit-or-miss errors. Thus the binary-encounter model for individual orbits is not sufficiently close to the exact-classical
model, to reduce the statistical errors at these incident velocities. Although this approximation may be more useful at higher velocities, the exact-classical and binary-encounter electron-loss cross sections are known to agree closely (at least statistically) in this region. Nevertheless, the individual-orbit binary-encounter model is useful in comparisons with exact-classical results, especially when subsamples of initial conditions are selected for investigation by the exact-classical technique. In such cases the analytic binary-encounter results may not have been determined, for example, a sub-sample of orbits with $b^{2}$ distributed uniformly in the range $(0,2) a_{0}^{2}$ only, say.

### 3.4 Exact-Classical Charge-Transfer Probabilities in Close Collisions of Protons with Hydrogen Atoms.

(a) Introduction

The first measurement of the charge-transfer probability in close collisions of protons and ground-state hydrogen atoms was made by Lockwood and Everhart (1962). Their results for incident proton energies in the range 0.7 Kev . to 40 Kev , at a fixed scattering angle of $3^{\circ}$ revealed that the charge-transfer probability $P_{E}$ was an oscillating function of incident energy. More recently Helbig and Everhart (1965) repeated and extended these measurements to include incident energies from 0.13 Kev to 150 Kev . and scattering angles between $0.2^{\circ}$ and $6^{\circ}$. It was found that $P_{z}$ was also a resonant function of scattering angle. However, over the range 4 Kev . to 150 Kev . $P_{E}$ was independent of the scattering angle, provided the angle was at least $2^{\circ}$.

Early quantum-mechanical calculations failed to predict the location of the maxima and overestimated the amplitude of the oscillations in $P_{E}$ (see, for example, Wilets and Gallaher, 1966, and the references therein). However the Sturnian close-coupling calculations of Gallaher and Milets (1968) and the variable screened nuclear-charge model of Cheshire (1968) are in better agreement with experiment.

There are two simple explanations for the resonant behaviour of $P_{E}$. The first explanation is easy to formulate within the framework of quantum mechanics, since the symmetry of the field experienced by the electron leads naturally to both gerade and ungerade molecular wavefunctions. Then, the interference between these states can give rise to resonant
phenomena in $P_{E}$. Since this process has no analogue in a purelyclassical description, such resonances are non-classical and cannot be reproduced by a rurely-classicai model.

A second mechanism was proposed by Cheshire (1968) and may be worded in the following way. At high incident-proton energies the atomic electron does not have enough time to "jump" to the passing proton durine the collision and therefore $P_{E}$ should be small. As the incident enerey is decreased, $P_{E}$ should increase until an ontinum incident energy is reached (at about 25 Kev .) at which the atomic electron has sufficient tirie to "jurap" to the passing proton, but not enough time to return to the target proton. In the neighbourhood of this incident energy, $P_{E}$ should have its first maximum in terms of decreasing incident energy. At lower incident energies multiple transfers are possible and a series of maxima and minima in $P_{E}$ may be expected.

Unlike the first explanation Cheshire's mechanism may be interpreted classically. In this section the exact-classical values of $P_{E}$ are determined to discover whether the Lockwood and Everhart effect has-a classical explanation. The exact-classical results are also useful as a test for possible approximate classical collision models.

## (b) Calculations

The preliminary data for the calculations is displayed in table (3.4.1). The range of incident energies is chosen to correspond to the experimental range over which $P_{E}$ was found to be insensitive to scattering angles about $3^{\circ}$. Scattering angles close to $3^{\circ}$ are selected because of the large amount of experimental and quantal theoretical

| $E_{1}$ <br> in <br> Kev. | $b^{2}$ <br> in <br> $a_{0}^{2}$ | $\epsilon$ | $\gamma$ | $\delta$ | $N_{T}$ | $N_{D}$ | $N_{\mathbf{r}}$ | $N_{E}$ | $T$ <br> in <br> hours |
| ---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 4 | 1.667 | 0.15 | 0.04 | 0.005 | 597 | 318 | 11 | 268 | 5.4 |
| 5 | 1.067 | 0.16 | 0.04 | 0.005 | 498 | 261 | 11 | 226 | 3.9 |
| 7 | 0.544 | 0.16 | 0.04 | 0.005 | 499 | 273 | 23 | 203 | 3.1 |
| 8 | 0.416 | 0.16 | 0.04 | 0.005 | 700 | 404 | 22 | 274 | 4.1 |
| 10 | 0.267 | 0.17 | 0.04 | 0.005 | 700 | 381 | 33 | 286 | 3.6 |
| 14 | 0.137 | 0.16 | 0.04 | 0.005 | 400 | 166 | 31 | 203 | 1.9 |
| 20 | 0.067 | 0.18 | 0.04 | 0.005 | 1000 | 245 | 103 | 652 | 3.4 |
| 30 | 0.029 | 0.17 | 0.04 | 0.005 | 600 | 129 | 105 | 366 | 1.8 |
| 50 | 0.010 | 0.17 | 0.04 | 0.005 | 700 | 209 | 207 | 284 | 1.7 |
| 100 | 0.003 | 0.17 | 0.04 | 0.005 | 600 | 299 | 247 | 54 | $1.4 *$ |
| a)100 | $0.003 *$ | 0.20 | 0.10 | 0.005 | 300 | 230 | 69 | 1 | 1.9 |
| b)100 | $0.003 *$ | 0.20 | 0.10 | 0.005 | 266 | 95 | 127 | 44 | 1.6 |

Table 3.4.1 Preliminary data for close p-H collisions. A*in the second column denotes impact parameters modified relative to the target proton; othervise, unnodified. A * in the final column indicates the value to be multiplied by a factor of ten. Data at $100 \mathrm{Kev} . ;$ a) initial conditions with $\tau$ in the wnge ( $0.25,0.6$ ) only; b) $\tau$ in the range ( $-0.4,0.25$ ) only. The marked differences in these two cases indicate that $\tau$ is a significant initial variable at high energies. See section (4.2).
results available for comparison.
It is not practical to determine the appropriate initial conditions which yield a scattering angle of exactly $3^{\circ}$ for each individual orbit. Instead, as in the calculation of Cheshire (1968) and Gallaher and Wilets (1968), the impact paraneter relative to the centre of mass of the target systera is chosen to be a function of the incident energy alone. The Rutherford formula for the scattering of the protons, alone, yields

$$
b E_{1}=0.519
$$

where $b$ is expressed in $a_{0}$ and $E_{1}$ in Kev. Since this formula does not allow for the screening of the target proton by the atomic electron, a more accurate value of $b$ was found by trial and error at 7 Kev. This value may be used to obtain impact parameters at different incident energies employing the approximate relation

$$
b E_{1}=0.516
$$

The correspondine values of $b^{2}$ are listed in table (3.4.1). In all cases, except at the highest energy 100 Kev ., the spread in the angles of scattering close to $3^{\circ}$ is less than, but comparable to, the angular resolution quoted by Lockwood and Everhart (1962). For incident energies of 100 Kev . and above the excessive spread in scatterinc angle is caused by $b$ being not much larger than the unperturbed radius of the orbit of the target proton. The spread is reduced by choosing $b$ relative to the target proton rather than to the centre of mass.

The incident energies in the range 4 Kev . to 50 Kev . inclusive were computed on the Chilton Atlas. The calculations at 100 Kev , were
performed on the University of Stirling ICI 4130.
(c) Results for the Exact-Classical Probabilities.

The values of the exact-classical probabilities of total direct excitation $P_{D}$, of total ionization $P_{I}$ and of total charge transfer $P_{E}$ are shown in figure (3.4.2). The exror bars represent approzimate
$2 / 3$ confidence limits. Smooth curves have been drawn through the points by hand to avoid possible confusion. The upper horizontal scale is non-linear and shows the incident energy $E_{1}$ in Kev. The lower horizontal scale is linear in a convenient dimensionless parameter $t$, which is the ratio of the incident energy $E_{1}$ in Kev. to the incident energy $\left(E_{1}+25\right)$ in Kev. The value $t=1 / 2$ corresponds to the incident energy 25 Kev . at which the incident proton velocity $V_{1}$ and the root-mean-square velocity $v_{0}$ of the atomic electron are almost equal. Note that the incident energy range considered is therefore approximately equivalent to the incident velocity range

$$
0.4 v_{0} \leqslant v_{1} \leqslant 2 v_{0}
$$

It is immediately apparent that the charge-transfer probability $P_{E}$ is an undulating function of $E_{1}$, and has a maximurn value of about 0.68 close to 25 Kev . There is also strong evidence for a minimum value of about 0.39 close to 8 Kev . There appears to be no further significant stiructure below 7 Kev . Since there is no significant structure below 7 Kev., the maxima and minima for the high-order transfers predicted by Cheshire (1968) are rapidly damped in the classical approach. In this region any strong oscillations in $P_{E}$ must be purely-quantal in origin. In contrast, above 7 Kev . sienificant oscillations are present in the


Figure 3.4.2 Excct-classical close p-H total probabilitien versus inciadent energy. Full squares (ionization); full circles (total capture); open circles (direct excitation). Drror bars represent approximate statistical $2 / 3$ confidence limits.
classical results and hence the purely-quantal effects may not be dominant.

In ficure (3.4.3) the exact-classical results for $P_{E}$ are compared with the quantal calculations of Cheshire (1968) and of Gallaher and Wilets (1968) and with the experimental values of Lockwood and Everhart (1962). Unlike early quantal theories, the exact-classical results are "in phase" with the experimental values for incident energies above 7 Kev. The classical amplitudes are too small by aproximately the same factor as the quantal results of Cheshire and of Wilets and Gallaher are too large.

As in other exact-classical calculations, an important advantage of the classical method is the ability to discriminate between phenomena which are purely-guantal and those which can be described equally-well classically. This leads, not only to a better understanding of the mechanisms involved, but also enables more accurate extrapolations for corresponding processes involving initially excited levels. A second advantage of the classical approach is the possibility of testing approximate hypotheses used either in classical or in quantal treatments. In the present case the failure of the hydrocenic expansion of wilets and Gallaher (1966) and of the calculation of Cheshire (1968) at incident energies above 7 Kev . is not surprising since they neglect ionization channels. As can be seen from figure (3.4.2) the exact-classical ionization probability is not negligrible in this enersy range and it is therefore not unreasonable to expect the true ionization probability to be significant here. If this is so, the results of Wilets and Gallaher

and of Cheshire are too large at higher incident energies. In contrast the results of Gallaher and Wilets (1968) contain the possibility of ionization implicitiy in the Sturmian expansion. Their results are in best agreement with experiment.

## (d) Differential Distributions

The continuous differential probabilities $p_{D}(\beta)$ and $p_{E}(\beta)$ show littie structure as a function of the initial angular-momentum parameter $\beta=L^{2} / L^{2}$ max . In contrast the differential probability $P_{I}(\beta) \quad$ indicates a complete reversal of bias over the incident range considered, as can be seen in figure (3.4.4).

The distributions $P_{D}\left(U_{f}\right)$ and $P_{E}\left(U_{f}\right)$ of final binding energy $U_{f}$ for direct and charge-transfer collisions are, of course, also continuous. The distributions may be characterised by their means and standard deviations, though since $\rho_{D}\left(U_{f}\right)$ and $\rho_{E}\left(U_{f}\right)$ are not equal to the normal distribution, higher moments may also be important. The means and standard deviations are plotted in figure (3.4.5) as a function of the incident energy. The error bars represent approximate $2 / 3$ confidence limits in the values determined frorn the finite samples of orbits. Again, smooth curves have been drawn through the points by hand to avoid possible confusion. At low incident energies, as expected, the distributions $\rho_{D}\left(U_{f}\right)$ and $\rho_{E}\left(U_{f}\right)$ are very similar. Over the energy range considered, the apparent structure in the distributions is extremely complicated. It would therefore appear that the possibility of finding an approximate classical theory in this energy range is extremely unlikely.


Figure 3.4.4 Bxact-classical relative differential ionization probabilities in close p-H collisions versus the initial angularmomentun parameter $\beta$ for incident energies 10 Kev., 20 Kev , and 50 Kev .


However, both below and above this energy range approximate theories appear feasible.

The continuous differential distribution $\rho_{E}\left(\beta_{F}\right)$, where $\beta_{F}$ is the final angular-momentun ratio $L^{2} / L_{\text {max }}^{2}$, is insensitive to $\beta_{F}$ for Low and intermediate energies, but for incident energies of 50 Kev , and above, electrons are captured preferentially into orbits with low angular momenta, as was found by Abrines and Percival (1966b) in the case of total charge transfer. Again, as in their work, the results for low $\beta_{F}$ arising from orbits with $\beta$ large initially may not be accurately determined.
> 3.5 Simultaneous Angle and Marcy Diatwbutions of Slectrone ategtea from Ground-State Helium Atome by Protons of Intermaiate Sores.

Tre 3-particle exact-classical HoRTRAN computer pacram of Peroival. and Valentine (see Valentine 1968) has been used to investigate classical collisions of protons incident upon eroundmate helium atoms.

A direct classical treatment of the 4-particle problem was not attempted for two important reasons. Firstly, it would have beon difficult, ip not impossible, to construct a stable qlassical aodel of an isolated ground-state helium stom with two orbitine electrons, since it is always possible for such a classical system to autoionine, In order to avoid autoionization the two electron model was approximated by two independent one-electron indeis. The second main reason for reducine the 4-particle problem to a 3-particle problem was that extensive modifications to the computer program would have been required to treat Pour particles.

Two altemative classicai one-electron nodels of ground-state heliun atoms were considered. The forner was an extremely simple but orude scaled-hydrogenic nociel, in which tise atom was represented as an electron orbiting around a structureless particle whose mass and charge were taken to be that of a singly-charged helium ion. This model, therefore, implied that the single electron was completely screened by the other electron Arom the doubiy-charged nucieus. hence this nodel was most reelistic for high singly-excited stetes of helium rather than for the ground state. Nevertheless, this model had the aivantages that equivaliont approximations had been wace in the first-Born caiculations of Rucd, Sautier end Bailey (1966),
and that the classical computer progran could be used without modification. A nore realistic variable-nuclear-charge model was also investigated using a simple expression

$$
\begin{equation*}
Z(r)=\{1+\exp (-k r)\} e \tag{3.5.1}
\end{equation*}
$$

for tive effective nuclear charge $Z(r)$ as a function of the radius $r$ of the electron orbit, where $k$ was a suitable constant. This model had the advantage that a variation in the screening of the nuclear charge was incorporated, but the main disadvantages were that, since the period of the bound motion of the electron was no longer independent of its angular momentum for a fixed binding energy, the wind-back procedure was more complicated than the Kepler motion, that the best choice of ancularmomentum distribution to represent the ground state was not obvious, that several parts of the classical computer progran required modification, and that the solution of Newton's equations of motion using equation (3.5.1) was probably more time-consuming owing to the need for a smaller time-step. For these reasons, the simpler model was selected for a preliminary investication, but the necessary modifications to the computer program were also carried out for the more realistic model, in the event that the classical results using the simple model were not in satisfactory agreement with the experimental results of Rudd and Jorgenson (1963) and of Rudd, Sautter and Bailey (1966), especially for small angles of ejection, where the experimental results are typically larger than the binarymencounter results of Bonsen and Vriens (1970) and the Born caloulations of Rudd et al. by at least a factor of ten.

The details of this calculation, the results and the comparison with experiment and with Born and binary-encounter theories have been published by Bonsen and Banks (1971) (see, for example, the end of this thesis). The results obtained from the simple classical model are in such close agreement with experiment at low ejection angles that a further investigation using the more sophisticated model is not justified,because the remaining discrepancy could be due predominantly to the classical approximation itself.

Since the binary-encounter results are too low at low angles, genuine three-body effects must be responsible for the enhancement at low ejection angles. The remarkable agreement using the simple classical model sucgests that the effect depends crucially on the final long-range interactions between the three bodies, rather than upon specific initial. atomic properties.

In contrast, at large angles of ejection, the Born calculations are considerably larger than the results of the accurate-classical and binary-encounter models, and are in much better agreement with experiment. In this region, since the accurate-classical and binary-encounter results are similar, three-body effects are not important. The failure of the classical results has been attributed by Percival (1971) to the dominance of a purely-quantal two-body mechanism, termed super-barrier reflection, between the ejected electron and the helium ion.

This work again demonstrates that simple quantal theories (in this case the first-Born approximation) and accurate-classical models are complementary, even for low cuantum numbers, and that the complementarity
may not be evident unless a sufficiently-acourate classical model ia used.

## OHAPTMR 4

## ADOTRIONAL AND COHCLUDIIG RBIARKS

### 4.1 Olassical Models For Hydroseric Atons and Ions

There aro two aimilar but distinct classical models of luarocenio atorn and ions, In the Bomm-Somerreld model (see, for example, Bom 1960) a direct comespondence is made between the quantum numbers ( $n, l, m$ ) of a quantal excited state of a lydroyenic atom or ion in spherical-polar coordinates, and discrete values only of the classical ection variables $\left(n_{c}, l_{c}, m_{c}\right)$ in gherical-polar coordinates. The BohrSomerecld model, therefore, consists of a classical ensemble of simiar orbits each vith prescribed classical action variables, but with arbitrary values of the canonically-conjugate ancle variables, by virtue of the uncertainty principle. The natural distribution, from which to select the angle variables independently, is the unifom rectanguler distribution defined over a range $[0,2 \pi]$, say. This enserable may be generalised to treet tho two cases in which firstly atoms in a given lovel $(n, l)$ are uniformly populated in the $(2 l+i) m$-states and aecondly, in which atoms in a eiven level $n$ are unfomiy populated in thi: $n^{2}(l, m)-s t a t e s$. However, the classical ensembles which represent these levels are not usually spherically symotric, unlike the guantal treatment; for example, the ensemble representing the level $\left(n_{c}=2, L_{c}=1\right)$, averaced unifomily over the $m_{c}$-states, $m_{c}=-1,0,1$ y is not ephexically symetric, since the orbits with $m_{c}= \pm 1$ lie entirely
in the ( $\underline{\hat{x}}, \underline{\hat{y}}$ ) plane, whereas orbits with $m_{c}=0$ are spherically distributed. Only in the limit of larce $n_{c}$ and $l_{c}$ will these distributions ampoach a sherical form for non-zero values of $l_{c}$.

A well-known alternative to the Bohr-Sommerfeld nodel for a uniformlyporulated level $n$ is the classical microcanonical model. However, no alternative to the Bohr-Somerfeld model for a uniformly-populated level $(n, l)$ has previously been siven. A possible model is formilated in this section. In the classical microcanonical model a correspondence is made between $n$ and $n_{c}$, as in the Bohr-Somnerfeld case, but not between ( $l, m$ ) and discrete values of $\left(l_{c}, m_{c}\right)$. Instead, the level $n$ is represerted by a different average of ensembles of the Bohr-Sourexfeld type with prescribed $\left(n_{c}, l_{c}, m_{c}\right)$. Pais average is taken over anl. values of $m_{c}$ in the complete continuous range $\left[-l_{c}, l_{c}\right]$ and over all $l_{c}$ in the complete continuous range $\left[0, n_{c}\right]$, in such a way that the dinensionless variables $\beta=l_{c}^{2} / n_{c}^{2}$ and $\mu=m_{c} / l_{c}$ are independently and uniformly distributed in the ranges $[0,1]$ and $[-1,1]$ respectively. The classical microcanonical model is therefore the approximation to the Bohr-Somerfeld model for a level $n$, obtained by replacinc the summations by integrations. However, the classical microcanonical model has two advantaces over the Bohr-Somerfeld model. Firstly the classical ensemble is spherically distributed for all $n$, as in the quantal treatment. SecondIy, the monentum distribution derived from the microcanonical ensemble is correct for all levels $n$. For these reasons, the classical microcanonical modei for a uniformiy-populated
level $n$ is more attractive than the Bohr-Somerfeld model. A similar model of a miformly-populated level ( $n, l$ ) is sought with the same additional properties.

The key to this construction is the correspondence between the quantum numbers $n$ and $l$ and a classical distribution function $\rho_{n l}(\beta)$. This can be seen from the fact that for any level ( $n, l$ ) the spherical quantum momentum distribution is defined over the entire range of magnitudes of momentum, whereas in the classical case barriers exist unless straight-line orbits are permitted. By comparison with the known microcanonical model in which $\rho_{n}(\beta)=1$, the distribution $\operatorname{enc}(\beta)$ must satisfy the rock identity, namely

$$
\begin{equation*}
\sum_{l=0}^{n-1} \frac{(2 l+1)}{n^{2}} \operatorname{enl}(\beta)=e_{n}(\beta)=1 \tag{4.1.1}
\end{equation*}
$$

for all $n$. In particular, for $n=1, l=0$

$$
e_{n l}(\beta)=1=e_{n}(\beta) .
$$

The simplest possible postulate for $\ln (\beta)$ is a polynomial of degree $(n-1)$ with coefficients which depend upon $n$ and $l$. For a given value of $\beta$ the classical ensemble of orbits, obtained by averaging over the three anele variables and the variable $\mu$, leads to the classical momentum distribution $\rho_{P_{0} \beta}^{c}(P)$ given by

$$
\sum_{k_{0} \beta}^{c}(p)=\frac{4}{\pi r} \cdot \frac{p_{0}^{3}}{\left(p^{2}+p_{0}^{2}\right)^{2}} \cdot \frac{H\left(\beta_{\max }-\beta\right)}{(1-\beta / \beta \max )^{1 / 2}},(4.1 .3)
$$

where $p_{0}^{2}=2 m U$ and $\beta_{\max }=4 p^{2} p_{0}^{2} /\left(p^{2}+p_{0}^{2}\right)^{2}$. This distribution may be obtained from wee position distribution defined by tapleton (2966) for
a fixed classical angular-momentum magnitude, by using the energy equation

$$
\begin{equation*}
\frac{1}{2 m} p^{2}-\frac{z e^{2}}{r}=-U=-\frac{1}{2 m} p_{0}^{2} \tag{4.1.4}
\end{equation*}
$$

The precise analytic form of $\beta_{\text {max }}$ is essential to the correspondence With the quantal momentum distributions. The physical reason for the upper bound $\beta_{\text {max }}$, which is never greater than unity, is that if $p$ is different to $P_{0}$, then a circular orbit must be forbidden and hence $\boldsymbol{\beta}$ cannot be unity.

The distribution $\rho_{p_{0} \beta}^{c}(p)$ is normalised according to

$$
\int_{p_{\min }}^{p_{\max }} d p \rho_{p_{0} \beta}^{c}(p)=1
$$

where

$$
\begin{align*}
& p_{\max }=p_{0}\left(\frac{1+\epsilon}{1-\epsilon}\right)^{1 / 2},  \tag{4.1.6}\\
& p_{\min }=p_{0}\left(\frac{1-\epsilon}{1+\epsilon}\right)^{1 / 2} \tag{4.1.7}
\end{align*}
$$

and

$$
\begin{equation*}
\epsilon=(1-\beta)^{1 / 2} \tag{4.1.8}
\end{equation*}
$$

is the eccentricity of the ensemble of orbits.
It is not difficult to show that the classical microcanonical momenturn distribution $\rho_{p_{0}}^{c}(P)$ is generated by

$$
\begin{equation*}
\rho_{F_{0}^{c}}^{c}(\beta)=\int_{0}^{1} d \beta \rho_{15}(\beta) e_{R_{B} \beta}^{c}(p), \tag{4.1.9}
\end{equation*}
$$

where $\rho_{15}(\beta)=1$. Then

$$
\begin{equation*}
\rho_{p_{0}}^{c}(p)=\frac{32}{\pi} \frac{p_{0}^{5} p^{2}}{\left(p^{2}+p_{0}^{2}\right)^{4}} \tag{4.1.10}
\end{equation*}
$$

Let

$$
\begin{equation*}
\rho_{n i}^{c}(\beta)=\int_{0}^{1} d \beta \rho_{n e}(\beta) \rho_{\operatorname{pop}}^{c}(p), \tag{4.1.11}
\end{equation*}
$$

be the classical momentum distribution derived from $\rho_{n}(\beta)$.
In particular, if $\rho_{2 p}(\beta)=2 \beta$ then

$$
p_{2 p}^{c}(p)=\frac{8}{\pi} \frac{p_{0}^{3}}{\left(p^{2}+p_{0}^{2}\right)^{2}} \int_{0}^{\beta_{\max }} d \beta \beta\left(1-\beta / \beta_{\max }\right)^{-1 / 2},
$$

giving

$$
\rho_{2 p}^{c}(p)=\frac{32}{\pi} \cdot \frac{p_{0}^{5} p^{2}}{\left(p^{2}+p_{0}^{2}\right)^{4}} \cdot \frac{16}{3} \frac{p_{0}^{2} p^{2}}{\left(p^{2}+p_{0}^{2}\right)^{2}}
$$

which is the exact quantal momentum distribution for the $2 p$ level. Similarly, if $\rho_{25}(\beta)=4-6 \beta$ then

$$
e_{2 s}^{c}(p)=\frac{32}{\pi} \frac{p_{0}^{5} b^{2}}{\left(p^{2}+p_{0}^{2}\right)^{4}}-\frac{4\left(p^{2}-p_{0}^{2}\right)^{2}}{\left(p^{2}+p_{0}^{2}\right)^{2}}, \quad(4.1 .3 .3)
$$

which is also the exact quantal momentum distribution for the $2 s$ level. As a check, note that

$$
\frac{1}{4} \rho_{2 s}(\beta)+\frac{3}{4} \rho_{2 p}(\beta)=1
$$

and

$$
\frac{1}{4} \rho_{2 s}^{c}(p)+\frac{3}{4} \rho_{2 p}^{c}(p)=\rho_{p_{0}}^{c}(p)=\frac{32}{\pi} \frac{p_{0}^{5} p^{2}}{\left(p^{2}+p_{0}^{2}\right)^{4}} \cdot(4 \cdot 1 \cdot 15)
$$

Further, the following simple relations hold

$$
\left.\begin{array}{c}
\int_{0}^{1} d \beta \rho_{1 s}(\beta)=\int_{0}^{1} d \beta \rho_{2 s}(\beta)=\int_{0}^{1} d \beta \rho_{2 p}(\beta)=1 \\
\int_{0}^{1} d \beta \rho_{2 s}(\beta) \rho_{2 p}(\beta)=0 \\
\int_{0}^{1} d \beta \beta \rho_{1 s}(\beta) \rho_{2 s}(\beta)=0
\end{array}\right\}
$$

and

There remains only one award problem. For $\beta>2 / 3$, $\rho_{25}(\beta)$
is negative. The explanation is, however, extremely simple. Since the quantal momentum-space wave functions for the is and 2 s states must be orthogonal in their "radial" part, the latter must have a simple zero at a finite but nonzero value of $p$, and so the momentum distribution for this level must have a node at this point. Clearly, the node occurs at $p=p_{0}$, where the distribution takes the form $k\left(p-p_{0}\right)^{2}$. In order to reproduce this behaviour some classical contributions near $p=p_{0}$ must be subtracted, not added. It may be argued that such negative distributions are unacceptable, yet they do not arise inherently from classical distribution theory, but are consequences of the correspondence between classical and quantal systems. In spite of this difficulty it is extremely surprising that such a simple extension fives exact results. For an arbitrary level $(n, l)$ the quantal momentum distribution $\rho_{n l}^{Q}(p)$ may be written

$$
\rho_{n l}^{a}(p)=\frac{32}{\pi} \frac{p_{0}^{5} b^{2}}{\left(p^{2}+p_{0}^{2}\right)^{4}} \cdot \frac{\left(2^{l}(!)^{2}(n-l-1)!\right.}{(n+l)!} \cdot n \beta_{\max }^{l}\left\{C_{n-l-1}^{l+1}\left(\epsilon_{m a x}\right)\right\}^{2}
$$

where

$$
\begin{equation*}
\epsilon_{\max }=\left(p^{2}-p_{0}^{2}\right) /\left(p^{2}+p_{0}^{2}\right) \tag{4.1.18}
\end{equation*}
$$

and

$$
\begin{equation*}
\beta_{\max }=1-\epsilon_{\max }^{2} \tag{4.1.19}
\end{equation*}
$$

(see for example Bethe and Salpeter 1957, Vol. 35, pp. 125-6). The function $C_{n}^{y}(x)$ is the Gegendauer polynomial of degree $n$ with parameter $y$ and argument $x$ (see, for example, Abramowitz
and Ste un 1965, 2p.773-803). Now, since $C_{n}^{\nu}(x)$ is even or odd accondine to whether $n$ is even or odd, the function $\left\{C_{n}^{\nu}(x)\right\}^{2}$ is a polynomial in $x^{2}$ and hence also a polynomial in $\left(1-x^{2}\right)$. Thus, by equation (4.1.19) the expression $\left\{C_{n-l-1}^{l+1}\left(\epsilon_{\text {max }}\right)\right\}^{2}$ is always a polynomial in $\beta_{\max }$ of degree $j=n-l-1$, the number of zeros in the "radial" momentum-space wave function. Hence, it is always possible to write

$$
\begin{equation*}
\left\{C_{n-l-1}^{l+1}\left(\epsilon_{\max }\right)\right\}^{2}=\sum_{k=0}^{j} D_{j k}^{l+1} \beta_{\max }^{k} \tag{4.1.20}
\end{equation*}
$$

so that

$$
\rho_{n l}^{Q}(p)=\frac{32}{\pi} \frac{p_{0}^{5} b^{2}}{\left(p^{2}+p_{0}^{2}\right)^{4}} \cdot \frac{\left(2^{l} \cdot(!)^{2} j!n\right.}{(n+l)!} \cdot \sum_{k=0}^{j} D_{j k}^{l+1} \beta_{\max }^{k+l} \cdot(4 \cdot 1 \cdot 21)
$$

In order to reproduce this quantal distribution in the classical model, suppose $e_{n l}(\beta)=\sum_{k=0}^{n-1} A_{n l k} \beta^{k}$. Use this in equation (4.1.11) Then

$$
\rho_{n l}^{c}(p)=\frac{4}{\pi} \cdot \frac{p_{0}^{3}}{\left(p^{2}+p_{0}^{2}\right)^{2}} \cdot \int_{0}^{\beta_{\max }} d \beta\left(1-\beta / \beta_{\max }\right)^{-1 / 2} \sum_{k=0}^{n-1} A_{n}\left(k \beta^{k}\right.
$$

so that

$$
\rho_{n l}^{c}(p)=\frac{32}{\pi} \cdot \frac{p_{0}^{5} p^{2}}{\left(p^{2}+p_{0}^{2}\right)^{4}} \cdot \sum_{k=0}^{n-1} W_{2 k+1} A_{n(k} \beta_{\max }^{k}
$$

where $W_{2 k+1}=\left(2^{k} k!\right)^{2} /(2 k+1)!$. Hence $\rho_{n l}^{c}(p)$ is identical to $\rho_{n l}^{Q}(p)$ if the $A_{n l k}$ are chosen to satisfy

$$
\left.\begin{array}{rl}
A_{n l(l-r-1)} & =0, \text { for } r=0, l-1 ; \\
A_{n} l(l+r) & =\frac{\left(2^{l} \cdot l!\right)^{2} j!n}{(n+l)!W_{2 l+2 r+1}} \cdot D_{j r}^{l+1}, \\
& \text { for } r=0, n-l-1 .
\end{array}\right\}
$$

The coefficients $D_{j r}^{l+1}$ are assumed to be known from the guantal model and so the classical polynomial distribution $\rho_{n}(\beta)$ is uniquely determined. Since the coefficient $D_{j r}^{l+1}$ depends upon properties of the Gegenbaver polynomials, an explicit expression is not necessarily easy to obtain. However a direct guess $A_{n l u t}^{*}$ for $A_{n l}$ lr y with

$$
A_{n l(+r}^{*}=\frac{(-1)^{r}(n+l+r)!n}{(n-L-r-1)!(2 L+r+1)!r!}
$$

satisfies the necessary constraint given by equation (4.1.1) and has been checked in many cases. This guess leads to the expression

$$
e_{n L}^{*}(\beta)=\frac{n(n+l)!}{(n-l-1)!(2 l+1)!} \cdot \beta^{l} \cdot F_{n-L-1}(2 L+2,2 L+2, \beta), \quad(4 \cdot 2 \cdot 25)
$$

where $F_{n}(p, q, x)$ is the Jacobi polynomial defined by Abramowitz and Stegun (1965, pp. 773-803). The orthogonality relations for these polynomials imply automatically that

$$
\left.\begin{array}{ll}
\int_{0}^{1} d \beta \rho_{n l}^{*}(\beta)=1 \quad \text { for all } n, l \\
\int_{0}^{1} d \beta \rho_{n l}^{*}(\beta) \cdot \beta \cdot \rho_{n^{\prime} L}^{*}(\beta)=0 \text { for } n^{\prime} \neq n .
\end{array}\right\}
$$

It further appears that

$$
\int_{0}^{1} \alpha \beta \operatorname{en}_{n}^{*}(\beta) \operatorname{enn}^{*} L^{\prime}(\beta)=0 \text { for } l^{\prime} \neq 1 . \quad(4+1,27)
$$

In particular

$$
\begin{equation*}
e_{n n-1}(\beta)=n \beta^{n-1} \text {, } \tag{4.1.28}
\end{equation*}
$$

and

$$
\ln _{n-2}(\beta)=2 n(n-1) \beta^{n-2}-n(2 n-1) \beta^{n-1}, \quad \text { (4.1.29) }
$$

are completely consistent with equations (4.1.25) - (4.1.27).


$\qquad$
 $\qquad$
$\qquad$



### 4.2 Iscellaneous Initial Variables

In principle, the initial conditions of an exact-classical orbit can be generated from any alternative set of initial variables equivelent to the oricinal set. If, however, exact-classical oribits with known initial conditions are available from previous work, then there are two main reasons why, in practice, it is important to investigate whether there are alternative sicnificant initial variables. In this work a significant initial variable may be defined as one for which orbits oi a similar type, say ionization, are significantly concentrated in limited rections of the allowed range of the variable, even when the orbits have been averaged over all other initial variables. In contrast, an insignificant initial variable may be defined as one for which the concentration of orbits of a similar type is insensitive to the value of the initial variable over its entire ranee, once the orbits have been averaced over all other initial variables.

The first important reason for such an investigation is that the significance (or even the lack of significance) of a narticular initial variable can sugcest (or even reject) the possibility of a simplified treatment of the collisions. Such a procedure may therefore provide insicht into the classical mechanisms involved in specific many-particle collisions. Further, the success (or failure) of a classical dynamical approximation may be used to suggest (or criticise) an equivalent quantal dymamical approximation.

The second reason applies particularly to the lionte-Carlo rethods of integration. The more refined techniques, such as stratification, importance sampling and control-variate methods (see, for example, section (3.1) ), only have increased efficiency over the crude and hit-on-miss methods, if as many as possible of the initial variables are sicnificant, otherwise the gain in efficiency is usually small.

A detailed investication of ionization and charge-transfer collisions was made at the incident proton energy 68 Kev . (see section (3.3)). The dependence of these strong collisions was sought as a separate function of each of the original and of several simple alternative initial variables, though dependences for two or more variables at a time were postroned until significant variables could be found.

The results of the investigation were, in general, disappointing, but perhaps it was too much to expect that all the original initial variables could be replaced by alternative simple significant initial variables.

The first of the significant variables was found to be the square $b^{\prime 2}$ of the modified impact paraneter, which was already known from eerlier work. Strons collisions were indeed more closely erouped than in the corresponding unnodified square $b^{2}$ at this incident energy. The sicmificance of $b^{2}$ is succested from the binary-encounter theory. Indeed, in the Thomson model, the energy transfer is a simple function of $b^{\prime 2}$ and is independent of the other five initial variables. However, in the Tromas model, in which allowance is made for the motion of the
tanget electron, the energy transfer is a complicated function of $b^{1 / 2}$ and of the other initial variables. In fact, only four of these five variables are required, since the Thomas energy transfer is invariant under rotations of the position of the target electron about the axis through the centre of mass of the atom in the direction of the incident velocity. Unfortunately this angle is not one of the original set of initial variables. Since $b^{\prime}$ is rneasured along a fixed axis, and not radially, different values of this angle produce different unnodified impact pararneters $b$ so that the exact-classical orbits are not invariant under this rotation, though the angular dependence of strong collisions was not found to be sufficiently significant to be useful in later work. The Thomas binary-encounter model was found to be particularly disappointing, as the gain over the Thomson model was only marcinal at this enerey. Nevertheless, the binary-encounter theory does provide the variable $b^{\prime 2}$.

A second significant variable was suggested originally by Percival and Richards (1971a,b), where they found that their analytic work for weak excitations simplified if the incident-velocity direction is chosen alone $\hat{y}$ axis instead of the $\hat{z}$ axis. They found that the Euler rotation-matrix elenerits were more symetric and that the expression $\left(1-\mu^{2}\right)^{1 / 2}=\sin \theta$ could be entirely eliminated with this choice of incident-velocity direction. Since, in the exact-classical work the incident direction had been chosen by convention along the $\hat{z}$ axis, it was decided to investigate the dependence of stronc collisions on each of
the rotationmatrix elewents. This had not been considered previously. It was found, surprisingly that the dependence on the element $R_{13}$ ( $=-\cos \phi \sin \theta$ in terms of the original variables) was significant for both ionization and charge transfer. Further, the dependence was found to be very close to that predicted by the classical first-order dipole perturbation theory of Percival and Richards (1967) for the special case of circular orbits and large values of the adiabaticity parameter $\omega b^{\prime} / v_{1}$. The element $R_{13}$ is simply the scalar product ㄴ. $\underline{\underline{x}}$ in the original coordinate system where $L$ is the initial orbital angular momentum of the target electron. If the impact parameter is unmodified, or even if it is modified, but much larger than the mean atomic radius $a$, then $\underline{\hat{x}}$ is directed along the initial angular momenturn $L$, of the incident particle, though this is not true for small modiried impact parameters. For this reason the dependence of strong collisions was also investigated as a function of $\hat{L}_{1} \cdot \hat{L}$ but it was found to be so close to the dependence with respect to $\underline{\underline{\imath}} \cdot \hat{\underline{x}}$ that the simpler uniformly-distributed variable $\hat{\underline{L}} \cdot \hat{\hat{x}}$ could be used in preference. If the velocity is directed alons the $\hat{y}$ axis, then $\hat{\underline{L}} \cdot \hat{\underline{x}}$ is simply the now initial. Fuler-ancle variable $\mu^{\prime}$. Hence the classical adiabatic perturbation theory provides the sicmificant variable $\mu^{\prime}$. Physically, this means that, for large impact parameters, strone collisions are concentrated in the region where the orbits are almost planar, as might have been expected from first principles.

At lower incident energies $b^{\prime 2}$ is less significant than $b^{2}$, but
the significance of $\mu^{\prime}$ persists, as can be seen from figuace (4.2.1), where the dependence of charge transfer (ionization being negligible in this case) is displayed simultaneously as a function of the variables $b^{2} / b_{\text {max }}^{2}$ and $\frac{\left(1-\mu^{\prime}\right)}{2}$, using the first 400 orbits of the exact-classical results for 7 Kev . incident protons. The dependence is extremely striking at such a low incident energy. It should be noted that each cell would be expected to contain approximately the same number of charge-transfer orbits, if these variables were insignificant. In this case the shape of the distribution suggests that an alternative product variable $q=b^{2}\left(1-\mu^{\prime}\right) /\left(2 b_{m a}^{2}\right)$ would be even more significant. However, first, care is needed, since the product $q$ of the two independent and uniformly-distributed variables $x$ and $y$ say, is not unifomiy distributed, even though all are defined in the range $[0,1]$. Instead, the variable $u=q-q \log q$ is uniformly distributed on this range. In the above case, all charge-transfer orbits possess values of $u$ in the restricted range $[0,0.6]$ approximately, which implies that the reaaining 40\% of the total orbits could have been omitted, if the significance of this variable and its precise cut-off value were known beforehand. The only dificulty which could arise from using this variable is that its value depends upon $b_{m a x}^{2}$. It is therefore probably better to use this variable only if $b_{\text {max }}^{2}$ is known to include all orbits of interest and is not to be varied.

Of the remaining distributions the dependences upon the variables $\beta=L^{2} / L_{\text {max }}^{2}$ and the electron phase parameter $\tau / \lambda \pi$ are probably most sigmificant at intemediate and high incident enereies, but only for

b)


Table 4.2.1 Double-plot of p-H charge-transfer probability versus the initial variables $b^{2} / b_{\text {max }}^{2}$ and $\left(1-\mu^{\prime}\right) / 2$ for 7 Kev . protons. Case a) orbits resulting in charge-transfer only; b) all orbits.
charce-transfer, not for ionization. These two variables are just those needed to define the initial radius $r$ of the electron and hence also its speed, using the energy equation. It would appear that the variable $g(r)$, where

$$
\begin{equation*}
g(r)=\frac{2}{\pi} \tan ^{-1}\left(\frac{r}{2 a-r}\right)^{1 / 2}-\frac{1}{\pi a^{3}}(a+r)\left(a-\frac{2 r}{3}\right)\{r(2 a-r)\}^{1 / 2} \tag{4.2.1}
\end{equation*}
$$

which is uniformly distributed in the rance $[0,1]$, is a convenient alternative to the pair $(\beta, \tau)$. It is interesting that this variable arises naturally in the approximate classical treatment of charge transfer at high incident energies (see, for example, Thomas 1927c, Bates and Kingston 1970).

## RBFiRHTCES

 Functions (Yew Yomk: Dover Publications).

ABRICS, R., and PRRCIVAY, I.C., 19662, Proc. Phys. Soc., $8 \hat{C}, 861$. - - - - 1966 b, Proc. Prys. Soc., 88, 873.

ABRTME, R., PERCIVAL, I.C., and VALEMIINE, N.A., 1966, Pxoc. Pays. Soc., 89, 515.

BARES, D., PERCIVLI, I.C.g and VALEMTME, T.A., 1969, Abstr. 6 th Int. Conf. Electronic and Atomic Collisions (Cambridge: MIT Press), 0.215 .

BAME, D., PRRCIVAL, I.C., and WILGCT, J.MoB., 1971, Computer Phys. Commun. $2,114$.

- -- - - 1972a, Computer Phys. Comran., in press.
-     -         - -2972 b , Computer Pays. Commun.g in press.
- . - - 1972c, Computer Pinys. Commun., in press.

BAMES, D.g and VALMTIME, T.A., 1969, Abstr. Gth Int. Conf. Wectronic and Atomic Collisions (Cambridge : UIT Press), p.123.

BATKS, D., VRTETS, L.s and BOHSEN, T.T.T., 1969, J. Phys. B (Aton. Holec. Phys.), 2, 976.

DATE, D.R.g and GRIFFIIG, G.W., 1953, Proc. Phys. Soc., A66, 961.
BATMS, D.R., and KINGEMOM, A.R., 1970, Advances in Atomic and Nolecular Prysics, Vol. 6, Eds D.R. Bates and I. Watemann (New York: Academic Press), p. 269.

BATES, D.R., and REID, R.H.G., 1969a, J. Phys. B (Atom. Nolec. Puys.), 2, 851.
… - 19690, J. Phye. B (Atom Holec. Phys.), 2, 857.
 VoI. 35, Bd S. Flüge (Berlin : Springex-Verlag).

BOHESX, T.F.F., and BAMS, D., 1971, J. Phys. B (Atom, Nolec. Phys.), 4, 706.

BOISEM, T.F.f., and VRIENS, L., 1970, Physica, 47, 307. BCRY, 1.0 , 1960, Iechanics of the Atom (London : Bell).

BRATNSN, V.F., and OCHKJR, V.I., 1967, Soviet Phys. JEFP, Vol. 25, L, 631 .

Burgass, A., 1963, Proc. 3rd Int. Conf. Electronic and Atonic Collisions, Bd M.R.C. HoDowell (Arasterdam : Forth-Holland), p. 237.

-     -         - 1964, Proc. Symp. Atomic Collision Processes in Plasmas, Cuinam (A.2.R.E. Rev. 4818), p. 63.

BURGESS, A., and PRHCTVAL, I.C., 1968, Advances in tomic and Holecular Physics, Vol. 4, Fds. D.A. Bates and I. Esterman (New York: Academic Press), D. 109.

CARLOF, (F.h., and MODOWBLI, M.R.C., 1967, Proc. Phys. Soc., 22,075. CHESHRE, I.M., 1968, Proc. Phys. Soc., 113, 428.
 (London: John Wiley).
 Phys. Rev., 119, 663.

FLumeiv, il.a., 1970a, Astrophys. Lecters, 1, 85.
-.-. 1970b, J. Phys. B (Atorn. Molec. Phys.), 3, 1610.
FOCR, V., 1935, 2. Yhys., 98, $145 \cdot$
GALIMER, D.F., and WIAMS, L., 1968, Bhys. Rev.,169, 139.
Whatory Ti. 1966, Rhys. Revo, 140, 54.
GLLBODY, A.B., and TRMAND, J.V., 1964, Proc. Roy. Soc., AEI7, 237.
 GRYZT:SKI, 2., 1959, Phys. Rev., 115, 374.

-     -         - 1965a, Phys. Rev., 138, A305.
-     -         - 1965b, Pays. Rev., 138, A322.
-     -         -             - 1965c, Phys. Rev., 138, A336.

HAN LRSLEY, J.i., and HANDSCOIB, D.C. , 1964, Honte Carlo Hethods (Lordon : Hethuen).

HAYS, W.I., 1963, Statistics (Iondon: Folt, Rinehart and Minston), p. 291.

HELBIN, H.T., and mVBRART, E., 1965, Phys. Rev., 140, A715.
KINGSTOT, A.E., 1966, Proc. Phys. Soc., 87, 193.

- ... - 1968, J. Phys. B (Proc. Phys. Soc.), 1, 559.

LAMDHU, L.D., and LIFSCHITZ, E.f., 1960, Mechanics (London: Pergamon Press).

IOCKHOOD, G.L., and BVRRHART, E., 1962, Phys. Rev., 125, 567.
HCDOTELI, IF.R.C., 1966, Froc. Phys. Soc., 82, 23.
HCDOMELL, M.R.C., and COLEMAT, J.P., 1970, Introduction to the Theory of Ion-Atom Collisions (Ansterdaif : North-HoIland), Chap. 1 and3.

Wivilioy, M. B., I963, Proc. Roy. Soc., 4272 , 542.
MAPLETOH, R.A., 1966, Proc. Phys. Soc., 37, 219.
MOTM, N.F., and MASSEY, H.S.T., 1965, Theory of Atomic Collisions, 3nd $\mathbb{Z d n}$ (Oxiord : Clarendon Press).

HORCLIFH: A., 1970, Ph D thesis, University of Stirling. octura, V.I., and Farmurith, A.i., 1963, Optios Spectrosc., 14, 245.

PBRCIVAL, I.C., 1966, Nuclear Fusion, 6, 182.

-     -         - 1969, Physics of the One-and Two- Electron Atome, Eds F. Bopp and H. Kleinpoppen (Amsterdan : North-Holland), p. 252.
-     -         - 1971, Proc. 2nd Int. Conf. Atomic Phys., Ed P.G.H. Sandars (London : Plenum Press), p. 345.

FERCIVAL, I.C., and RICHARDS, D., 1967, Proc. Phys. Soc., 22, 311.
———1970a, J. Phys. B (Atom. Lolec. Phys.), 3, 315.

-     -         - 1970b, J. Phys. B (Atom. Molec. Phys.), 3, 1035.
———197la, J. Pnys. B (Aton. Molec. Phys.), 4, 918.
-     -         - 1971b, J. Phys. B (Atom. Molec. Phys.), 4, 932.

Pmelvai, I.C., and VLIGNPIHE, H.A., 1966, Proc. Phys. Soc., 88, 885.
——. - 1967, Aostr. Sth Int. Conff. Electronic and Atomic Collisions (Leningrad : Nauka), p, 121.

Pateriop, R., 1971, J. Phys. B (Atom. Molec. Phys.), 4, 21. PETERKOP, R., and LIMPITSF, A., 1969, Abstr. 6th Int. Conf. Electronic and Atomic Collisions (Cambridge : MIT Press), p. 212. PRTMRKOP, R., and TSUKMRIAT, P., 1969, Abstr. 6th Int. Conf. Miectronic and Atomic Collisions (Cambridge : KIT Press), p. 209. RUDD, F.E., and JORGEYSOTY, Jr. T., 1963, Phys. Rev., 131, 666. RUDD, W.I., SAUMYER, C.A., and BAILEY, C.L., 1966, Phys. Rev., 151, 20. schreider, Y.A., (ed), 1964, Method of Statistical Testing (Ansterdam: Elsevier), chap. 1-3.

STABLER, R.C., 1964, Phys. Rev., 133, A1268.

THOMAS, L.H., 1927a, Proc. Camb. Phil. Soc., 23, 713.

-     -         - 1927b, Froc. Camb. Pinil. Soc., 23, 829.
-     -         -             - 1927c, Proc. Roy. Soc., All4, 561.

THOMSOI, J.J., 1912, Puil. Mag., 23, 449.
TRIPATHI, A.N., Mathur, K.C., and JOSHI, s.K., 1969, J. Phys. B (Atom. Holec. Phys.), 2, 878.

VALMTITS, $\mathbb{N} . A ., 1968$, $\mathrm{Ph} D$ thesis, University of London.
VRIETS, L., 1966a, Phys. Rev., 141, 88.

-     -         - 1966b, Proc. Phys. Soc., 82, 13.
-     -         - 1967, Proc. Phys. Soc., 20, 935.
——— 1969, Case Stuaies in Atomic Collisions, Rdss E.V. MoDaniel and M.R.C. VoDowell (Amsterdam : Morth-Holland), chap. 6.

VRIMTS, L., and Bowsent, T.F.N., 1968, T. Phys. B (Proc. Phys. Soc.), 1, 1123. Wartina, G.H., 1953, Phys. Rev., 20, 817.

Yetraicir, E.T.,1965, A Treatise on the Analytic Dynamics of Particles and Rigid Bodjes (Cambridge : Cambridge University Press).

WILYRS, L., and GALLAMRR, D.F., 1966, Phys. Rev., 147, 13.
WILIIATS, E.J., 1927, Nature, 119, 489.

-     -         - 1945, Rev. Mod. Phys., 17, 217.

ZUBIT, J., 1935, Journal of Appljed Psychology, 19, 2, 213.
Addenda
BUCKINGHAM, R.A., 1962, Numerical Methods (London : Pitman). RUDGE, M.R.H., and SEATON, M.J., 1965, Proc. Roy. Soc., A283, 262. WITTKOWER, A.B., RYDING, G., and GILBODY, H.B., 1966, Proc. Phys. Soc., 89, 541.

# Initial-state $\boldsymbol{m}$ quantization in binary-encounter theory 

D. BANKS $\dagger$, L. VRIENS $\ddagger$ and T. F. M. BONSEN§<br>$\dagger$ Department of Physics, University of Stirling<br>$\ddagger$ F.O.M.-Instituut voor Atoom-en Molecuulfysica, Amsterdam, The Netherlands<br>§ Fysisch Laboratorium der Rijksuniversiteit, Utrecht, The Netherlands

MS. received 6th March 1969


#### Abstract

A detailed comparison has been made between the binary-encounter and Bethe theories for ionization of the ( $2 \mathrm{p}, 0$ ) hydrogen atom by a fast incident charged particle. For this purpose we have mathematically reformulated the binary-encounter theory to treat the non-isotropic velocity distribution in the initial state of the atom considered. The pronounced dip found before in the Bethe theory is reproduced in the binary-encounter theory and is shown to be caused solely by the angular part of the initial-state wave function. Good agreement between the theories is found for energy transfers $\epsilon>1$ ryd. Applications to other initial states and other atoms are discussed.


## 1. Introduction

A new wave of interest in binary-encounter collision theory was created by the publication of Gryzinski's (1959) paper, where remarkably good agreement between classical total cross sections and experiment was found for a vast range of charged-particle-atom collisions. However, these formulae contained certain errors which were corrected by Stabler (1964) and as a result the agreement with experiment suffered. The agreement was improved for electron-atom collisions by Burgess (1963) and Vriens (1966) by formulating a symmetric collision model and partly allowing for electron exchange by using a quantal instead of a classical treatment. Kingston (1968) gave a quantitative comparison between the binaryencounter collision theory and Bethe (first Born) theory for ionization of ground-state and excited hydrogen atoms by fast charged particles, and so studied the range of validity of the binary-encounter collision theory for total cross sections. His results agree with the qualitative results afforded by the correspondence principle (see e.g. Abrines and Percival 1966, Burgess and Percival 1968, Vriens 1969). This approach was extended to a comparison of the differential cross sections by Vriens and Bonsen (1968, to be referred to as I) for ionization of atomic hydrogen from the initial 'configurations' $1 \mathrm{~s}, 2 \mathrm{~s}, 2 \mathrm{p}$ and 2 . Here 1 s and 2 s are single states, 2 p is the arithmetic mean of $(2 \mathrm{p}, 0),(2 \mathrm{p},+1)$ and $(2 \mathrm{p},-1)$, and 2 is the arithmetic mean of $2 \mathrm{~s},(2 \mathrm{p}, 0),(2 \mathrm{p},+1)$ and ${ }^{-}(2 \mathrm{p},-1)$. All of these 'configurations' have isotropic velocity distributions. 2 s and 2 p have the same ionization energy, but differ in the form of the velocity distributions. It was shown in I that, by using the quantal velocity distribution in the binary-encounter collision theory, good agreement was found with the corresponding Bethe results. This established how 'initial-state $l$ quantization', as we have called it, should be accounted for in the binary-encounter collision theory. In this paper we extend the comparison to include 'initial-state $m$ quantization'. This introduces a new feature, viz. non-isotropic initial velocity distributions, and we have modified the binary-encounter collision theory accordingly. This work was also motivated by the pronounced 'dip' which develops in the Bethe generalized oscillator strength $f_{E}(K)$ for ionization from the initial $(2 p, 0)$ state of hydrogen. We have hereby completed the quantization in the initial state. In contrast no consistent method has yet been found to account for final-state quantization (necessary, for example, in excitation and charge transfer). Throughout this paper we neglect exchange effects, and hence for the case of incident electrons the formulae only apply for sufficiently high incident energies. We also neglect all relativistic effects.

## 2. Binary-encounter theory

In a binary encounter the differential cross section $\partial^{3} \sigma / \partial E \partial P \partial(\cos \chi)$, abbreviated hereafter by $\boldsymbol{\sigma}_{E, P, x}$, for an energy transfer $E$ and à simultaneous momentum transfer $\boldsymbol{P}$
from an incident particle of charge $z_{1} e$ and velocity $v_{1}$ to a target electron with velocity $v$ is given by Vriens (1966) for incident electrons only, Banks (unpublished) for arbitrary masses; Banks's method is described by Vriens (1969)

$$
\begin{equation*}
\sigma_{E, P, X}=\frac{8 z_{1}^{2} e^{4}}{v_{1}^{2} v P^{4}} \frac{H(X)}{X^{1 / 2}} \tag{1}
\end{equation*}
$$

where

$$
\begin{equation*}
X=1+2\left(\hat{v}_{1} . \hat{P}\right)(\hat{v} \cdot \hat{P})\left(\hat{v}_{1} \cdot \hat{v}\right)-\left(\hat{v}_{1} . \hat{P}\right)^{2}-(\hat{v} . \hat{P})^{2}-\left(\hat{v}_{1} . \hat{\boldsymbol{v}}\right)^{2} \tag{2}
\end{equation*}
$$

$H(X)=1$ for $X \geqslant 0$ and $H(X)=0$ otherwise, and $\hat{v}_{1} . \hat{v}=\cos \chi$.
In applications to charged-particle-atom collisions equation (1) must be averaged over the velocity distribution $f(\boldsymbol{v})$ of the atomic electron(s) relevan to the target atoms considered, i.e.

$$
\begin{equation*}
\sigma_{E, P}=\int_{0}^{\infty} v^{2} \mathrm{~d} v f_{v}(v) \int_{-1}^{1} \mathrm{~d}(\cos \chi) f_{\chi}(\chi) \int_{0}^{2 \pi} \mathrm{~d} \eta f_{\eta}(\eta) \sigma_{E, P, \chi} \tag{3}
\end{equation*}
$$

where $\eta$ is the azimuthal angle of $v$ around $v_{1}$ and

$$
\begin{equation*}
\int_{0}^{\infty} v^{2} \mathrm{~d} v f_{v}(v) \int_{-1}^{1} \mathrm{~d}(\cos \chi) f_{\chi}(\chi) \int_{0}^{2 \pi} \mathrm{~d} \eta f_{\eta}(\eta)=1 \tag{4}
\end{equation*}
$$

For isotropic velocity distributions $f_{\eta}(\eta)=1 / 2 \pi$ and $f_{\chi}(\chi)=\frac{1}{2}$, so that the angular integrations in equation (3) yield (see Thomas 1927, Vriens 1966, 1967)

$$
\begin{equation*}
\sigma_{E, P, v}=\frac{4 \pi z_{1}^{2} e^{4}}{v_{1}^{2} v P^{4}} \tag{5}
\end{equation*}
$$

and

$$
\begin{equation*}
\sigma_{E, P}=\int_{0}^{\infty} v^{2} \mathrm{~d} v f_{v}(v) \sigma_{E P, v} \tag{6}
\end{equation*}
$$

For non-isotropic velocity distributions equation (3) will first be expressed in a more convenient form.

Let $\mathrm{O}(\hat{X}, \hat{\boldsymbol{Y}}, \hat{\boldsymbol{Z}})$ be a Cartesian frame of reference oriented so that $\hat{\boldsymbol{Z}}$ is in the direction of $\boldsymbol{v}_{1}$ and so that $\boldsymbol{P}$ lies in the $(\hat{\boldsymbol{Z}}, \hat{\boldsymbol{X}})$ plane. Then $\hat{\boldsymbol{v}}$ is conveniently described by the usual spherical polar angles $\chi$ and $\eta$, where $\cos \chi=\hat{\boldsymbol{v}}_{1} . \hat{\boldsymbol{v}}$.

Let $O(\hat{x}, \hat{y} ; \hat{z})$ be another Cartesian frame of reference oriented so that $\hat{x}$ coincides with $\hat{\boldsymbol{Y}}$ and so that $\hat{\boldsymbol{z}}$ lies along $\boldsymbol{P}$ (see figure 1 ). In this frame $\hat{\boldsymbol{v}}$ is described by the spherical polar angles $\theta$ and $\phi$, where $\cos \theta=\hat{\boldsymbol{v}} . \hat{\boldsymbol{P}}$.

It can easily be shown (Vriens 1966, 1969) that $\hat{v}_{1} . \hat{\boldsymbol{P}}$ and $\hat{\boldsymbol{v}} . \hat{\boldsymbol{P}}$ are uniquely determined by $v_{1}, P, E$ and $v$, all of which are here considered fixed in the integration over angles (the integration over $v$ being the final one). Let $\cos \alpha=\hat{\boldsymbol{v}}_{1} . \hat{\boldsymbol{P}}$. Geometrically the condition $\hat{\boldsymbol{v}} . \hat{\boldsymbol{P}}$ is a constant means that $\hat{\boldsymbol{v}}$ is restricted to a circle $\Gamma$ whose centre lies on $\boldsymbol{P}$ and whose plane is normal to $\hat{\boldsymbol{P}}$. The angles $\chi, \theta, \phi$ and $\alpha$ are related by

$$
\begin{equation*}
\cos \chi=\sin \alpha \sin \theta \sin \phi+\cos \gamma \cos \theta \tag{7}
\end{equation*}
$$

Now

$$
\begin{equation*}
X^{1 / 2}=\sin \theta \sin \alpha \cos \phi \tag{8a}
\end{equation*}
$$

and

$$
\begin{equation*}
\frac{\mathrm{d}(\cos \chi)}{\mathrm{d} \phi}=\sin \theta \sin \alpha \cos \phi \tag{8b}
\end{equation*}
$$

so that

$$
\begin{equation*}
\frac{\mathrm{d}(\cos \chi)}{X^{1 / 2}}=\mathrm{d} \phi \tag{9}
\end{equation*}
$$



Figure 1. Velocity space diagram for the binary encounter. When $P, E, \boldsymbol{v}_{1}$ and the magnitude of $v$ are all fixed, the vector $\boldsymbol{v}(\overrightarrow{\mathrm{OA}})$ must lie on the circle $\Gamma$, whose plane is perpendicular to $\boldsymbol{P}$ and whose centre lies on $\boldsymbol{P}$.

Hence, for the case of isotropic velocity distributions, we can replace the non-uniform integration over $\cos \chi$ by a uniform and much simpler integration over $\phi$, where $\phi$ is the most convenient representation for $\hat{\boldsymbol{v}}$. Thus we can write

$$
\begin{equation*}
\sigma_{E, P, \phi}=\frac{4 \pi z_{1}^{2} e^{4}}{v_{1}^{2} v P^{4}} \tag{10}
\end{equation*}
$$

where

$$
\frac{1}{2 \pi} \int_{0}^{2 \pi} \mathrm{~d} \phi \sigma_{E, P, \phi}=\frac{1}{2} \int_{-1}^{1} \mathrm{~d}(\cos \chi) \sigma_{E, P, x} .
$$

For non-isotropic distributions of $\hat{\boldsymbol{v}}$, because $\theta$ is fixed,

$$
\begin{equation*}
\sigma_{E, P, \theta, \phi}=\frac{8 \pi z_{1}^{2} e^{4}}{v_{1}{ }^{2} v P^{4}} \delta(\cos \theta-\mu) \tag{11}
\end{equation*}
$$

where $\delta(x)$ is the well-known Dirac $\delta$-function and

$$
\begin{equation*}
\mu=\frac{2 m_{\mathrm{e}} E-P^{2}}{2 m_{\mathrm{e}} v P} \tag{12}
\end{equation*}
$$

where $m_{\mathrm{e}}$ is the electron mass.
Equation (10) is a simpler and more elegant version of equation (1). Equation (11) is fully normalized in that

$$
\int_{-1}^{1} \frac{1}{2} \mathrm{~d}(\cos \theta) \int_{0}^{2 \pi} \frac{1}{2 \pi} \mathrm{~d} \phi \sigma_{E, P, \theta, \phi}=\frac{4 \pi z_{1}^{2} e^{4}}{v_{1}^{2} v P^{4}}
$$

With equation (11) we have reproduced a formula derived by Nij boer (1968, private communication) in an entirely different way. He used the first Born matrix element for charged-particle-atom collisions as a starting point and not relations for scattering of freemoving particles. Nijboer's method is described in the review by Vriens (1969).

Let the velocity (momentum) space wave function $\psi_{n l m}(\boldsymbol{v})$ of the hydrogen atom in the initial bound state be written

$$
\begin{equation*}
\psi_{n l m}(\boldsymbol{v})=\rho_{n i}(v) Y_{l m}(\theta, \phi) \tag{13}
\end{equation*}
$$

where $\rho_{n l}(v)$ is the radial velocity space wave function,

$$
\int_{0}^{\infty} v^{2} \mathrm{~d} v\left|\rho_{n l}(v)\right|^{2}=1
$$

and $Y_{t m}(\theta, \phi)$ is the normalized spherical harmonic (see Bethe and Salpeter 1957, p. 91, pp. 122-5). Then

$$
\begin{align*}
\sigma_{E, P} & =\langle n l m| \frac{8 \pi z_{1}^{2} e^{4}}{v_{1}^{2} v P^{4}} \delta(\cos \theta-\mu)|n l m\rangle \\
& =\frac{8 \pi z_{1}^{2} e^{4}}{v_{1}{ }^{2} P^{4}}\langle n l m| \frac{1}{v} \delta(\cos \theta-\mu)|n l m\rangle . \tag{14}
\end{align*}
$$

## 3. The generalized oscillator strength in binary-encounter theory

The 'binary-encounter generalized oscillator strength' $f_{E}(K)$ (denoted before in I as $\mathrm{d} f(Q) / \mathrm{d} \epsilon)$ is related to the high incident velocity limit of the binary-encounter cross section $\sigma_{E, P}$ by

$$
\begin{equation*}
f_{E}(K)=\frac{P E v_{1}^{2}}{8 \pi a_{0}^{2} z_{1}^{2} v_{0}^{2}} \sigma_{J, P} \tag{15}
\end{equation*}
$$

where $\boldsymbol{K}=\boldsymbol{P} / \hbar$ (hence $K a_{0}$ is dimensionless) and $v_{0}=e^{2} / \hbar$. Hence

$$
\begin{align*}
f_{E}(K) & =\frac{E \mid R}{\left(K a_{0}\right)^{3}}\langle n l m| \frac{v_{0}}{2 v} \delta(\cos \theta-\mu)|n l m\rangle \\
& =\frac{E \mid R}{\left(K a_{0}\right)^{2}}\langle n l m| \delta\left(\frac{E-\hbar K \cdot v-\frac{1}{2} \hbar^{2} K^{2} / m_{0}}{R}\right)|n l m\rangle \tag{16}
\end{align*}
$$

where $R$ is the Rydberg energy ( $m_{\mathrm{e}} e^{4} / 2 \hbar^{2}$ ). Here we used the relation $|a| \delta(a x)=\delta(x)$. Equation (16) is actually the formula derived by Nijboer and mentioned before. Using the notation $Q=\left(K a_{0}\right)^{2}$ and $\epsilon=E / R$,

$$
\mu=\frac{\epsilon-Q}{2 Q^{1 / 2}} \frac{v_{0}}{v}
$$

and, since $\mu^{2} \leqslant 1, v^{2} \geqslant v_{\min }^{2}$ where

$$
v_{\min }=\frac{|\epsilon-Q|}{2 Q^{1 / 2}} v_{0} .
$$

In particular for the $(2 p, 0)$ initial hydrogenic state

$$
Y_{10}=\left(\frac{3}{4 \pi}\right)^{1 / 2} \cos \theta
$$

and

$$
\rho_{21}(v)=\frac{128}{(3 \pi)^{1 / 2}} \frac{v_{0}^{7 / 2} v}{\left(4 v^{2}+v_{0}^{2}\right)^{8} 3}
$$

Performing the angular integration only, we obtain

$$
\begin{equation*}
f_{E, v}(K)=\frac{2^{10}}{\pi} \frac{\epsilon(\epsilon-Q)^{2}}{Q^{5 / 2}} \frac{v_{0}{ }^{10} v}{\left(4 v^{2}+v_{0}{ }^{2}\right)^{6}} H\left(v-v_{\min }\right) \tag{17}
\end{equation*}
$$

and

$$
f_{E}(K)=\int_{0}^{\infty} \mathrm{d} v f_{E, v}(K)
$$

It can immediately be seen that $f_{E, v}(K)$ is zero for $\epsilon=Q$ and non-zero around this region. Performing the integration over $v$, we obtain

$$
\begin{equation*}
f_{E .(2 \mathrm{p}, 0)}(K)=\frac{128}{5 \pi} \frac{\epsilon Q^{5 / 2}(\epsilon-Q)^{2}}{\left\{(\epsilon-Q)^{2}+Q\right\}^{5}} \tag{18}
\end{equation*}
$$

Similarly, for the $(2 p, \pm 1)$ initial state

$$
Y_{1 \pm 1}(\theta, \phi)=\left(\frac{3}{8 \pi}\right)^{1 / 2} \sin \theta \exp ( \pm i \phi)
$$

and the complete integration yields

$$
\begin{equation*}
f_{E,(2 p, \pm 1)}(K)=\frac{16}{5 \pi} \frac{\epsilon Q^{5 / 2}}{\left\{(\epsilon-Q)^{2}+Q\right\}^{4}} \tag{19}
\end{equation*}
$$

Now

$$
f_{E, 2 \mathrm{p}}(K)=\frac{1}{3}\left\{f_{E,(2 \mathrm{p}, 0)}(K)+2 f_{E,(2 \mathrm{p}, \pm 1)}(K)\right\}
$$

i.e.

$$
\begin{equation*}
f_{E, 2 \mathrm{p}}(K)=\frac{32}{15 \pi} \frac{\epsilon Q^{5 / 2}\left\{5(\epsilon-Q)^{2}+Q\right\}}{\left\{(\epsilon-Q)^{2}+Q\right\}^{5}} \tag{20}
\end{equation*}
$$

which is in agreement with equation (7c) of I .

## 4. The generalized oscillator strength in Bethe theory

The generalized oscillator strength $f_{E}(K)$ is defined by

$$
\begin{equation*}
f_{E}(K)=\frac{\epsilon}{Q}\left|\left(\psi_{\mathrm{f}}|\exp (\mathrm{i} K . \boldsymbol{r})| \psi_{n l m}\right)\right|^{2} \tag{21}
\end{equation*}
$$

where, as before, $\psi_{n l m}$ is the initial-state wave function of the target atom, $\psi_{\mathrm{f}}$ is the final wave function and $r$ is the position vector of the atomic electron. For ionization of the hydrogen atom from the initial state ( $n, l, m$ ) (see I and the references therein)

$$
\begin{equation*}
f_{E}(K)=\xi_{n l m}\left\{1-\exp \left(\frac{-2 \pi}{k_{n}}\right)\right\}^{-1} \exp \left\{\frac{-2}{k_{n}} \arctan \left(\frac{2 k_{n} / n}{Q-k_{n}^{2}+1 / n^{2}}\right)\right\} \tag{22}
\end{equation*}
$$

where,$_{2}^{2}{ }^{2}=\epsilon-1 / n^{2}$. In particular, for ionization from the $(2 p, 0)$ hydrogen atom

$$
\begin{align*}
\xi_{210}= & \frac{4 \epsilon}{15\left\{(\epsilon-Q)^{2}+Q\right\}^{5}}\left\{7(\epsilon-Q)^{4}+(64 Q+4)(\epsilon-Q)^{3}\right. \\
& \left.+\left(192 Q^{2}+54 Q\right)(\epsilon-Q)^{2}+80 Q^{2}(\epsilon-Q)+15 Q^{2}\right\} . \tag{23}
\end{align*}
$$

## 5. Comparison of the theories

We used equations (18), (22) and (23) to calculate the $K$ dependence of $f_{E,(2 \mathrm{p}, 0)}(K)$ for different values of $E$. The results are displayed in figures 2,3 and 4 . The most striking feature of the Bethe theory formula is the gradually developing $\operatorname{dip}$ at $Q=\epsilon$ which deepens with increasing $\epsilon$. For this state the binary-encounter theory approach gives an exact zero at $Q=\epsilon$ for all $\epsilon$. The differences in the two theories arise from the fact that the effect of the nucleus on the atomic electron is only partly allowed for (initial state) in the binaryencounter approach, whereas the Bethe theory contains the full effect of the nucleus (initial and final state) on the atomic electron. In both theories the effect of the nucleus on the incident particle is ignored. This is valid provided the incident velocity is sufficiently large. It can be seen that there is remarkable agreement for $\epsilon=15$ (see figure 4) and that reasonable agreement is already found for $\epsilon \geqslant 1$, which exceeds the threshold energy for ionization by a factor of 4. As in I, we find that the binary-encounter theory gives an incorrect description of the collision process for small $K$.


Figure 2. Bethe (full curves) and binary-encounter (broken curves) generalized oscillator strengths for ionization of the hydrogen atom from the $n=2, l=1, m=0$ state for different energy transfers. Curve A, $\epsilon=0.25$ and $f_{E}(K)=f_{E}^{\prime}(K)$; curve B, $\epsilon=0.4$ and $f_{E}(K)=0.5\left(f_{E}{ }^{\prime}(K)-2\right) ;$ curve $\mathrm{C}, \epsilon=1$ and $f_{E}(K)=0 \cdot 2\left(f_{E}^{\prime}(K)-4\right)$.


Figure 3. Bethe (full curve) and binary-encounter (broken curve) generalized oscillator strengths for ionization of the hydrogen atom from the $n=2, l=1, m=0$ state for $\epsilon=3$.


Figure 4. As in figure 3 for $\epsilon=15$.

## 6. m-quantization axis

In both theories the axis of $m$ quantization was taken along the direction of the momentum transfer vector $\boldsymbol{P}$, which is fixed once $\boldsymbol{v}_{1}$ and $\boldsymbol{v}_{1}{ }^{\prime}$, the final velocity of the incident particle (energy loss and direction of scattering), are chosen (e.g. in an experiment). Hence the cases considered are realistic in that it is experimentally possible to make a beam of atoms with $m$ either 0 or 1 along the $\hat{\boldsymbol{P}}$ direction. In principle one can thus observe the pronounced dip found here.

It is interesting to note that, if in the binary-encounter theory we choose the initial state $m$-quantization axis along the direction of $v_{1}$, then for the ( $2 \mathrm{p}, 0$ ) state of atomic hydrogen we obtain equation (19) which equals the result arising from the ( $2 \mathrm{p}, \pm 1$ ) state with the $m$-quantization axis along $\boldsymbol{P}$. This is surprising because, even though

$$
\hat{\boldsymbol{v}}_{1} \cdot \hat{\boldsymbol{P}}=\frac{2 m_{1} E+P^{2}}{2 m_{1} v_{1} P}
$$

is small for large $v_{1}$ and therefore $\boldsymbol{P}$ is almost perpendicular to $\boldsymbol{v}_{1}$, the resulting angular distributions are different. The former distribution has axial symmetry about the $\hat{\boldsymbol{v}}_{1}$ direction, whereas the latter has toroidal symmetry about the $\hat{\boldsymbol{P}}$ direction.

## 7. Additional remarks

Because of the simple structure of equation (16), the method can easily be extended to higher excited states of hydrogen and to other target atoms. The zeros (or minima) in the binary-encounter generalized oscillator strength for large $E$ and $P$ give the location of possible dips in the Bethe and experimentally measured generalized oscillator strengths. The nature of these dips arises essentially from the angular integration and thus from the angular part of the initial-state wave function, as can be seen from equations (16) and (17). The dips (troughs) recently discussed by Kim et al. (1968) arise in a different way. They considered excitation to bound states and ionization with small $E$. In their cases the dips arise from the radial parts of the initial- and final-state wave functions.
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#### Abstract

Differential cross sections for the ejection of electrons from helium by 100 and 300 keV protons are calculated using a classical three body collision theory. Comparisons are made with the experimental and quantum mechanical results. For not too large angles of ejection the classical orbit integration cross sections agree very well with the experimental values, in contrast to the quantum mechanical Born calculations.


## 1. Introduction

The energy and angular distribution of electrons ejected by 100 to 300 keV protons from helium has been measured by Kuyatt and Jorgenison (1963), Rudd and Jorgenson (1963, to be referred to as RJ) and by Rudd, Sauter and Bailey (1966, to be referred to as RSB). RSB also performed Born calculations (hydrogenic, scaled on the ionization energy) for this process. An extension of the Born calculations was made by Salin (1969) for atomic hydrogen. He took into account the interaction of the ejected electron with the scattered proton by introducing a velocity dependent effective charge. Macek (1970) took account of the final state wave distortion due to the proton by calculating the first term of the Neumann expansion of the solutions of the Faddeev equation. Another theoretical approach, the binary encounter theory, has been employed by Bonsen and Vriens (1970). From their compatison of the (simple) binary encounter theory with the experiment and Born calculations of RSB, they concluded that (i) the binary encounter theory and all classical theories fail in describing the backward ejection, since this is caused by a purely quantum mechanical interaction of the ejected electron with the rest of the atom and (ii) for velocities of the ejected electron which are of the same order of magnitude as the velocity of the incident proton a three (or more) body theory has to be used to describe the experimental results in the forward direction.

These conclusions encouraged us to calculate the cross sections for small angle ejection of electrons by protons from helium using the classical three body theory developed and applied to collisions of protons with hydrogen atoms by Abrines and Percival (1966 a,b, to be referred to as AP). Abrines et al. (1966) also applied the original Ema program developed by AP to collisions of electrons with hydrogen atoms. The total $\mathrm{p}-\mathrm{H}$ ionization cross sections, obtained by AP had normal statistical trrors of about $10 \%$ and agreed with experiment to within $15 \%$ over the entire range of incident proton energies ( $40-225 \mathrm{keV}$ ). In their treatment, the only approximation was the classical one, whereas in all other classical theories (Gryzinski 1959, Burgess 1964, Stabler 1964 and Ochkur and Petrun'kin 1963) a second approximation (the impulse or binary encounter approximation) was also made. Our program was based on the more general and flexible Fortran three body Monte Carlo program of

Percival and Valentine (see Valentine 1968, Banks, et al. 1969 and Banks and Valentine 1969).

In this paper we make extensive comparisons with the experiment and Born calculations of RSB and RJ, and with the binary encounter theory. Double differential cross sections are calculated so that we are able to test the validity of the classical approximation in detail.

## 2. Classical model for the helium atom

Because of the fact that the atom contains two electrons, an additional approximation has to be made. The two electrons will be described as independent scattering centres, so the four particle collision can be replaced by two independent three particle ( $\mathrm{p}-\mathrm{H}$ ) collisions. The classical microcanonical velocity distribution in the field of the nucleus can be written as

$$
\begin{equation*}
\rho(v)=\frac{8 v_{0}{ }^{5}}{\pi^{2}\left(v^{2}+v_{0}^{2}\right)^{4}} \tag{1}
\end{equation*}
$$

in which $m v_{0}^{2}=-2 E_{0}, E_{0}$ being the binding energy. This distribution has also been shown by Bonsen and Vriens (1970) to represent the quantum mechanical velocity distribution of the electrons in the helium atom very well if $E_{0}$ was chosen to be equal to the mean kinetic energy of the electron ( 39.49 eV ). However, since the ionization threshold is equal to $E_{0}$ in the classical model, we had to choose $E_{0}$ equal to the ionization energy $(24 \cdot 58 \mathrm{eV})$. This represents the same scaling as has been performed in the Born approximation.

## 3. Numerical method

We used the program described by Valentine (1968) to construct the classical proton-helium atom system and obtained the differential cross sections for ejection of electrons for two incident energies ( 100 keV and 300 keV ). The values of the error parameters $\epsilon, \gamma$ and $\delta$ defined by AP were chosen to be $0.3,0.2$ and 0.005 respectively. With these error parameters the statistical errors were larger than the numerical and truncation errors arising from the Runge Kutta integration of the equations of motion and from the neglect of the asymptotic interaction. Although a very small value of $\delta$ was used the extra computing time was relatively short. The range of modified impact parameters was chosen to be $\sqrt{ } 3.37 a_{0}$ for 100 keV proton impact and $\sqrt{ } 3 a_{0}$ for 300 keV proton impact. From a sample of orbits uniform in the whole range of modified impact parameters ( 3000 orbits in the case of 100 keV impact and 1000 orbits for 300 keV impact) the following remarks could be made:
(i) In order to obtain normal statistical errors less than $20 \%$ for the small angle ionization cross sections in the interesting ejection energy range ( $40-200 \mathrm{eV}$ for 100 keV impact and $100-600 \mathrm{eV}$ for 300 keV impact), the total number of orbits necessary with a uniform impact parameter distribution would be 25000 for 100 keV and as many as 75000 for 300 keV proton impact.
(ii) For all ejection angles, large ejection energies arose from collisions in which small modified impact parameters were involved.

To reduce the computing time, which was about thirty seconds for each orbit on the Stirling University ICL 4100 as well as on the Utrecht University EL-X8 we made use of (ii) and used a weighted distribution of modified impact parameters for the calculations of the cross sections (Abrines and Percival 1966 b ). By taking the
distribution of figures $1 a$ and $1 b$ for 100 and 300 keV proton impact respectively, we obtained normal statistical errors less than $20 \%$ for the cross sections in the interesting range of energy and angle with 8000 orbits in the case of 100 keV proton impact and 9300 in the case of 300 keV proton impact.


Figure 1. Impact parameter distribution used for the calculations of collisions of 100 and 300 keV protons on helium.

## 4. Statistics

The impact parameter distributions used to calculate the double differential cross sections can be written as:

$$
\begin{equation*}
\rho\left(b^{2}\right)=\theta\left(b^{2}\right) \sum_{j=1}^{n} c_{j} \theta\left(b_{j}{ }^{2}-b^{2}\right) \tag{2}
\end{equation*}
$$

in which $\theta(x)$ is the unit step function; so between two values $b_{i-1}$ and $b_{i}$ of the modified impact parameter the distribution is uniform. For the range of impact parameters between $b_{i-1}$ and $b_{i}$ we can calculate the contribution $\sigma_{i}(E, \theta)$ to the double differential cross section $\sigma(E, \theta)$. Suppose that $n_{i}$ collisions take place with impact parameter between $b_{i-1}$ and $b_{i}$, then $n_{i}=N \Sigma_{j=i}^{n} c_{j}$, in which $N$ is the total number of orbits. Further let the number of collisions resulting in ionization of the atom with the ejected electron moving in a direction between $\theta-\frac{1}{2} \Delta \theta$ and $\theta+\frac{1}{2} \Delta \theta$ with respect to the incident proton and with an energy between $E-\frac{1}{2} \Delta E$ and $E+\frac{1}{2} \Delta E$ be denoted by $n_{i}(E, \theta)$. Then the contribution $\sigma_{i}(E, \theta)$ to the double differential cross section $\sigma(E, \theta)$ can be written as:

$$
\begin{equation*}
\sigma_{i}(E, \theta)=\frac{n_{i}(E, \theta)}{2 n_{i} \Delta \theta \Delta E \sin \theta}\left(b_{i}{ }^{2}-b_{i-1}{ }^{2}\right) \quad \text { where } b_{0}=0 \tag{3}
\end{equation*}
$$

Assuming that no ionization takes place for impact parameters larger than $b_{n}$, the double differential cross section $\sigma(E, \theta)$ for ejection of an electron is simply

$$
\begin{equation*}
\sigma(E, \theta)=\sum_{i=1}^{n} \sigma_{i}(E, \theta) \tag{4}
\end{equation*}
$$

Since in practice $n_{i} \gg n_{i}(E, \theta)$ the standard error is given by

$$
\begin{equation*}
\Delta \sigma(E, \theta)=\frac{1}{2 \Delta \theta \Delta E \sin \theta}\left\{\sum_{i=1}^{n} \frac{n_{i}(E, \theta)}{n_{i}^{2}}\left(b_{i}{ }^{2}-b_{i-1}{ }^{2}\right)^{2}\right\}^{1 / 2} \tag{5}
\end{equation*}
$$

In our calculations we choose $\Delta \theta=10^{\circ}$ for both incident energies. We took $\Delta E=25 \mathrm{eV}$ for 100 keV proton impact and $\Delta E=50 \mathrm{eV}$ for 300 keV proton impact. The standard errors were found to be of the order of $20 \%$, except for very large ejection energies and large ejection angles where the errors may be as large as $100 \%$.

Note that to obtain good statistics from an economical number of orbits we require fairly large tolerances in energy and angle. This may result in a smoothing of the double differential cross section. Experimentalists are faced with similar difficulties but in this case our tolerances are larger than those of RSB. However for a given atomic model we have $100 \%$ counting efficiency so that we do not have additional normalization problems.

## 5. Double differential cross sections

For ejection angles smaller than $90^{\circ}$ we calculated the cross sections $\sigma(E, \theta)$ and compared our values with the corresponding experimental cross sections of RSB, the binary encounter results of Bonsen and Vriens (1970) and the Born cross sections of RSB, which agree with the binary encounter cross sections to within $10 \%$. For 100 keV proton impact on helium the results are given in figure 2.


Figure 2. Energy distributions of electrons ejected from helium at various angles with respect to 100 keV proton beam. The sets of data for $10^{\circ}$ and $20^{\circ}$ ejection are multiplied by a factor of 100 and 10 respectively. our calculations; O experiment of RSB; full curve, Born approximation.

The three sets of data have been displaced along the ordinate axis. In the upper set the ejection angle is $10^{\circ}$. The agreement between the experiment and the classical results is extremely good. The remaining discrepancies may be due to the approximate velocity distribution. In the energy region where both Born and binary encounter
theory give results which are about a factor of six smaller than the experiment, the Monte Carlo results are somewhat larger even than the experimental ones. This is rather surprising since the omission of quantal tunnel effects should produce the opposite. This discrepancy is unlikely to be due to the approximate velocity distribution since Bonsen and Vriens (1970) demonstrated that (in the binary encounter approximation) the use of a more accurate velocity distribution raised the cross sections in this energy region. The calculated energy distribution for $20^{\circ}$ ejection (the middle set of data) agrees completely with the experimental cross section over the whole range of energy to within the statistical errors. For higher ejection angles (see for instance the lower set for $50^{\circ}$ ejection) it can be seen that the classical approximation no longer holds.

The Monte Carlo results for 300 keV proton impact on helium are presented in figure 3 together with experimental and Born results of RSB. The results for $10^{\circ}$


Figure 3. Energy distribution of electrons ejected by 300 keV protons from helium at various angles. The set of data for $20^{\circ}$ and $30^{\circ}$ ejection are multiplied by a factor of 100 and 10 respectively. our calculations; $O$ experiment of RSB; full curve, Born approximation.
ejection are not presented since the statistical errors are too large to make decisive conclusions. For $20^{\circ}$ ejection the cross sections are given in the upper part of the figure. Though the statistical errors are not small the agreement between the classical theory and the experiment is extremely good. This is also the case for $30^{\circ}$ ejection. For higher ejection angles the classical theory underestimates the cross sections but even for $70^{\circ}$ ejection (see the lower set of data of figure 3) the calculated energy distribution is in quite good agreement with experiment.

Comparison with the Born (as well as the binary encounter) approximation shows that the interaction between the projectile and the atom in the region where the
velocity of the incident proton is about the same as the velocity of the ejected electron ( 50 eV for 100 keV protons and 150 eV for 300 keV protons) is essentially a four particle interaction, which can be described very well classically by two independent three particle collisions.

## 6. Single differential cross sections

In figures 4 and 5 the cross sections $\sigma(\theta)$ are presented and compared with the corresponding experimental results of RSB and RJ and with Born and binary


Figure 4. Angular distribution of electrons ejected by 100 keV protons from helium. $\quad$ our results; $\square$ experiments of RJ; O experiments of RSB; full curve, Born approximation; broken curve, binary encounter theory.
encounter calculations. From these figures it is clear that the classical approach is not valid for backward ejection as has been explained previously by Bonsen and Vriens (1970). In the forward direction the angular distribution calculated using the Monte Carlo method is in very close agreement with experiment. For lower angles the statistical errors become large owing to the small size of the ionization channel. For higher impact energies the range of validity of the classical theory approaches $90^{\circ}$. The results of RJ seem to be somewhat more realistic than the measurements of RSB.

In figure 6 the energy distributions of the ejected electrons are presented for both incident energies. The agreement between all experiments and theories is close for all ejection energies. It is clear that large angle ejection does not contribute significantly to $\sigma(E)$ for ejection energies larger than about 30 eV . For very small ejection energies ( $<20 \mathrm{eV}$ ) the results of RJ are in closer agreement with our calculations than the measurements of RSB. In the energy range where the velocities of ejected electron and incident proton are about equal, the classical cross sections are slightly better than Born and binary encounter values which follows directly from the double differential cross section calculations.


Figure 5. Angular distribution of electrons ejected by 300 keV protons from helium. our results; $O$ experiments of RSB; full curve, Born approximation; broken curve, binary encounter approximation.


Figure 6. Energy distributions of electrons ejected by 100 and 300 keV protons from helium. The 300 keV sets of data have been multiplied by 10 . $\quad$ our results;experiments of RJ; O experiments of RSB; - binary encounter theory; full curve, Born approximation.

## 7. Total ionization cross sections

In table 1 the classical total ionization cross sections are presented for both incident energies and compared with previous results.

Table 1. Total ionization cross sections for ionization of helium by protons

| $E_{p}$ <br> $(\mathrm{keV})$ | RSB | RJ | Born | Binary <br> encounter | Our <br> results |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 100 | 11.9 | 10.0 | 11.0 | 11.9 | $9.25 \pm 0.25$ |
| 300 | 7.13 | - | 5.47 | 5.74 | $5.44 \pm 0.25$ |

All cross sections are in units of $10^{-21} \mathrm{~m}^{2}$.

It can be seen that the classical result, which is in very close agreement with previous calculations of AP for $\mathrm{p}-\mathrm{H}$ collisions, in both cases is about $20 \%$ smaller than the RSB results. The cross sections of RJ for 100 keV protons agree to within $7 \%$ with our calculations. The main difference between classical theory and both experiments is due to small energy ( $<20 \mathrm{eV}$ ) large angle ( $>70^{\circ}$ ) ejection as can be seen from figures 4 to 6 . For 100 keV proton impact a fortuitous agreement exists between the quantum mechanical (Born as well as binary encounter) theories and the experiment of RSB. From figure 4 it can be seen that a compensation of the errors occurs in forward and intermediate angles. For 300 keV proton impact this compensation does not occur to the same extent and the total cross section in both theories is smaller than the experimental value.

## 8. Conclusion

The classical three body approximation describes the angular and energy distribution of electrons ejected by protons from helium very well for small and intermediate ejection angles and for all ejection energies. In this region the classical approach is even superior to the Born approximation. For large ejection angles a quantum mechanical approach has to be used. To calculate total cross sections for intermediate energies of the proton the classical three body approximation is as good as any quantum mechanical approach. However to obtain good statistics within reasonable time a fast computer has to be used for the Monte Carlo program.

The proton and electron ionization cross sections obtained by Abrines and Percival (1966 b) and by Abrines et al. (1966) were determined as functions of incident energy only. It is possible, that the agreement between Monte Carlo and experiment on ground-state atoms is fortuitous. Particularly since the experiments of Lassettre and his collaborators there is increasing insistance that comparisons of the differential cross sections should be required before theory and experiment are said to agree. On this basis the present results for double differential cross sections show that classical orbit integration methods are valid in important regions of incident energy, energy transfer and ejection angle even for low quantum numbers.
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## PROGRAM SUMMARY

Title of program (32 characters maximum) : EVAR
Catalogue number: ACQT
Computer for which the program is designed and others upon which it is operable
Computer: ELLIOT 4130. Installation: University of Stirling, Scotland
Operating system or monitor under which the program is executed: ENL 23
Programming languages used: FORTRAN
High speed store required: 20000 words. No. of bits in a word: 24.
Is the program overlaid? No
No. of magnetic tapes required: None
What other peripherals are used? Card Reader; Line Printer
No. of cards in combined program and test deck: 3452
Card punching code: IBM 029 EBCDIC
Keywords descriptive of problem and method of solution: Atomic, Molecular, Astrophysics, Classical, Coulomb, Diatomic, Euler, Forces, Frame, Gravitational, Hydrogen, Interatomic, Kepler, Newtonian, Orbit, Particle, Runge-Kutta, Scattering, State, Vibrational.

## Nature of the physical problem

Flexible representation of the classical relative motion of two particles interacting through a general central force.

## Method of solution

A general terminology of states and frames is introduced which allows changes from one state or frame to another to be defined. The frame changes are analytic. The state changes are made by solution of Newton's equations of motion using a fourth-order Runge-Kutta formula. [1].

Restrictions on the complexity of the problem Limited to central forces.

Typical running time
This depends on the form of the potential, the boundary conditions and the integration time specified.

## Reference

[1] R.A. Buckingham, Numerical methods (Pitman, London, 1962).

## 1. INTRODUCTION

Programs for the numerical solution of the newtonian equations for the relative motion of 2 particles interacting through a central force have wide application. Frequently solutions are required as part of the solution of a problem involving 3 or more particles.

This package is designed to provide a flexible, comprehensible and machine-independent set of routines for the 2 -particle relative-motion problem, rather than routines which compute quickly, although speed has not been neglected. Some of the conventions adopted may appear unnecessary, but their significance becomes apparent in using the package as part of a larger problem.

Because the problem of the relative motion of 2 particles is equivalent to that of the motion of a single particle (with their reduced mass) in a given external field [1, p. 29], the masses, coordinates and velocities of the individual particles are not relevant to this package. Furthermore this package may be used directly to obtain solutions of the equivalent problem of a single particle in a given fixed external field.

Although most computing time is spent in integrating equations of motion, in practice, much programming is concerned with setting up initial conditions and analysing data. We have found that this programming is greatly assisted by the introduction of a terminology of classical frames and states. The routines of the package are concerned with changes in frame in addition to the integration of equations of motion, which is required for changes in state. The latter is carried out using a fourth-order Runge-Kutta method [2] with a step length which is recalculated at each step.

Provision is made for obtaining and working in a frame of reference $\left(x^{\prime}, y^{\prime}, z^{\prime}\right)$ for which the relative motion is in the $x^{\prime}, y^{\prime}$ plane, but no attempt is made to separate the radial and angular motions, since the use of similar integration methods for 2 -particle and 3-particle systems should reduce certain numerical errors accumulated along orbits. The form of the force field is chosen so that the user may include his own force terms. There is also special provision for the inverse-square force term. The package may be used for both bound systems and scattering problems.

The programming standards adopted in this package are comparable to those proposed by Roberts in ref. [3].

## 2. BODY AND STATES

There is only 1 body in a 2 -particle relativemotion system. This is called the reduced mass. It is labelled by any of

IBODR, JBODR, ..., NBODR, (IBODR = 1),
BODR (abbreviation).
This body has a mass EMR2(IBODR). The

2 (abbreviation)
as for EMR2(IBODR) is used to denote a variable or routine associated specifically with a 2 -particle system. This is convenient when the package is used as part of a larger package or program.

Time (epoch) for the 2-particle relative-motion system is denoted by TIMR2 and is measured (in some system of units which must be used consistently throughout) with respect to a standard origin of time which is supposed fixed.

At a given time TIMR2 the body has a position $\boldsymbol{R}$ and velocity $\boldsymbol{V}$ relative to the standard (laboratory or LAB) co-ordinate system whose origin coincides with the centre of force. $\boldsymbol{R}$ and $V$ are represented collectively by 6 numerical co-ordinates (in some system of units which must be used consistently throughout).

The 6 co-ordinates constitute the $R V$-vector of the body and are labelled by any of

IRV, JRV, ..., NRV, (IRV = 1 to 6 ), in which
$\operatorname{IRV}=1,2,3$ label the position co-ordinates
and
$\operatorname{IRV}=4,5,6$ label the corresponding velocity co-ordinates.
The

## RV (abbreviation)

 refers to co-ordinates of position and velocity. We have found that velocity is preferable to momentum for numerical computation of orbits.The motion of the system at all times, or evolution of the system, can be obtained if a time TIMR2 and the RV-vector of the body (with respect to the standard cartesian axes at that time, are defined. This set of 7 real numbers defines a state of the 2 -particle relative-motion system in the standard frame, or a point in the 7 -dimensional RVT-space. Any equivalent set of 7 or more real numbers which defines this point also defines the state. States are labelled by any of

ISTR, JSTR, ..., NSTR, (ISTR = 1 to KRSTM2), ST (abbreviation).
A typical state might be that at the beginning of an integration of the equations of motion, called the initial state, labelled ISTR = JSTR, or the state after integration, called the final state,
labelled ISTR = MSTR. When different forms of interaction or different stages in the integration are introduced, more states are needed. The choice of numerical values of ISTR labels is left to the user. We have made provision for 7 states but this maximum number 7 may be altered by changing dimension statements and redefining KRSTM2.

The time at which the system reaches state ISTR is denoted by

TIMR2 (1, ISTR) .
As the calculation proceeds, the RV-vectors are stored in a 3-dimensional array:

RVREL2 (IRV, IBODR, ISTR)
with locations for each of the 6 co-ordinates IRV of the RV-vector of the body IBODR in each state ISTR.

## 3. FRAMES

At a given stage in a computation not all of the elements of the RVREL2 array will be obtained. For a given state ISTR only the time TIMR2 and the 6 values of RVREL2 defining the position and velocity of the body are required to define the state. But any equivalent set of 7 or more real numbers also defines the state. Only some of these equivalent sets are significant or useful and we call these frames, which may be considered as particular co-ordinate systems in the 7-dimensional RVT-state space. If more than 7 numbers are given by a frame, then they are related and the frame is reducible. Such frames are nevertheless significant.

The frames are labelled by any of
IFRAM, JFRAM, ..., NFRAM,
(IFRAM $=1,2,3,4,5)$,
IFRAM (abbreviation).
The frame IFRAM $=1$ has been defined above and is the standard frame. Thus, in a given state ISTR, for IFRAM = 1 :

> give TIMR2(1, ISTR) ,

RVREL2(IRV, $1, I S T R), \operatorname{IRV}=1$ to 6.
(That is to say, if TIMR2(1, ISTR), RVREL2(IRV,1, ISTR) are given then IFRAM =1 is available.)

The frame IFRAM $=2$ is the rotation-matrix frame. In this frame a new set of axes with unit vectors $\hat{\boldsymbol{x}}^{\prime}, \hat{\boldsymbol{y}}^{\prime}, \hat{\boldsymbol{z}}^{\prime}$ is defined with standard cartesian co-ordinates

$$
\begin{array}{ll}
\text { XDASH2(IR, } 1, \text { ISTR) }, & I R=1 \text { to } 3, \\
\text { YDASH2(IR,1,ISTR), } & I R=1 \text { to } 3, \\
\text { ZDASH2(IR,1,ISTR), } & I R=1 \text { to } 3,
\end{array}
$$

respectively. The nine values constitute a $3 \times 3$
rotation matrix $M$ which relates co-ordinates in the two co-ordinate systems. The components with $\mathrm{IR}=4$ are described in routine AXES2.

In the dashed co-ordinate system the $x^{\prime}, y^{\prime}$ plane is taken to be the plane of relative motion so that the angular momentum vector is in the direction of the $z^{\prime}$ axis. For the Coulomb force the $x^{\prime}$ axis is taken to be in the direction of the perihelion vector (shortest radius vector). When no Coulomb force is present the $X^{\prime}$ axis is taken perpendicular to the initial velocity vector so that the $y^{\prime}$ axis is parallel to this velocity vector. Combinations of Coulomb and non-Coulomb forces: and the special cases that arise when some of the quantities are very large or small, are described in the comments of routine AXES2.

In the dashed co-ordinate system only the coordinates $1,2,4$ and 5 are required to define the $R V$-vector as the $z^{\prime}$-components are zero.

The RV-vector is called
RVRXV2(IRV,1,ISTR) ,
where RXV denotes the vector $\boldsymbol{R} \times \boldsymbol{V}$ which is used to define the new frame. The values for $\operatorname{IRV}=3$ and $\operatorname{IRV}=6$ are always zero.

Both this RV-vector and the rotation matrix are needed to define the given state ISTR of relative motion, so that for IFRAM = 2:
give TIMR2(1, ISTR), XDASH2(IR, 1, ISTR),
YDASH2(IR, 1, ISTR), ZDASH2(IR, 1, ISTR),

$$
\begin{equation*}
\mathrm{IR}=1 \text { to } 3 \tag{2}
\end{equation*}
$$

RVRXV2(IRV, 1, ISTR), IRV =1, 2, 4, 5.
Clearly this frame is very reducible.
The reducibility is lessened by defining the rotation in terms of the Euler angles instead of the matrix. With the definition given by Whittaker $\left[4\right.$, p. 9] of the Euler angles $\left(\phi_{2}, \theta_{2}, \psi_{2}\right) \xlongequal{=}$ (PHI2, THETA2, PSI2) or with $\mu_{2} \widehat{=}$ EMU2 $\widehat{=}$ $\cos \theta_{2}$ as a useful alternative parameter, the Euler-angle frames are defined as follows. For IFRAM $=3$ :
give TIMR2(1, ISTR), PHI2(1, ISTR),
THETA2(1, ISTR), PSI2(1, ISTR),
RVRXV2(IRV,1,ISTR), $\operatorname{IRV}=1,2,4,5$.
For IFRAM = 4:
give as IFRAM $=3$,
but EMU2(1, ISTR) in place of
THETA2(1, ISTR).
The fifth frame requires an alternative definition of the rotation in terms of the complex

Cayley-Klein parameters [4, p. 12] $\left(\alpha_{2}, \beta_{2}, \gamma_{2}, \delta_{2}\right)$ $\hat{=}$ (ALPHA2, BETA2, GAMMA2, DELTA2) so that for IFRAM $=5$ :

$$
\begin{gathered}
\text { give TIMR2(1, ISTR), ALPHA2(1, ISTR), } \\
\text { BETA2(1,ISTR), GAMMA2(1, ISTR), }
\end{gathered}
$$

$$
\begin{equation*}
\text { DELTA2(1, ISTR), RVRXV2(IRV, } 1, \text { ISTR), } \tag{5}
\end{equation*}
$$

$\operatorname{IRV}=1,2,4,5$.
The equations of relative motion are usually integrated in the rotation-matrix frame, but since only TIMR2 and RVRXV2 are required, any but the standard frame would do.

Initial conditions are sometimes set up in the Euler angle frame [5]. The Cayley-Klein frame is included for completeness.

## 4. SIGNALS AND SIGNAL RULES

These play a key role in the operation of the package. At the beginning of a run for a given orbit none of the frames will be available for any state of that orbit. The initial state (say ISTR $=1$ ) for the relative motion may then be set up by the user in any one of the 5 frames, but it may be required at a later stage in any other frame. A routine UFRAM2 is provided for obtaining one frame from another, but this will not work unless a record is kept of which particular frame or frames is available. This service is provided by a signal array:

KSFRM2(IFRAM, 1, ISTR) ,
whose value for each IFRAM, ISTR is either 0 , which is called red, or 1, which is called green. The package will function properly only if the signal rules are strictly kept by the user.

At the beginning of the run for a given orbit the whole signal array must be set to red (zero) by the user. For a given state ISTR, if the user provides the frame IFRAM without using the package, say to set up the initial conditions, he must set the appropriate signal to green (1). If the package routines are used to obtain frames, they set the signals automatically.

As each frame is obtained the corresponding signal is set to green. If a routine of the package requires a particular frame it first observes the corresponding signal. If it sees green it proceeds. If it sees red it means that the required frame is not available, and either it obtains the frame from an available frame, or, if none is available, a FAULT routine is called. If the user wishes to Write routines using particular frames he is advised to use the signal KSFRM2 in the same way.

The signal arrays KSCAL2 and KSAXE2 will be described in the context of the routines that use them.

The signal rules described above must be obeyed by the user, or the routines of the package may produce nonsense, using RV-vectors with incorrect components as data. When the rules are obeyed they allow rapid and relatively simple programming.

## 5. EQUATIONS OF MOTION, ERROR PARAMETERS

The frames are derived from one another using analytic relations. A state ISTR can in general only be obtained from another by numerical integration of the equations of motion, called numerical evolution.

The equations of relative motion are

$$
\begin{equation*}
\dot{R}=V, \quad \dot{V}=\frac{1}{M} F \hat{R}, \tag{6}
\end{equation*}
$$

where $M$ is the mass of the body, $F \hat{R}$ is the external central force acting upon it, and the dot denotes differentiation with respect to time. We call $F$ the scalar central force. $F$ differs from the magnitude of the force by the inclusion of a sign (negative if attractive).

The 6 equations of relative motion are first order differential equations for RVREL2 with respect to TIMR2. The 4 equivalent equations for the corresponding co-ordinates RVRXV2 are solved (by routine USTR2) in frame 2 by a step-by-step procedure.

Numerical integration, like many other computations, requires a judgement to be made on the conflicting demands of speed of computation and accuracy of the results. Unfortunately this judgement often cannot be made without many test runs, so in this and later packages and programs speed and accuracy of computation are under the control of error parameters ERRP (abbreviation), which are part of the input data.

Normally if an error parameter is small the accuracy is relatively good, but the speed of computation is relatively low, and vice versa.

For a given accuracy we like the speed to be as high as possible. For the equations of relative motion the speed depends critically on the optimum length of the time-step STEP2 in the step-by-step integration, which is a function of the current force, and thus of the stage of integration.

We find it appropriate to recalculate STEP2 at
every step, normally according to the formula

$$
\begin{equation*}
\operatorname{STEP2}=\frac{ \pm \operatorname{ERRP} 2(1)}{\operatorname{SQRT}(|V \cdot F / M|)} \tag{7}
\end{equation*}
$$

where ERRP2(1) is an error parameter, and have for this reason used fourth-order RungeKutta integration and not a nominally faster numerical integration procedure for which a change of step length is difficult.

In exceptional circumstances, e.g. near a singularity or zero of the force, STEP2 as defined above may approach zero or infinity, and the routine STEPL2 which calculates STEP2 then keeps its magnitude within specified bounds.

## 6. SUBROUTINES AND FUNCTIONS

In writing routines it is advisable to allow for exceptional occurrences, such as position and velocity vectors being in the same direction. We have found that such exceptional cases require considerable programming, which detracts from the clarity of the routines of the package. We have therefore separated many routines into normal modes and special or exceptional modes. At first reading the special modes should be ignored. However, it should be pointed out that analytically "simple" orbits, such as circular and straight line orbits frequently require special modes of operation of the routines.

The general flow through the routines is given in fig. 1.

USTR2 (WTIM, JSTR, MSTR) and its daughters USTR2 is the most important routine of the 2particle relative-motion package and, with the aid of its descendants, carries out the numerical evolution.

Explicitly, USTR2 obtains the final state MSTR of the relative motion in the standard frame from the initial state JSTR, in any frame, and the time interval WTIM.

USTR2 uses UFRAM2 to obtain the co-ordinates of relative motion in the dashed co-ordinate system, and then normally carries out step-by-step evolution with full interaction in that frame. For each step, USTR2 calculates the current time step STEP2 (increment or decrement) using STEPL2 and evolves the state approximately for that step in time using RUNGE2. When the time interval WTIM has lapsed (overshoot is automatically prevented) USTR2 sets $\operatorname{KSFRM} 2(2,1, \mathrm{MSTR})=1$ and uses UFRAM2 to obtain the co-ordinates of relative motion in the standard frame IFRAM $=1$. If during evolution


Fig. 1. Package structure. Each (mother) routine shown at the tail of each arrow calls (daughter) routines at the head of the arrow, which in their turn call further (descendant) routines.
the number of steps exceeds a given tolerable maximum number KINTM2, USTR2 calls FAULT2(2,JSTR).

Exceptional modes are described in the comments of USTR2.

## RUNGE2

RUNGE2 carries out a single step in the numerical evolution using ACVEL2 to obtain the vector accelerations and velocities (derivatives of velocities and positions) as functions of position and velocity. The 4th-order Runge-Kutta method [2] is used.

## STEPL2

STEPL2 calculates the current step in time for the step-by-step numerical evolution using eq. (7).

## ACVEL2

ACVEL2 obtains the current relative vector acceleration and velocity in the dashed co-ordinate system, using FORCE2 to calculate the required current scalar force as a function of the current radial distance.

## FORCE 2

FORCE2 obtains the current scalar central force FRC2(1) which acts on the body (negative if attractive).

It is used to obtain the vector forces for
numerical integration and for calculation of the current step length.

FORCE2 is used and operates in 3 different modes, which we describe separately.

FORCE 2 (inverse-square mode)
Only the inverse-square (or Coulomb) force is present. For use, set $\operatorname{SCALE} 2(1,1)$ equal to the force constant (product of the charges), and $\operatorname{KSCAL} 2(1,1)$ and KSCLM2(1) equal to 1. Before each call ensure $\mathrm{R} 2(1)$ is equal to the distance from the force centre and then call the routine FORCE2 to obtain the scalar inverse-square force.

## FORCE 2 (general mode)

Central force (chemical) terms are present which are not inversely proportional to RSQ2(1). The total scalar force is a sum of KSCLM2(1) (10 or less) terms. For use in this mode the routine must be modified by the programmer as described in the comments of FORCE2. In addition to the modification KSCLM2(1) must be set to the number of terms in the force, KSCAL2(1, LPTL) set to 0 if the term LPTL is zero; and 1 otherwise, where the term LPTL $=1$ is always of in-verse-square form. The scale factors
SCALE2(1, LPTL) must be assigned by the user. Also KSHPM2(1) must be set to the number ( 10 or less) of shape parameters and SHAPE2(1, LSHP) must be set to their correct values.

FORCE2 obtains the scalar force by calculating the KSCLM2(1) force terms (using the KSHPM2(1) shape parameters) and adding them together.

## FORCE 2 (chemical mode)

As in the general mode but the inverse-square term is never present.

UFRAM2 and AXES 2
These form a different branch of the USTR2 family from those considered in the previous section. They are often used on their own, independently of USTR2.

UFRAM2(MFRAM2,JSTR)
UFRAM2 is used to obtain a required frame MFRAM2 for a given state JSTR of the relative motion of a 2-particle system if any of the 5 frames is available.

For instance the initial conditions of relative motion may be known in the standard frame IFRAM $=1$, that is the vectors of relative position and velocity in the co-ordinate system of
that frame. They are required (by USTR2) in one of the other frames in which the motion is in the $x^{\prime}, y^{\prime}$ plane in order to perform the numerical integration of the equations of motion.

The signal rules must be obeyed for UFRAM2 to work.

UFRAM2 looks at the signal KSFRM2(MFRAM2,1,JSTR) and if it is green, UFRAM2 assumes frame MFRAM2 is available and returns. If that signal is red, UFRAM2 looks at the other signals KSFRM2 for the state JSTR of relative motion to see if any one is green, and if so assumes the corresponding frame IFRAM2 is available. From frame IFRAM2 it then calculates the variables of MFRAM2, and of any intermediate frames that it may be convenient to use. It switches KSFRM2 to green for MFRAM2 and for any such intermediate frame of state JSTR and returns. If KSFRM2(IFRAM, 1, JSTR) is red for all five frames, UFRAM2 calls FAULT2(4, JSTR) and returns.

AXES2(JSTR)
AXES2 obtains the standard co-ordinates (direction cosines) of the dashed axes $x^{\prime}, y^{\prime}, z^{\prime}$ for the state JSTR from the relative position and velocity RV-vector RVREL2. It also finds the following simple dynamical frame invariants in the state JSTR:

1) the relative distance $\operatorname{RST} 2(1, \mathrm{JSTR})$,
2) the relative speed $\operatorname{VST} 2(1, J S T R)$,
3) the magnitude of the angular momentum vector ZDASH2 $(4,1$, JSTR $)$ (if possible),
4) the magnitude of the Runge-Lenz vector XDASH2(4, 1, JSTR) (if possible).

It has 3 normal modes of operation which we describe here and many exceptional modes which are needed for singular conditions and which are described only in the detailed comments of AXES2. In all normal modes the motion is confined to the $x^{\prime}, y^{\prime}$ plane.

## AXES2 (inverse-square mode)

This is the normal mode when only an inversesquare force is present. The $x^{\prime}$ axis is in the direction of the perihelion of the orbit of relative motion, that is, in the direction of the RungeLenz vector [1, eq. (15.17)] of relative motion

$$
\begin{equation*}
M \boldsymbol{V} \times(\boldsymbol{R} \times \boldsymbol{V})+K \boldsymbol{R} /|\boldsymbol{R}|, \tag{8}
\end{equation*}
$$

where $K \xlongequal[=]{\operatorname{SCALE} 2(1,1)}$ is the inverse-square force constant.

The Runge-Lenz vector is a constant of the motion and is approximately so during numerical evolution.

## AXES 2 (chemical mode)

This is the non-singular mode when chemical terms (see FORCE2, chemical mode) but no in-verse-square term is present. The $X^{\dagger}$ axis is in the direction of the first term in formula (8). During numerical evolution the $x^{\prime}$ axis remains constant at its initial-state value.

## AXES 2 (general mode)

Both chemical and inverse-square terms are present. The $x^{\prime}$ axis is in the direction of the vector (8) but this is not usually the direction of the perihelion of the relative motion. The same applies to numerical evolution as for the chemical mode. However, if the chemical terms are relatively small, the $x^{\prime}$ axis is approximately in the direction of the perihelion and AXES2 may be used to investigate the precession of the perihelion.

## 7. AUXILIARY ROUTINES AND FUNCTIONS

## POTNL 2

POTNL2 obtains the potential energy of the body (reduced mass). It has the same general structure as FORCE2.

INVAR2 (JSTR )
INVAR2 obtains some of the simple dynamical frame invariants of the relative state JSTR.

## REDKR 2

REDKR2 sets to red (0) all the signals which can be altered by this package.

## FAULT2(JFAULT, MFAULT)

FAULT2 writes fault messages for faults detected in the 2 -particle relative-motion package into the output stream labelled by KOUT.

## ATAN2A(WY,WX)

The function ATAN2A obtains the plane polar angle ATAN2A (in radians) in the range ( $0,2 \pi$ ) of a point in a plane with cartesian co-ordinates (WX, WY). This function is necessary for machine-independent operation, as the range of definition of ATAN2(X,Y) can be different for different installations. ATAN2A(WY, WX) requires the standard tangent function $\operatorname{ATAN}(X)$ for $X$ in the range $(0, \pi / 2)$ only.

## CYCLIC(JI, MJ, MK)

CYCLIC makes (JI, MJ, MK) a cyclic permutation of ( $1,2,3$ ) if possible, given JI only.

## FAULTG(JFAULT)

FAULTG writes fault messages for faults detected in ATAN2A or CYCLIC into the output stream labelled by KOUT.

## Common blocks

Block name
C2ANGL

C2AXES

C2BODR $\operatorname{KSFRM} 2(5,1,7), \operatorname{RVREL} 2(6,1,7)$, TIMR2 $(1,7)$
C2FCPT $\quad$ FRCN2(1,10), PTLN2(1, 10)
C2INPR EMR2(1), ERRP2(5), KINTM2, KRSTM2, KSCAL2(1, 10), KSCLM2(1), KSHPM2(1), SCALE2(1,10), SHAPE2(110)
C2INVR $\operatorname{EKST} 2(1,7), \operatorname{ETST2}(1,7)$, $\operatorname{FRCST} 2(1,7), \operatorname{PTLST} 2(1,7)$, $\operatorname{RST} 2(1,7)$, VST2 $(1,7)$
C2USTR FF2(4), FRC2(1), KINT2, PTL2(1), R2(1), RSQ2(1), RV2(4), STEP2, TIME2, V2(1), VSQ2(1)
CINOUT AZERO, KIN, KOUT
For definitions of common block variables see dictionary.

## 8. ESSENTIAL INFORMATION REQUIRED BY THE PACKAGE

The package will function correctly if the following instructions are obeyed.

1) Include all common blocks of the package in the calling routine.
2) Define all the input constants. These constitute the common blocks CINOUT and C2INPR.
3) Call REDKR2.
4) Define any of the 5 frames for some state JSTR and set the corresponding signal (s) to GREEN (1).
5) Define WTIM if a new state MSTR is to be obtained by numerical evolution.

## 9. TEST RUN

The package is tested with the aid of the driver program REL MOTION TEST which consists of the main routine MAIN TEST and 4 auxiliary routines ZEROR2(JSTM2), INOUT2(JSTR,JIN, WNAME),

OUTST2(JSTR, WNAME) and OUT2(WNAME). Using the package, the driver program carries out the numerical evolution of the motion of an electron relative to a proton with a non-relativistic inverse-square attractive force between them, using atomic units. It then includes a harmonic perturbation term.

The first step of the main routine is to set all the common variables in the package for the states $1,2,3,4$, and 5 to zero. This is achieved by routine ZEROR2. The input constants and the initial state of the atom in the standard frame 1 are assigned in INOUT2, which also reads and writes the names QNAME of all the common variables. INOUT2 then writes out the complete common list, showing the input constants and the initial state of the atom in a standardised form. The output variables for state 1 are then calculated and written out. The main program next evolves state 1 for a complete period QWTIM of the bound motion, placing the results into state 2 . The values of the common variables of state 2 are determined and written out. As the system has been evolved for a complete period, exact integration should return all the variables save WTIM to their original values. A good approximation to this situation can be obtained by choosing a sufficiently small ERRP2(1). At time QWTIM a perturbing term of the form $+\frac{1}{2} \omega^{2} r^{2}$ (where $-\omega^{2}=\operatorname{SCALE} 2(1,2)$ ) is added to the existing potential and the corresponding term $-\omega^{2} r$ is added to the scalar force. As a result, some of the values of the common variables are altered and so the state is renamed state 3 and the complete common list written out again. The system is evolved from state 3 for a further time interval QWTIM forwards in time to state 4 and then backwards in time (time interval -QWTIM) to state 5. The values of all common variables are written out for the states 4 and 5 as each state is obtained. The results are not
identical because the perturbed system has a different period to that of the unperturbed system. A fully comprehensive test of the package has been made but is too long for presentation. This program tests only those branches of routines which are required in a typical application of the package.

## Data for the test run

The data consists of the names of all of the common variables.

## Output from the test run

This consists of the listing of the input data followed by six pages showing the progression through the five states as described above. The input data and the first three of these pages are reproduced below.
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## TEST RUN OUTPUT

```
IATA CAHTS
```



``` FF? FRIC KIVT2 PTL? R2 RSJ2 RVZ STFP? TIME? VP VSQ? FMRT
```



``` FMII? CAMMA2PHI? PSI2 THFTALEKST2 FTST? FRCST2NTEST2AST2 VST?
```



| Put co | TATS |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| A]ERO | 0,100000E-04 |  |  |  |  |  |
| KIN |  |  |  |  | - |  |
| kout | $?$ |  |  |  |  |  |
| ERRE2 | 0,400000E-01 | ก.070000F-00 | O.ORAMASE*OO | n.10000nE-01 | 0.13 nnooran |  |
| *INTM? | 1000 |  |  |  |  |  |
| KSCAL? | 1 | 0 |  |  |  |  |
| KSCLM? | 2 |  |  |  |  |  |
| * SHPM | 1 |  |  |  |  |  |
| Scales | -0,10000-6.01 | -0.100000E-01 |  |  |  |  |
| SHAPE? | 0.00000nE-0, |  |  |  |  |  |
| frame va | IARLES |  |  |  |  |  |
| EMR2 | 0.999460E*00 |  |  |  |  |  |
| - MSTM. | 5 |  |  |  |  |  |
| KSFRM? | 1 | 0 | 0 | 0 | , |  |
| HVPEL? | $0,000000 \mathrm{E}+00$ | 0. 20 Onnot* 0 | 0.0 OnATOE 200 | $9.00000020 B 0$ |  | 6. 300091 O |
| TimR | $0.000000 \mathrm{E}=00$ |  |  |  |  |  |
| KSAXE? | 0 |  |  |  |  |  |
| RYRXV? | $0.0000005 * 00$ | O.OODADOEDOO | $0.000000 E+80$ | Q.OODDOAE•OD O. OROCONF | 0.nODSOOE*On | $0.0000005+00$ |
| y!1ASH? | $0,000 \mathrm{OLDEPaO}$ | (1, OUNDCOEFORT | M. onocunerno | O.刀ñrank 0 an |  |  |
| YDASH? |  | $0.000000 \mathrm{E}+00$ | $0.00000 \pi E \rightarrow 00$ |  |  |  |
| zTAS4? | 0.0nononeoon | W. OU0NOOEPOn | O.OHCNACE.OO | T. HOMROME + An |  |  |
| ALPHA? | 0.0 OnOOTE.00 | O.000000E*00 |  |  |  |  |
| ¢ETAR |  | r.0000000F*On |  |  |  |  |
| HEETA? | 0.0 OOOORE-00 | 0,000000E900 |  |  |  |  |
| EMU? | 0.0 OLATADE-00 |  |  |  |  |  |
| gahmat | O. ORONOCE*OO | 0.000000 EOO |  |  |  |  |
| PH1? | $0.0001101 n E+00$ |  |  |  |  |  |
| 0512 | 0.000000 E D0 |  |  |  |  |  |
| THE TA? | 0.090000 E -60 |  |  |  |  |  |
| EKSI? | 0.000000 E 00 |  |  |  |  |  |
| CTSTz | 0.00000 FF 00 |  |  |  |  |  |
| FRCST? | $0.000 D O D E D D T$ |  |  |  |  |  |
| PTLST2 | 0. ORNU000E+00 |  |  |  |  |  |
| RST? | 0.000000 EDDO |  |  |  |  |  |
| VST? |  |  |  |  |  |  |
| INTERACTION TERAS |  |  |  |  |  |  |
| FRCN2 | $0.000000 \mathrm{E}-00$ | 0.000000 E -0n |  |  |  |  |
| PTLN2 | 0.000000 O OT | O. 000000 E -00 |  |  |  |  |
| CURRENT VAPIABLES OF STEP-RA-StEP EVOLUTIOM |  |  |  |  |  |  |
| [r2 | 0.0 OOOORE*OO | 0.000000E*00 | 0.000000000 | n, 000000E,00 |  |  |
| FRC? | 0.000000 O 00 |  |  |  |  |  |
| Kintz | 0 |  |  |  |  |  |
| PTL2 | 0, onOnane.do |  |  |  |  |  |
| R2 | 0.000000 E000 |  |  |  |  |  |
| RSO2 | 0.000000 E 000 |  |  |  |  |  |
| Rv? | 0.000000 E 000 | 0.000000E-00 | 0.0000 -nE*00 | $0.000000 E 600$ |  |  |
| STEP2 | 0.090 Nonesoo |  |  |  |  |  |
| T1ME2 | $0.0000008 \cdot 00$ |  |  |  |  |  |
| y2 | 0.00400 CE -00 |  |  |  |  |  |
| vS02 | 0.000000E*00 |  |  |  |  |  |





OUTPUT VALUES OF ALL COMMCN VARIABLES IN THF RFLATIVF STATE $\operatorname{CHE}$ AS FOLLTNS.



[^0]:    discussed by Hammersley and Handscomb (1964).

