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The structure of 0 -bisimple and bisimple inverse semigroups has been extensively studied and established by Clifford, Reilly, Warne, Munn and McAlister. The initial work was done by Clifford in [0] on bisimple inverse semigroups with an identity and this was generalised by Reilly and Clifford in [13]. In [5] McAlister has produced a structure theorem for 0-bisimple inverse semigroups in terms of groups and semilattices which can be specialised to give most of the previously known results in this area. These include the result of Munn described in [10] and the result of Reilly in [12], which deals with bisimple inverse semigroups whose semilattices are order isomorphic to the non negative integers with the reverse of the natural ordering, i.e. semilattices which are $\omega$-chains. Warne has made a study of those bisimple inverse semigroups whose semilattices are order isomorphic to the integers with the reverse of the natural ordering and has obtained in [14] a structure for these which ties closely with [12].

To date, the corresponding work on 0-simple and simple inverse semigroups is more scanty, although specific types of simple inverse semigroups have been tackled. Munn in [7] has produced a structure theorem for simple inverse semigroups, whose semilattices are $\omega$-chains, which is formulated in terms of groups and homomorphisms. An equivalent form of this result was obtained independently by Kochin in [2]. The result of Munn described above was generalised by and by Petrich and Ault [15],
Lallement, in $[3] \wedge$ to the case of 0 -simple inverse semigroups whose semilattices are 0-direct unions of $\omega$-chains with zero. In [11] Munn presents a structure theorem for a simple inverse semigroup $S$
with a semilattice E of the following type: there exists a semilattice Y, with a greatest element, such that $E=N \times Y$, where $N$ denotes the non-negative integers; the ordering on E is given by

$$
(i, \alpha) \leq(j, \beta) \Leftrightarrow \quad(i=j \text { and } \alpha \leq \beta) \text { or } i>j
$$

and, moreover, the factorisation of $E$ is compatible with the $\mathcal{A}$-structure of $S$ in the sense that

$$
((i, \alpha),(j, \beta)) \in \beta \Leftrightarrow \alpha=\beta
$$

It is shown that $S$ is isomorphic to a semigroup of the form $N \times A \times N$, with a suitably defined multiplication, where $A$ is a semilattice of groups with semilattice $Y$. This is a generalisation of the form $\mathrm{N} \times \mathrm{G} \times \mathrm{N}$ described by Reilly in [12]. If the case that Y is a finite chain is considered we have the result obtained by Munn in [7] and when $Y$ consists of a single element we are in the situation of [12].

In this thesis an attempt is made to generalise firstly the results obtained in [3] and secondly those obtained in [11]. For the first of these we aim at establishing a structure theorem for a 0-simple inverse semigroup whose semilattice is such that every non zero principal ideal is an $\omega$-chain with zero, a type of semilattice described as an $\omega$-tree with zero. A construction is developed using as a model the construction used by Munn in [7] and employing results established in the text regarding 0-simple inverse semigroups, whose semilattices are $\omega$-trees with zero, which have no non trivial congruences contained in the Green's relation Yf, (the "fundamental" 0-simple inverse semigroups whose semilattices are $\omega$-trees with zero). The construction, involving an $\omega$-tree with zero and a finite set of groups and homomorphisms, is shown to produce a 0-simple inverse semigroup whose semilattice is an $\omega$-tree with zero and then, conversely, every 0-simple inverse semigroup whose semilattice is an $\omega$-tree with zero is shown to have the form of the constructed semigroup.

Two main routes of specialisation of this result are possible.

The first is to consider particular types of $\omega$-trees with zero and the second is to consider the 0-bisimple inverse semigroups of this type. Starting with the semilattice, one of the first results obtained is one concerning semigroups of the same type as those considered by Lallement in [3]. Lallement's result and that in section 2.6 although differently formulated can be shown to be equivalent. A next step could be the consideration of a semilattice which is an $\omega$-chain with zero, a situation which is exactly that of [7] with a zero adjoined. We can of course consider an $\omega$-tree, instead of an $\omega$-tree with zero, and from this obtain the structure of a simple inverse semigroup whose semilattice is an $\omega$-tree. A simplification of this is to consider a semilattice which is order isomorphic to the integers with the reverse of the natural ordering. If simultaneously we restrict the number of groups under consideration to one, we have the situation of Warne in [14]. This reduction of the number of groups to one is based on a result obtained in Chapter 2 which states that the number of groups involved and the number of non zero $\mathcal{N}$-classes of the semigroup are equal. Clearly this leads us to consider O-bisimple inverse semigroups whose semilattices are $\omega$-trees with zero. From this we can obtain the structure of these exactly as in [5] and can deduce the result of [12]. The second type of semigroup considered is a 0-simple inverse semigroup $S$ whose semilattice $E$ is said to admit a factorisation compatible with the $\theta$-structure of $S$. This is a development of the notion introduced by Munn in [11] and described above. We require that $E \backslash\{0\}=(F \backslash\{0\}) \times Y$ where $F$ is a semilattice with zero and $Y$ is a semilattice with greatest element; the ordering on E is given by

$$
\begin{aligned}
& 0<(x, \alpha) \text { for all } x \in \operatorname{Fi}\{0\}, \alpha \varepsilon Y \\
& (x, \alpha) \leq(y, \beta) \ll(x=y \text { and } \alpha \leq \beta) \text { or } x<y
\end{aligned}
$$

and, moreover, this factorisation is compatible with the $D$-structure of $S$ in the sense that

$$
((x, \alpha),(y, \beta)) \varepsilon D \Leftrightarrow \alpha=\beta .
$$

In Munn's formulation of the situation in [11] the semilattice $F$ is an $\omega$-chain. In the course of Chapter 3 it is shown that if a 0 -simple inverse semigroup is such that its semilattice admits a factorisation compatible with the $\theta$ structure of the semigroup then the semilattice $F$ involved is 0 -uniform.

The approach to this second problem is to generalise a particular version of McAlister's construction of [5]. We restrict the semilattices used in his construction to those which have an associative addition and replace the group used by a semigroup with an identity element. Conditions are established for the semigroup formed to be 0-simple and inverse. In the particular case that the semigroup with identity is a semilatice
mion of groups it is found that the constructed semigroup is 0-simple and inverse and its semilattice admits a factorisation compatible with the $D$-structure of the semigroup. A converse result is obtained in the case of a 0 -simple inverse semigroup whose semilattice admits a is such that the 'flop factor ' factorisation compatible with the $\mathcal{D}_{\text {structure of }}$ is such the semigroup and which $A$ has a non zero principal ideal whose group of order automorphisms is trivial.

The special cases arising from this result are obtained by one of two methods: the first is to specialise the semilattice used in the construction and the second is to specialise the semigroup with identity either to a finite chain of groups or to one group. The first specialisation is that of the semilattice to an $\omega$-tree with zero. If at this point the semigroup with identity is replaced by a group we have a 0-bisimple inverse semigroup whose semilattice is an $\omega$-tree with zero which is described in [5] and which also arose as a special case of
the theorems of Chapter 2. Taking the semilattice to be an $\omega$-chain with zero gives rise to exactly the situation of [1l] with a zero adjoined. If now the semigroup is taken to be a finite chain of groups we obtain the result of [7] and [2]. If lastly this finite chain of groups is shrunk to one group we have, again, the result of [12].

The notation and basic definitions are as in Clifford and Preston [1]. Throughout N will be used to denote the set $\{0,1,2 \ldots\}$.

### 1.1 An inverse semigroup and its semilattice

1.1.1 Let $S$ be a set and $x$ a binary operation on $S$. Then $(S, x)$ is a semigroup if, for all $a, b, c \in S,(a \times b) \times c=a \times(b \times c)$, i.e. $\times$ is an associative binary operation on $S$. Usually the $\times$ is omitted and $a b$ written for $a \times b$ and we refer to the semigroup $s$ rather than to $(S, x)$ when there is no ambiguity.
1.1.2 Let $S$ be a semigroup and let $T$ be a subset of $S$. Then $T$ is said to be a subsemigroup of $S$ if, for $a l l a, b \in T, a b \in T$.

We now introduce two very common types of semigroup following as in (1.1.1) and (1.1.2) the definitions in [1].
1.1.3 A semigroup $S$ is said to be regular if, for each element $a \in S$ there exists an element $x \in S$ such that $a=a x a$. Those elements $\mathbf{x} \in S$ such that $a=a x a$ and $\mathbf{x}=\mathrm{xax}$ are called inverses of a. From [1; Lemma 1d4] we have that if $S$ is regular then each element has at least one inverse. For if a $\epsilon S$ and $x \in S$ and is such that $a=a x a$ then we consider xax. We have $a(x a x) a=(a x a) x a=$ $a x a=a$ and (xax)a(xax) $=x(a x a) x a x=x(a x a) x=x a x$. Hence xax is an inverse of a.

This leads us to the next definition.
1.1.4 A semigroup $S$ is said to be inverse if it is regular and each element has exactly one inverse. By [1, Theorem 1.17] an inverse semigroup can also be characterised as a regular semigroup in which any two idempotents commute. If $S$ is an inverse semigroup and
$a \in S$, it is customary to denote by $a^{-1}$ the unique inverse of $a$. 1.1.5 Turning now to the set of idempotents of a semigroup, we denote by $\mathrm{E}_{\mathrm{S}}$ the set of idempotents of the semigroup S . A partial ordering can be defined on $E_{S}$ by the rule that $e \leq f$ <=> e = ef = fe.
1.1.6 A commutative semigroup of idempotents is called a semilattice. In a semilattice any pair of elements has a greatest lower bound with respect to the ordering defined above, the greatest lower bound of two elements being their product.
1.1.7 Returning to the case where $S$ is an inverse semigroup we can readily show that $E_{S}$ is a semilattice. If e,f $\in E_{S}$ then ef $=f e$ from (l.l.4) and so (ef) (ef) $=e(f e) f=e(e f) f=e f$ so that $E_{S}$ is a subsemigroup of $S$. Clearly $E_{S}$ is commutative and so $\mathrm{E}_{\mathrm{S}}$ is a semilattice.
1.1.8 A particular type of semilattice which will occur frequently in the following sections is an $\omega$-chain. An $\omega$-chain is a semilattice of the form $\left\{e_{i}: i \in N\right.$, with $\left.e_{i}>e_{j}<=>i<j\right\}$.

### 1.2 The Green's relations on a semigroup

1.2.1 Let $S$ be a semigroup. We adopt the convention of [1, Section 1.1] that $S^{l}=S$ if $S$ has an identity element and that $S^{1}$ $=S$ with an identity adjoined otherwise.
1.2.2 The equivalence relations $\mathcal{L}, \mathbb{R}$ and $\mathcal{G}$ are defined on $s$ as follows:-

$$
\begin{aligned}
& (a, b) \in \mathscr{L} \Leftrightarrow s^{1} a=s^{1} b \\
& (a, b) \in \mathbb{R} \Leftrightarrow s^{1}=b s^{1} \\
& (a, b) \in \mathscr{G} \Leftrightarrow s^{1} a s^{1}=s^{1} b s^{1}
\end{aligned}
$$

Clearly if $a \neq b$ then $(a, b) \in \mathcal{L}$ if and only if there exist $c, d \in S$ such that $c a=b$ and $a=d b$. A similar result holds for $\mathbb{R}$.
1.2.3 We denote by $L_{a}\left(R_{a}, J_{a}\right)$ the $\mathcal{L}_{-}\left(R_{-}, \mathcal{L}-\right)$ class of $s$ containing a.
1.2.4 In $[1$, Lemma 2.1] it is shown that $\mathcal{L}$ and $\mathscr{Q}$ commute and their product is defined to be $\mathcal{A}$. Clearly $(a, b) \in \mathcal{A}$ if and only if there exists $c \in S$ such that $(a, c) \in \mathbb{R}$ and $(c, b) \in \mathscr{L}$ (or alternately $(a, c) \in \mathcal{L}$ and $(c, b) \in R$ ). The $\mathcal{A}$ class of $s$ containing $a$ is written $D_{a}$.
1.2.5 Finally the equivalence relation $\not \not \not \neq$ on $S$ is defined to be $\mathscr{L} \cap \mathscr{F}$. Thus $(a, b) \in \mathscr{\not}$ if and only if $(a, b) \in \mathscr{L}$ and $(a, b) \in \mathscr{\mathscr { L }}$. We denote the $\mathscr{H}$ class of $S$ containing $a$ by $H_{a}$. These equivalence relations are known as the Green's relations , and are defined as in [1, Section 2.1].
1.2.6 In the case that $S$ is an inverse semigroup we note that $a \in S a$ and so $S^{1} a=$ Sa. Similarly $a S^{l}=a S$ and $S^{l} a S^{l}=$ SaS. This is proved in [1, Lemma 2.13]
1.2.7 Also, if $S$ is inverse, we have from [1, Theorem 1.17] that each $\mathscr{\{}-$ class and each $\mathscr{L}$-class of $s$ contain exactly one idempotent.
1.2.8 If we wish to emphasise the semigroup $S$ on which the Green's relations are being discussed we write, for example, $\mathscr{L}_{5}$. We now use the terminology of the Green's relations to make further descriptions of a semigroup as in [1, Section 2.1].
1.2.9 A semigroup $S$ with a zero is said to be 0-bisimple if, for any pair $a, b \in S \geqslant\{0\},(a, b) \in \mathcal{A}$, i.e. there is one non zero A-class in $S$. A semigroup $S$ without zero is said to be bisimple if it consists of a single $\mathcal{F}_{\text {-class. }}$
1.2.10 A semigroup $S$ with a zero is said to be 0-ample if $\wedge$ for any pair $a, b \in S \backslash\{0\},(a, b) \in \mathcal{O}$, i.e. there is one non zero f-class in $S$. Also a semigroup $s$ without zero is said to be simple if it consists of a single $q$ class.
1.2.11 In [1, Section 1.7] the maximal subgroups of a semigroup $S$ are defined to be those subgroups of $S$ which are not properly contained in any other subgroup of S. From [1, Theorem 2.16] we have that if $s$ is a semigroup then any $\not \mathscr{H}$ class of $s$ containing an idempotent is a subgroup of $S$ and indeed from [1, Section 2.3] the maximal subgroups of $s$ are precisely the $\mathscr{H}$-classes of $s$ containing idempotents.
1.2.12 If $S$ is an inverse semigroup which is a union of groups then by [1, Section 4.2] $S$ is a semilattice $Y$ of groups where $Y$ is isomorphic to $E_{S}$ and, if $a \in S, H_{a}=L_{a}=R_{a}=D_{a}=J_{a}$. Thus we have that if $S$ is an inverse semigroup which is a union of groups and if a $\in S$ then $a a^{-1}=a^{-1} a$ by (1.27) above. Conversely if $s$ is an inverse semigroup in which $a a^{-1}=a^{-1} a$ for all $a \in S$ then, as $\left(a, a a^{-1}\right) \in R$ and $\left(a, a^{-1} a\right) \in \mathscr{L}$, we have $\left(a, a a^{-1}\right) \in \mathscr{H}$. Hence a belongs to $a$ maximal subgroup and we have that $S$ is a union of maximal subgroups, i.e. a union of groups, and so is a semilattice of groups.
1.2.13 A semigroup with an identity element is called a monoid.
1.2.14 A centric inverse monoid is an inverse monoid which is a semilattice of groups.
1.3 Semigroup and semilattice related

In this section we introduce some special types of semigroup and semilattice and show the relations between them.
1.3.1 It is established in [6, Section 3] that, if $S$ is an inverse semigroup, the maximum congruence contained in $\mathcal{H}$ is $\mu$, where $\mu$ is
defined as follows:- $(a, b) \in \mu \Leftrightarrow a^{-1} e a=b^{-1}$ eb for all $e \in E_{S}$. In the special case that $\mathbb{H}$ is a congruence $\mathscr{F}=\mu$.
1.3.2 According to [9, Section 2] if $S$ is a semigroup in which the only congruence contained in $\notin$ is the identity congruence $i$, then $S$ is said to be fundamental. An inverse semigroup is fundamental if and only if $\mu=$ i. We now construct a fundamental inverse semigroup.
1.3.3 As in [1, Section 1.9] we define a one-to-one partial
transformation on a set x to be a bijection with domain and range both subsets of x . The null mapping is also considered to be a partial transformation on x , being the mapping whose domain and range are both the empty set. If $\alpha$ is a partial transformation on X it is customary to denote one - to - one by $\Delta(\alpha)$ the domain of $\alpha$, and by $\nabla(\alpha)$ the range of $\alpha$. The set of all ${ }_{\wedge}$ partial transformations on a set $x$ is denoted by $\mathcal{O}_{X}$. A multiplication is defined on $\mathscr{V}_{\mathrm{x}}$ as follows:- if $\alpha, \beta \varepsilon{ }_{\mathrm{X}}$ with $\nabla(\alpha) \mathrm{n} \Delta(\beta)=\phi$ then $\alpha \beta=0$, otherwise $\Delta(\alpha \beta)=(\nabla(\alpha) n \Delta(\beta)) \alpha^{-1}, \nabla(\alpha \beta)=(\nabla(\alpha) n \Delta(\beta)) \beta$ and if $\mathbf{x} \in \Delta(\alpha \beta)$, then $\mathbf{x}(\alpha \beta)=(x \alpha) \beta$.

It is shown in [1, Section 1.9] that $\mathcal{f}_{x}$ is an inverse semigroup.
1.3.4 Let E be a semilattice then $\mathrm{T}_{\mathrm{E}}$ is defined in [6, Section 2] to be the subset of $\ell_{E}$ comprising those partial transformations of $E$ which have domain and range which are principal ideals of $E$. From [6, Lemma 2.2], $T_{E}$ is an inverse subsemigroup of $\vartheta_{E}$ and by [9, Corollary 2.7] is
fundamental. As $T_{E}$ is inverse we can apply [9, Lemma 1.2] to describe the Green's relations in $T_{E}$. We thus have that, in $T_{E},(\alpha, \beta) \in \mathscr{L} \Leftrightarrow \nabla(\alpha)=$ $\nabla(\beta)$ and $(\alpha, \beta) \in \mathbb{R} \Leftrightarrow \Delta(\alpha)=\Delta(\beta)$.

Next we follow the pattern of [9, Section 3] in making two definitions which relate $E$ and $T_{E}$.
1.3.5 If E is a semilattice with zero we shall denote by $\mathrm{E}^{*}$ the set E $\backslash\{0\}$.
1.3.6 Let E be a semilattice with zero. An inverse subsemigroup S of $T_{E}$ is said to be O-transitive if and only if it contains the zero of $T_{E}$, i.e. the mapping with domain and range $\{0\}$, and also, for all e,f $\in \mathrm{E}^{*}$, there exists $\alpha \in \mathrm{S}$ such that $\Delta(\alpha)=$ Ee and $\nabla(\alpha)=$ Ef.

Let E be a semilattice without zero. Then the above definition is modified as follows. An inverse subsemigroup $S$ of $T_{E}$ is said to be transitive if and only if, for all $e, f \in E$, there exists $\alpha \in S$ such that $\Delta(\alpha)=E e$ and $\nabla(\alpha)=E f$.
1.3.7 Let $E$ be a semilattice with zero then $E$ is said to be 0-uniform if and only if, for all e,f $\in E^{*}, E e \cong E f$. If $E$ is a semilattice without zero then $E$ is said to be uniform if and only if, for all e,f $\in \mathrm{E}, \mathrm{Ee} \cong \mathrm{Ef}$.
1.3.8 If we now examine these two definitions more closely we see that $T_{E}$ is 0-transitive (transitive) if and only if it contains a 0-transitive (transitive) inverse subsemigroup. Also E is 0-uniform (uniform) if and only if $T_{E}$ is 0-transitive (transitive).

Next we obtain the structure of $T_{E}$ for a particular type of uniform semilattice E .
1.3.9 A partiałly ordered set $P$ is said to be inversely well-ordered if every non-empty subset of $P$ has a greatest element. This definition is given in [6, Section 3].
1.3.10 Let $E$ be a uniform semilattice in which every principal ideal is inversely well-ordered. Clearly, as E is uniform, we have from [6, Theorem 2.3] that $E$ is the semilattice of a bisimple semigroup. Let $S$ denote this semigroup. We are now in the situation of [6, Theorem 3.2] and have that $\not \mathscr{H}$ is a congruence on $S$ and $S / \not \mathscr{H} \cong T_{E}$. Hence $\mathscr{H}=i$ on $T_{E}$ and so we can specify $T_{E}$ completely. If $e, f \in E$, by the uniformity of $E$ and the ensuing transitivity of $T_{E}$, there exists $\alpha \in T_{E}$ such that
$\Delta(\alpha)=$ Ee and $\nabla(\alpha)=$ Ef. This element $\alpha$ is unique, as $\neq i=$ by (1.3.4). Thus if we denote by $\xi_{e, f}$ the unique element of $T_{E}$ with domain Ee and range $E f$ we have $T_{E}=\left\{\xi_{e, f}: e, f \in E\right\}$. Also $\Delta\left(\xi_{e, f} \xi_{g, h}\right)=(E f \cap E g) \xi_{e, f}^{-1}=(E f g) \xi_{e, f}^{-1}=E\left(f g \xi_{e, f}^{-1}\right)$ by [6, Lemma 2.1] and $\nabla\left(\xi_{e, f} \xi_{g, h}\right)=E\left(f g_{g, h}\right)$, similarly. Thus $\xi_{e, f} \xi_{g, h}=\xi_{f g \xi_{e, f}^{-1}, f g} \xi_{g, h}$
1.3.11 It is easily seen that if $E$ is a 0-uniform semilattice in which every principal ideal is inversely well-ordered then the result of (1.3.10) can be extended to include this situation. We would then have $T_{E}=\left\{\xi_{e, f}: e, f \in E *\right\} \cup\{0\}$ with the non zero products in $T_{E}$ being $\xi_{e, f} \xi_{\mathrm{G}, \mathrm{h}}=\xi_{\mathrm{fg} \xi^{-1}, f \mathrm{f}} \xi_{\mathrm{g}, \mathrm{h}}$ where $\mathrm{fg} \neq 0$. It is possible to regard $T_{E}$ as (E*xE*) $\cup\{0\}$ with multiplication defined on (E*xE*) U\{0\} as follows:-

$$
\begin{aligned}
& (e, f) 0=0(e, f)=0^{2}=0 \\
& (e, f)(g, h)=\left\{\begin{array}{l}
0 \text { if } f g=0 \\
\left((f g) \xi_{e, f}^{-1},(f g) \xi_{g, h}\right) \text { if fg } \neq 0
\end{array}\right.
\end{aligned}
$$

Finally in this section we include another two definitions relating $E$ and $T_{E}$ as in $[9$, Section 3].
1.3.12 Let $E$ be a semilattice with zero. An inverse subsemigroup $S$ of $T_{E}$ is said to be 0-subtransitive if and only if $S$ contains the zero of $T_{E}$ and also, for all $e, f \in E^{*}$, there exists $\alpha \in S$ such that $\Delta(\alpha)=$ Ee and $\nabla(\alpha) \subseteq$ Ef. If $E$ is a semilattice without zero the definition is modified as follows. An inverse subsemigroup $S$ of $T_{E}$ is said to be subtransitive if and only if, for all $e, f \in E$, there exists $\alpha \in S$ such that $\Delta(\alpha)=$ Ee and $\nabla(\alpha) \subseteq E f$.
1.3.13 A semilattice $E$ with zero is said to be 0-subuniform if and only if, for all e,f $\in E^{*}$, there exists $g \leq f$ such that Ee $\cong$ Eg. If $E$ is a semilattice without zero then $E$ is said to be subuniform if and only if, for all e,f $\in E$, there exists $g \leq f$ such that $E=E g$. 1.3.14 We note that $T_{E}$ is 0-subtransitive (subtransitive) if and only if it contains a 0-subtransitive (subtransitive) inverse subsemigroup. Also $E$ is 0-subuniform (subuniform) if and only if $T_{E}$ is 0subtransitive (subtransitive).
2. A 0-simple inverse semigroup whose semilattice is an $\omega$-tree with zero

In this chapter we show how to construct a 0-simple inverse semigroup whose semilattice is an $\omega$-tree with zero from a finite set of groups and homomorphisms and an $\omega$-tree with zero. Then we show that all 0-simple inverse semigroups with semilattice an $\omega$-tree with zero are of this type.

### 2.1 An $\omega$-tree with zero

2.1.1 A semilattice with zero in which every non zero principal ideal is with zero
an $\omega$-chain $\lambda^{\text {is }}$ called an $\omega$-tree with zero.
2.1.2 Let E be an $\omega$-tree with zero. If $e, f \in E^{*}$ with $e \geq f$ we define $[e, f]=\left|\left\{x \in E^{*}: e \geq x \geq f\right\}\right|-1$. Since $\left\{x \in E^{*}: x \leq e\right\}$ is an $\omega$-chain, this is a well-defined non-negative integer. For each $t \in N$ and $e \in E^{*}$ there exists a unique element $f \in E^{*}$ such that $f \leq e$ and $[e, f]=t:$ we denote this element by $e+t$.
2.1.3 Define a relation $\sim$ on $E *$ by $a \sim b \Leftrightarrow a b \neq 0$. This relation is an equivalence relation. The equivalence classes of $E *$ generated by $\sim$ are called the components of $\mathrm{E}^{*}$. Thus $\mathrm{a} \sim \mathrm{b} \ll \mathrm{a}$ and b belong to the same component of $E *$.
2.1.4 Select a tranversal $T$ of the components of $E *$. For each $a \in E^{*}$ let $e_{a}$ denote the element of $T$ in the same component as a. Let $k \in N$, with $k \geq 1$. For each element $a \in E *$ we define the $k$-index of $a$, relative to $T$, to be the nonnegativeremainder when $\left[e_{a}, a e_{a}\right]-\left[a, a e_{a}\right]$ is divided by $k$.
2.2 The semigroup $S(E, T ; k)$

This section is an account of an unpublished result of W. D. Munn.
2.2.1 Let $E$ be an $\omega$-tree with zero and let $T$ be a transversal of the components of $E *$. Fix $k \in N$, with $k \geq 1$, and for all $a \in E^{*}$ let $a$ denote the $k$-index of $a$, relative to $T$. Let $S(E, T, k)=\left\{(a, b) \in E^{*} \times E^{*}: \underline{a}=\underline{b}\right\} \cup\{(0,0)\}$. Define multiplication on $S(E, T, k)$ as follows:-

$$
\begin{array}{r}
(a, b)(c, d)=(a+t, d+s) \text { where } t=[b, b c] \text { and } \\
s=[c, b c] \text { if } b c \neq 0,
\end{array}
$$

all other products are $(0,0)$.
2.2.2 We note that in the case that $E$ is an $\omega$-tree with zero then $E$ is a 0-uniform semilattice in which every principal ideal is inversely well-ordered. Hence we can apply (1.3.11) and have $T_{E}=\left\{(e, f) \in E^{*} \times E^{*}\right\} u\{0\}$, with $(e, f)(g, h)=\left(f g \xi_{e, f}^{-1} \sim f g \xi_{g, h}\right)$ if $f g \neq 0$ and all other products are zero. However $f g \xi_{e, f}^{-1}=e+n$ where $n=[f, f g]$ and $f g \xi_{g, h}=h+m$ where $m=[g, f g]$. From this we see that $S(E, T, k) \subseteq T_{E}$ and that the multiplication defined on $S(E, T, k)$ is that of $T_{E}$.
2.2.3 Theorem: The set $S(E, T, k)$ with the multiplication defined above is a 0-subtransitive inverse subsemigroup of $T_{E}$.

Proof: Let $(a, b),(c, d) \in S(E, T, k) \backslash\{(0,0)\}$. If $b c=0$ then $(a, b)(c, d)=(0,0) \in S(E, T, k)$. Suppose therefore that $b c \neq 0$ and consider $(a, b)(c, d)=(a+t, d+s)$ where $t=[b, b c]$ and $S=[c, b c]$. To show that $(a+t, d+s) \in S(E, T, k)$ we have to prove that $a+t=d+s$. To simplify this we insert the following lemma.
2.2.4 Lemma: If $a \in E^{*}$ and $p \in N$, then $a+p \equiv \underline{a}+p(\bmod k)$.

Proof: Since $a(a+p) \neq 0$ we have $e_{a}=e_{a}+p^{\cdot}$ Also
$\left[e_{a} \prime(a+p) e_{a}\right]-\left[a+p,(a+p) e_{a}\right]=\left[e_{a}, a e_{a}\right]+\left[a e_{a},(a+p) e_{a}\right]-$ $\left(\left[a, a e_{a}\right]+\left[a e_{a},(a+p) e_{a}\right]-[a, a+p]\right)=\left[e_{a}, a e_{a}\right]-\left[a, a e_{a}\right]+$ $[a, a+p]=\left[e_{a}, a e_{a}\right]-\left[a, a e_{a}\right]+p$. Hence $\underline{a}+\underline{p} \equiv \underline{a}+p(\bmod k)$.

Returning to the theorem, we have from Lemma 2.2.4 that
$\underline{a}+t \equiv \underline{a}+t(\bmod k) . ~ H o w e v e r ~ \underline{a}=\underline{b}$ and so $\underline{a}+t \equiv \underline{b}+t(\bmod k)$. Applying Lemma 2.2.4 again we have $\underline{b+t} \equiv \underline{b}+t(\bmod k)$ and so $\underline{a}+t=\underline{b}+t . S i m i l a r l y$ we have $\underline{d}+s=\underline{c}+s$. However $b+t=$ $c+s=b c$ so that $a+t=d+s$. Thus the multiplication on $S\left(E, T, k\right.$ ) is closed and so $S\left(E, T, k\right.$ ) is a subsemigroup of $T_{E}$. It is an inverse subsemigroup of $T_{E}$ since, if $(a, b) \in S(E, T, k)$, $(a, b)^{-1}=(b, a)$ is also in $S(E, T, k)$.

Let $\mathrm{a}, \mathrm{b} \in \mathrm{E}^{*}$ and let $\mathrm{t}=\mathrm{k}-\underline{\mathrm{b}}+$ a. Clearly $\mathrm{t} \geq 1$ and so $\mathrm{b}+\mathrm{t}<\mathrm{b}$. Also, by Lemma 2.2.4, we have $\underline{\mathrm{b}+\mathrm{t}} \equiv \underline{\mathrm{b}}+\mathrm{t}(\bmod \mathrm{k})$ and $\underline{b}+t=k+\underline{a} \equiv \underline{a}(\bmod k)$. Thus $(a, b+t) \in S(E, T, k)$ and so as $S(E, T, k)$ also contains the zero of $T_{E}, S$ is 0 -subtransitive. The next theorem is the converse of Theorem 2.2.3.
2.2.5 Theorem: If $S$ is a 0 -subtransitive inverse subsemigroup of $T_{E}$, where $E$ is an $\omega$-tree with zero, then there exists $k \in N$, with $k \geq 1$, and $T$, a transversal of the components of $E *$, such that $S$ is of the form $S(E, T, k)$.

Proof: Since $S$ is a 0-subtransitive inverse subsemigroup of $T_{E}$ we have from (1.3.11) that $S$ is a subset of ( $E^{*} \times E^{*}$ ) $u\{(0,0)\}$ with multiplication as described in (1.3.11).

$$
\text { Fix } e \in E^{*} \text { and define } k=\min \{n \in N: n \geq 1 \text { and }(e, e+n) \in S\}
$$

The 0 -subtransitivity of $S$ ensures the existence of such an integer. Select a transversal of the components of $\mathrm{E}^{*}$. For all a $\epsilon \mathrm{E}^{*}$ let
$Z_{a}$ be the element in the transversal such that $a \sim Z_{a}$. Since $S$ is 0-subtransitive, for all $a \in E^{*}$ there exists $e_{a} \in E^{*}$ such that $e_{a} \leq Z_{a}$ and $\left(e, e_{a}\right) \in S$. Let $T=\left\{e_{a}: a \in E^{*}\right\}$. Then $T$ is $a$ transversal of the components of $E *$.

Before proceding with the remainder of the proof of this theorem it is convenient to consider the following lemmas.
2.2.6 Lenma: For all $p, q \in N,(e+p, e+q) \in S$ if and only if $\mathrm{p} \equiv \mathrm{q}(\bmod \mathrm{k})$.

Proof: We note firstly that by [9, Theorem 3.2 (ii)] S has a semilattice isomorphic to E.

Since $(e, e+k) \in S,(e, e+k)^{n}=(e, e+n k) \in S$ for all
$n \in N$ with $n \geq 1$. Also $(e+i, e+i)(e, e+k)^{n}=$
( $e+i, e+n k+i) \epsilon S$, for all $n \in N$ with $n \geq 1$ and for all $i \in N$ with $0 \leq i<k$. As $S$ contains the semilattice of $T_{E l}$ we also have $(e+i, e+i) \epsilon S$ for all $i \in N$ and so we have (e,e $+n k$ ) $\epsilon S$ for all $n \in N$ and $(e+i, e+i+n k) \in S$ for all $n \in N$ and for all i $\in \mathbb{N}$ with $0 \leq i<k$.

Let $(e+p, e+q) \in S$ with $p=n k+i$ and $q=m k+j$ where $m, n, i, j \in N$ and $0 \leq i, j<k$. Then $(e+i, e+p) \in S$ and $(e+j, e+q) \in S . \quad$ Thus $(e+i, e+p)(e+p, e+q)(e+j, e+q)^{-1}$ $\epsilon S$ and so $(e+i, e+j) \in S$. Assume that $i>j$. Then $(e, e+k)(e+i, e+j)=(e, e+j+(k-i))=(e, e+k-$ ( $\mathbf{i}-j)$ ). However this is in $S$ and $0<k-(i-j)<k$ contradicting the definition of $k$. Hence $i \neq j$. Similarly we can show $i \not j j$ and so we have $i=j$ and $p \equiv q(\bmod k)$.

Conversely let $p, q \in N$ with $p \equiv q(\bmod k)$. Let $p=n k+i$ and $q=m k+i$ where $m, n, i \in N$ with $0 \leq i<k$. Then $(e+i, e+p) \in S$ and $(e+i, e+q) \in S$. So that $(e+i, e+p)^{-1}(e+i, e+q)=$ $(e+p, e+q) \in S$.
2.2.7 Lemma. For all $a \in E^{*}$ and for $a l l p, q \in N,(a+p, a+q) \in S$ if and only if $p$ ( $\quad(\bmod k)$.

Proof: For $a \in E *$, define $k_{a}=\min \{n \in N: n \geq 1$ and $(a, a+n) \in S\}$ with $k_{e}=k$. We then have, for all $a \in E^{*}$, a parallel result to Lemma 2.2.6, namely that $(a+p, a+q) \epsilon S$ if and only if $p \equiv q$ (mod $k_{a}$ ). Since $S$ is 0-subtransitive, for each $a \in S$ there exists $p \in N$ with $p \geq 1$ such that $(e, a+p) \in S$. Since $(e, e+k) \in S$ we have $(e, a+p)^{-1}(e, e+k)^{-1}=(a+p, e)(e+k, e)=(a+p+k, e)$ $\epsilon S$. Hence we have $(a+p, e)(e, a+p+k)=(a+p, a+p+k)$ $\epsilon$ S. Thus, by the parallel result to Lemma 2.2 .6 , we have $p \equiv \mathrm{p}+\mathrm{k}$ $\left(\bmod k_{a}\right)$ so that $k_{a} \mid k$. Also there exists $q \in N$, with $q \geq 1$, such that $(a, e+q) \in S . \operatorname{Since}\left(a, a+k_{a}\right) \in S$ we have $(e+q, a)\left(a+k_{a}, a\right)=$ $\left(e+q+k_{a}, a\right) \in S . \quad$ Thus $\left(e+q+k_{a}, a\right)(a, e+q)=\left(e+q+k_{a}\right.$, $e+q) \in S$ and from Lemma 2.2 .6 we now have $q+k_{i} \equiv q(\bmod k)$ and so $k \mid k_{a}$. Combining these two results we have $k=k_{a}$ and the lemma is proved.

Returning now to Theorem 2.2.5, let $(a, b) \in S \backslash\{(0,0)\}$. Since $a e_{a} \neq 0$ there exist $p, n \in N$ such that $a+p=e_{a}+n k$. By Lemma 2.2.4 $a+p \equiv a+p(\bmod k)$ so that $\underline{a}+p \equiv e_{a}+n k(\bmod k)$. However $e_{a}+n k=e_{a}=0$ and so $\underline{a} \equiv-p(\bmod k)$. Similarly there exist $q, m \in N$ such that $b+q=e_{b}+m k$ and $\underline{b} \equiv-q(\bmod k)$. We have, by Lemma 2.2.7, that $\left(e_{a}, e_{a}+n k\right),\left(e_{b}, e_{b}+m k\right) \in S$. By choice $\left(e, e_{a}\right),\left(e, e_{b}\right) \in S$ and so $\left(e_{a}+n k, e_{a}\right)\left(e_{a}, e\right)\left(e, e_{b}\right)\left(e_{b}, e_{b}+m k\right) \in S$ so that $\left(e_{a}+n k, e_{b}+m k\right)=(a+p, b+q) \in S . \operatorname{Since}(a, b) \in S$ and $S$ is inverse, $(b, a) \in S$ and we have $(b, a)(a+p, b+q) \in S$, i.e. $(b+p, b+q) \in S$. Thus, by Lemma $2.2 .7, p \equiv q(\bmod k)$ and so $\underline{\mathrm{a}}=\underline{\mathrm{b}} . \quad$ Hence we have $\mathrm{S} C \mathrm{~S}(E, T, \mathrm{k})$.

Now suppose that $(a, b) \in S(E, T, k)$ with $a, b \neq 0$. Then
$\underline{\mathrm{a}}=\underline{\mathrm{b}} . \quad$ Since S is 0 -subtransitive there exist $\mathrm{p}, \mathrm{q} \in \mathrm{N}$ such that
$(a, e+p) \in S$ and $(b, e+q) \in S$. However, from above, $S \subseteq S(E, T, k)$ and so $\underline{a}=\underline{e+p}$ and $\underline{b}=\underline{e+q}$. Thus $\underline{e+p}=\underline{e+q}$. From Lemma 2.2.4 $\underline{e+p \equiv e+p(\bmod k) \text { and } e+q \equiv e+q(\bmod k) ~}$ and so we have $p \equiv q(\bmod k)$. Hence, by Lemma 2.2.6, $(e+p, e+q) \in S$. From this $(a, e+p)(e+p, e+q)(e+q, b)=(a, b) \in S$ and we have $S(E, T, k) \subseteq S$.

Combining the two inclusion results we have $S=S(E, T, k)$.
2.3 The construction of the groupoid $S\left(E, T, k, G, \gamma_{i}, e, v_{f}\right)$

In this section we describe a process for constructing a
0 -simple inverse semigroup from a finite set of groups and homomorphisms and an $\omega$-tree with zero.
2.3.1 Let $E$ be an $\omega$-tree with zero and let $T$ be a transversal of the components of $\mathrm{E}^{*}$. Fix $k \in \mathrm{~N}$, with $\mathrm{k} \geq 1$, and for all a $\in \mathrm{E}^{*}$ let a be the $k$-index of $a$, relative to $T$.
2.3.2 Let $G_{0}, G_{1}, \ldots, G_{k-1}$ be $k$ groups with identity elements $e_{0}, e_{1} \ldots, e_{k-1}$ respectively. For $0 \leq i \leq k-2$ let $\gamma_{i}: G_{i} \rightarrow G_{i+1}$ be a homomorphism and let $\gamma_{k-1}: G_{k-1} \rightarrow G_{0}$ be a homomorphism. For all $n \in N$ let $G_{n}=G_{n(\bmod k)}, \gamma_{n}=\gamma_{n(\bmod k)}$ and $e_{n}=e_{n(\bmod k)}$.
2.3.3 For $m, t \in N$, with $t \geq 1$, let $\alpha_{m, t}=\gamma_{m} \gamma_{m+1} \ldots \gamma_{m+t-1}$ and let $\alpha_{m, 0}$ be the identity automorphism on $G_{m}$ : Thus for $m, t, s \in N$ we have $\alpha_{m, t} \alpha_{m+t, s}=\alpha_{m, s+t}$
and $\alpha_{m, t}=\alpha_{m+s k, t}$
2.3.4 Fix e $\in E^{*}$. For each $f \in E^{*}$ define $v_{f} \in G_{f+1}$ with $v_{e+i}$ the identity of $G_{\underline{e+i+1}}$ for all $i \in N$. For all $t \in N$, with $t \geq 1$, and $f \in E *$ define $m_{t, f}=\left(v_{f} \alpha_{\underline{f}+1, t-1}\right)\left(v_{f+1} \alpha_{\underline{f+2, t-2}}\right) \ldots v_{f+t-1}$ and define $m_{0, f}$ to be the identity of $G_{\underline{f}}$. We note that $m_{t, f} \in G_{\underline{f+t}}$ for all $t \in N, f \in E^{*}$.
2.3.5 Let $S=\left\{\left(a, g_{i}, b\right) \in E^{*} \times\left({ }_{i=0}^{k-1} G_{i}\right) \times E *: \underline{a}=\underline{b}=i\right.$ and $\left.g_{i} \in G_{i}\right\}$
u \{0\}. Define a multiplication on $S$ as follows:-
$\left(a, g_{i}, b\right)\left(c, h_{j}, d\right)=\left(a+t, m_{t, a}^{-1}\left(g_{i} \alpha_{i, t}\right) m_{t, b^{\prime}} m_{s, c}^{-1}\left(h_{j} \alpha_{j, s}\right) m_{s, d}, d+s\right)$
where $t=[b, b c]$ and $s=[c, b c]$, if $b c \neq 0 ;$ all other products are zero.
2.3.6 We show that this multiplication is closed. Let (a, $\left.g_{i}, b\right)$, $\left(c, h_{j}, d\right) \in S i\{0\}$, If $b c=0$, then $\left(a, g_{i}, b\right)\left(c, h_{j}, d\right)=0 \in S$. We suppose, therefore, that bc $\neq 0$. Then
$\left(a, g_{i}, b\right)\left(c, h_{j}, d\right)=\left(a \neq t, m_{t, a}^{-1}\left(g_{i} \alpha_{i, t}\right) m_{\left.t, b^{m} m^{-1}\left(h_{j} \alpha_{j, s}\right) m_{s, d}, d+s\right)}\right.$
where $t=[b, b c]$ and $s=[c, b c]$. Note that the outer elements in each triple $\left(a, g_{i}, b\right),\left(c, h_{j}, d\right)$ are in $S(E, T, k)$ and, when multiplied, behave exactly as there. Thus $\underline{a+t}=\underline{d+s}$. As $\underline{a}=\underline{b}=i$ we have $m_{t, a}, m_{t, b} \in G_{i+t}$ and similarly $m_{s, c}, m_{s, d} \in G_{j+s}$. However from Lemma 2.2 .4 we have $\underline{a+t} \equiv \underline{a}+t(\bmod k)$ and $\underline{d+s} \equiv \underline{d}+s(\bmod k)$ so that $\underline{a+t}=\underline{d+s} \equiv i+t(\bmod k) \equiv j+s(\bmod k)$. Thus $m_{t, a^{\prime}} m_{t, b^{\prime}} m_{s, c^{\prime}}$ $m_{s, d} \in G_{a+t}$. Furthermore $g_{i} \alpha_{i, t} \in G_{i+t}$ and $h_{j} \alpha_{j, s} \in G_{j+s}$ so that the middle term of the product $\left(a, g_{i}, b\right)\left(c, h_{j}, d\right)$ is a product of elements of $G_{a+t}$ and so is in $G_{\underline{a+t}}$.
2.3.7 We denote the groupoid described in (2.3.5) and (2.3.6) by $S\left(E, T, E_{i} G_{i}, X_{i}, e, V_{f}\right)$.
$2.4 \mathrm{~S}\left(\mathrm{E}, \mathrm{T}, \mathrm{k}, \mathrm{G}_{\mathrm{i}}, \gamma_{\mathrm{i}}, \mathrm{e}, \mathrm{V}_{\mathrm{f}}\right)$

In this section we show that the groupoid described above is
a O-simple inverse semigroup with semilattice isomorphic to $E$ and we examine the Green's relations on the semigroup.
2.4.1 Theorem: $S=S\left(E, T, k, G_{i}, \gamma_{i}, e, v_{f}\right)$ is a semigroup. Proof: Having shown in (2.3.6) that the multiplication is closed we are left to consider the associativity. Let ( $\mathrm{a}, \mathrm{g}_{\mathrm{i}}, \mathrm{b}$ ),
$\left(c, h_{j}, d\right),\left(f, l_{n}, g\right) \in S \backslash\{0\}$.
(a) If $b c=0$ and $d f=0$, then $\left[\left(a, g_{i}, b\right)\left(c, h_{j}, d\right)\right]\left(f, l_{n}, g\right)=$

$$
\begin{aligned}
& 0\left(f, l_{n}, g\right)=0 \text { and } \\
& \left(a, g_{i}, b\right)\left[\left(c, h_{j}, d\right)\left(f, l_{n}, g\right)\right]=\left(a, g_{i}, b\right) 0=0
\end{aligned}
$$

(b) If $b c=0$ and $d f \neq 0$, then $\left[\left(a, g_{i}, b\right)\left(c, h_{j}, d\right)\right]\left(f, l_{n}, g\right)=$ $O\left(f, I_{n}, g\right)=0$.

On the other hand $\left(a, g_{i}, b\right)\left[\left(c, h_{j}, d\right)\left(f, l_{n}, g\right)\right]=\left(a, g_{i}, b\right)(c \neq t, x, g+s)$
where $t=[d, d f], s=[f, d f]$, and $x$ is the appropriate middle term.
However $b(c+t)=b c(c+t)=0$ and so $\left(a, g_{i}, b\right)(c+t, x, g+s)=0$.
(c) If $b c \neq 0$ and $d f=0$ we can show in a similar manner to (b)
that $\left[\left(a, g_{i}, b\right)\left(c, h_{j}, d\right)\right]\left(f, l_{n}, g\right)=\left(a, g_{i}, b\right)\left[\left(c, h_{j}, d\right)\left(f, l_{n}, g\right)\right]=0$.
(d) The last case to consider is that with bc $\neq 0$ and $d f \neq 0$. We examine first the product $\left[\left(a, g_{i}, b\right)\left(c, h_{j}, d\right)\right]\left(f, I_{n}, g\right)=$ $\left(a+t, m_{t, a}^{-1}\left(g_{i} \alpha_{i, t}\right) m_{t, b} m_{s, c}^{-1}\left(h_{j} \alpha_{j, s}\right) m_{s, d}, d+s\right)\left(f, I_{n}, g\right)$ where $t=[b, b c]$ and $s=[c, b c]$,
$=\left(a+t, x_{p}, d+s\right)\left(f, I_{n}, g\right)$, say, where $p=\underline{a+t}$,
$=\left((a+t)+u, m_{u, a+t}^{-1}\left(x_{p} \alpha_{p, u}\right) m_{u, d+s} m_{w, f}^{-1}\left(I_{n} \alpha_{n, w}\right) m_{w, g}, g+w\right)$ where $u=[d+s, f(d+s)]$ and $w=[f,(d+s) f]$.

We now investigate $x_{p} \alpha_{p, u}$. We have, as $\alpha_{p, u}$ is a homomorphism, $x_{p} \alpha_{p, u}=\left(m_{t, a} \alpha_{p, u}\right)^{-1}\left(g_{i} \alpha_{i, t} \alpha_{p, u}\right)\left(m_{t, b} \alpha_{p, u}\right)\left(m_{s, c} \alpha_{p, u}\right)^{-1} x$ ( $h_{j} \alpha_{j, s} \alpha_{p, u}$ )( $m_{s, d} \alpha_{p, u}$ ).
The following lemma simplifies this term considerably.
2.4.2 Lemma: If $a \in E^{*}$ and $t, s \in N$ then $m_{t, a}^{\alpha} r, s=m_{s+t, a^{\prime}} m_{s, a+t}^{-1}$ where $r=\underline{a+t}$.

Proof: By Lemma 2.2.4 we have $\underline{a+t} \equiv a+t(m o d k)$. Thus from (2.3.3)

$$
\begin{aligned}
m_{t, a} \alpha_{r, s} & =\left[\left(v_{a} \alpha_{a+1, t-1}\right)\left(v_{a+1} \alpha_{a+2, t-2)} \ldots\left(v_{a+t-1}\right)\right] \alpha_{a+t, s}\right. \\
& =\left(v_{a} \alpha_{a+1, t-1} \alpha_{a+t, s}\right)\left(v_{a+1} \alpha_{a+2, t-2} \alpha_{a+t, s}\right) \ldots\left(v_{a+t-1} \alpha_{a+t, s}\right) \\
& =\left(v_{a} \alpha_{a+1, s+t-1}\right)\left(v_{a+1} \alpha_{a+2, s+t-2}\right) \ldots\left(v_{a+t-1} \alpha_{a+t, s}\right)
\end{aligned}
$$

Hence we have

$$
\begin{aligned}
\left(m_{t, a} \alpha_{r, s}\right) m_{s, a+t}= & \left(v_{a} \alpha_{\underline{a+1, s+t-1}}\right)\left(v_{a+1} \alpha_{\underline{a}+2, s+t-2}\right) \ldots\left(v_{a+t-1} \alpha_{\underline{a+t, s}}\right) \times \\
& \left(v_{a+t} \alpha_{\underline{a+t+1, s-1}}\right)\left(v_{a+t+1} \alpha_{a+t+2, s-2}\right) \ldots v_{a+t+s-1} \\
= & \left(v_{a} \alpha_{a+1, s+t-1}\right)\left(v_{a+1} \alpha_{\underline{a+2, s+t-2}}\right) \ldots x \\
& \left(v_{a+t-1} \alpha_{a+t, s}\right)\left(v_{a+t} \alpha_{\underline{a+t+1, s-1}}\right) x \\
& \left(v_{a+t+1} \alpha_{a+t+2, s-2}\right) \ldots v_{a+t+s-1} a s, b y
\end{aligned}
$$

Lemma 2.2.4, a+t $\equiv$ a+t $(\bmod k)$.
Thus ( $\left.m_{t, a} \alpha_{r, s}\right) m_{s, a+t}=m_{s+t, a}$. From this we have $\left(m_{t, a} \alpha_{r, s}\right) m_{s, a+t} m_{s, a+t}^{-1}=m_{s+t, a} m_{s, a+t}^{-1}$. However $m_{s, a+t} \quad G_{a+t+s}$ and $m_{t, a} \dot{e}_{r, s} \in G_{a+t+s}$ so that $\left(m_{t, a} \alpha_{r, s}\right) m_{s, a+t} m_{s, a+t}^{-1}=m_{t, a} \alpha_{r, s}$

Applying this lemmafour times we can simplify $x_{p} \alpha_{p, u}$.
(1)

$$
m_{t, a} \alpha_{p, u}=m_{t+u, a} m_{u, a+t}^{-1}
$$

(2) We have $p=\underline{a+t} \equiv \underline{a}+t(\bmod k) \equiv \underline{b}+t(\bmod k) \equiv b+t(\bmod k) b y$

Lemma 2.2.4. Thus $m_{t, b} \alpha_{p, u}=m_{t+u, b} m_{u, b+t}^{-1}=m_{t+u, b} m_{u, b c}^{-1}$.
(3) We have $p=\underline{a+t}=\underline{d+s} \equiv \underline{d}+s(\bmod k) \equiv \underline{c}+s(\bmod k) \equiv \underline{c+s}(\bmod k)$ by Lemma 2.2.4. Thus $m_{s, c} \alpha_{p, u}=m_{s+u, c} m_{u, c+s}^{-1}=m_{s+u, c} m_{u, b c}^{-1}$
(4) $m_{s, d} \alpha_{p, u}=m_{s+u, d} m_{u, d+s}^{-1}$.

We note further that $\alpha_{i, t} \alpha_{p, u}=\alpha_{i, t} \alpha_{i+t, u}=\alpha_{i, t+u}$ since $p=a+t \equiv a+t(\bmod k)$ by Lemma 2.2.4 and using (2.3.3). Also, by a similar argument, $\alpha_{j, s} \alpha_{p, u}=\alpha_{j, s} \alpha_{j+s, u}=\alpha_{j, s+u}$.

Combining all these results we have
$x_{p} \alpha_{p, u}=m_{u, a+t} m_{t+u, a}^{-1}\left(g_{i} \alpha_{i, t+u}\right) m_{t+u, b} m_{u, b c}^{-1} m_{u, b c} m_{s+u, c}^{-1} x$ $\left(h_{j} \alpha_{j, s+u}\right) m_{s+u, d} m_{u, d+s}^{-1}$.

The middle term of the product $\left[\left(a, g_{i}, b\right)\left(c, h_{j}, d\right)\right]\left(f, l_{n}, g\right)$ is thus
$m_{t+u, a}^{-1}\left(g_{i} \alpha_{i, t+u}\right) m_{t+u, b} m_{s+u, c}^{-1}\left(h_{j} \alpha_{j, s+u}\right) m_{s+u, d} m_{w, f}^{-1}\left(1_{n} \alpha_{n, w}\right) m_{w, g}$

If we now examine the product $\left(a, g_{i}, b\right)\left[\left(c, h_{j}, d\right)\left(f, I_{n}, g\right)\right]$ we find by similar arguments that it is
$\left(a+y, m_{y, a}^{-1}\left(g_{i} \alpha_{i, y}\right) m_{y, b} m_{z+r, c}^{-1}\left(h_{j}^{\alpha}{ }_{j, z+r}\right) m_{z+r, d} m_{x+z, f}^{-1}\left(l_{n}^{\alpha}{ }_{n, x+z}\right) \quad X\right.$ $\left.m_{x+z, g}(g+x)+z\right)$
where $r=[d, d f], x=[f, d f], y=[b, b(c+r)]$ and $z=[c+r, b(c+r)]$.

As we have earlier noted, the outer components of each term of $S\left(E, T, k, G_{i}, \gamma_{i}, e, V_{f}\right)$ are in $S(E, T, k)$ and, under multiplication, behave exactly as there. Since multiplication is associative in $S(E, T, k)$ we thus have $a+t+u=a+y$ and $g+w=$ $g+x+z$ so that $t+u=y$ and $w=x+z$. To complete the proof that the middle components of the two products are equal we need now only show that $s+u=z+r$. We note that $z+r=[c+r, b(c+r)]+[c, c+r]=$ $[c, b(c+r)]=[c, b c]+[b c, b(c+r)]=\tilde{s}+[b, b(c+r)]-[b, b c]=$ $s+y-t=s+(t+u)-t=s+u$.
2.4.3 Lemma In $S=S\left(E, T, k, G_{i}, \gamma_{i}, e, V_{f}\right.$ ) the element ( $\left.a, g_{i}, b\right)$ is an idempotent if and only if $a=b$ and $g_{i}=e_{i}$.

Proof: Let $\left(a, g_{i}, b\right) \in S$ and be an idempotent. Then $\left(a, g_{i}, b\right)=$ $\left(a, g_{i}, b\right)\left(a, g_{i}, b\right) . \operatorname{Since}\left(a, g_{i}, b\right) \neq 0$ we must have $a b \neq 0$ and so $\left(a, g_{i}, b\right)=\left(a+t, m_{t, a}^{-1}\left(g_{i} \alpha_{i, t}\right) m_{t, b} m_{s, a}^{-1}\left(g_{i} \alpha_{i, s}\right) m_{s, b}, b+s\right)$ where $t=[b, a b]$ and $s=[a, a b]$. However $a=a+t$ and $b=b+s$ so that $s=t=0$ and we have $b=a b=a$. Also $\left(a, g_{i}, b\right)=\left(a, g_{i} g_{i}, b\right)$ so that $g_{i}=g_{i}^{2}$ and $g_{i}=e_{i}$.

Conversely let $\left(a, e_{i}, a\right) \in S$. Then $\left(a, e_{i}, a\right)\left(a, e_{i}, a\right)=$ $\left(a, e_{i} e_{i}, a\right)=\left(a, e_{i}, a\right)$.
2.4.4 Theorem: The semigroup $S=S\left(E, T, k_{i}, G_{i}, \gamma_{i}, e, V_{f}\right)$ is a 0-simple inverse semigroup.

Proof: Let $\left(a, g_{i}, b\right) \varepsilon S i\{0\}$ and consider $\left(a, g_{i}, b\right)\left(b, \bar{g}_{i}^{1}, a\right)\left(a, g_{i}, b\right)=$ $\left(a, e_{i}, a\right)\left(a, g_{i}, b\right)=\left(a, g_{i}, b\right)$. Thus $S$ is regular. To complete the proof that $S$ is inverse we need only by (1.1.4) check that the idempotents in $S$ commute. Let $\left(a, e_{i}, a\right)$ and $\left(c, e_{j}, c\right)$ be two idempotents in $S . \operatorname{Then}\left(a, e_{i}, a\right)\left(c, e_{j}, c\right)=0=\left(c, e_{j}, c\right)\left(a, e_{i}, a\right)$ if $a c=0$. If $a c \neq 0,\left(a_{i,} e_{i}, a\right)\left(c, e_{j}, c\right)=\left(a+t, m_{t, a}^{-1}\left(e_{i} \alpha_{i, t}\right) m_{t, a} m_{s, c}^{-1} x\right.$ $\left.\left(e_{j} \alpha_{j, s}\right) m_{s, c}, c+s\right)$ where $t=[a, a c]$ and $s=[c, a c]$. We have $e_{i} \alpha_{i, t}=e_{i+t}$ and $e_{j} \alpha_{j, s}=e_{j+s}$. However $i+t=\underline{a+t} \equiv \underline{a+t}(\bmod k)$, by Lemma 2.2.4, and $j+s=\underline{c}+s \equiv \underline{c+s}(\bmod k)$ so that $i+t \equiv j+s(\bmod k)$ and so $e_{i} \alpha_{i, t}=e_{j} \alpha_{j, s} . \operatorname{Thus}\left(a, e_{i}, a\right)\left(c, e_{j}, c\right)=\left(a c, e_{i+t}, a c\right)$. We can show similarly that $\left(c, e_{j}, c\right)\left(a, e_{i}, a\right)=\left(c a, e_{i+t}, c a\right)=\left(a c, e_{i+t}, a c\right)$.

Let $\left(a, g_{i}, b\right),\left(c, h_{j}, d\right) \varepsilon S \backslash\{0\}$. Then $(a, b),(c, d) \varepsilon S(E, T, k)$ which is, by Theorem 2.2.3, a 0-subtransitive inverse subsemigroup of $T_{E}$. Since $E$ is an $\omega$-tree with zero it is 0 -subuniform and so we can apply [9, Theorem 3.2 (ii)] and we have that $S(E, T, k)$ is 0-simple. Thus there exist $(w, x),(y, z) \varepsilon S(E, T, k)$ such that $(a, b)=(w, x)(c, d) x$ $(y, z)$. Also $\left(w, e_{\underline{w}}, x\right)\left(c, h_{j}, d\right)\left(y, e_{\underline{z}}, z\right)=\left(a, p_{i}, b\right)$, say, where $p_{i}$ is the appropriate middle term. Hence $\left(a, g_{i}, b\right)=\left(w, e_{\underline{w}}^{\prime} x\right)\left(c, h_{j}, d\right)\left(y, e_{\underline{z}}, z\right) \times$ $\left(b, p_{i}^{-1} g_{i}, b\right)$ and so we have $S$ is 0 -simple.

In the following theorem we examine in detail the semigroup $S\left(E, T, k, G_{i}, \gamma_{i}, e, V_{f}\right)$.
2.4.5 Theorem: $\quad$ In $S=S\left(E, T, k, G_{i}, \gamma_{i}, e, V_{f}\right)$

1. $E_{S} \cong E$
2. $\left(\left(a, g_{i}, b\right),\left(c, h_{j}, d\right)\right) \in \mathbb{R} \Leftrightarrow a=c$

$$
\begin{aligned}
& \left(\left(a, g_{i}, b\right),\left(c, h_{j}, d\right)\right) \quad \in \mathscr{L} \Leftrightarrow \quad b=d \\
& \left(\left(a, g_{i}, b\right),\left(c, h_{j}, d\right)\right) \in \mathscr{H} \Leftrightarrow \quad a=c \text { and } b=d \\
& \left(\left(a, g_{i}, b\right),\left(c, h_{j}, d\right)\right) \in \mathscr{\theta} \Leftrightarrow \quad i=j
\end{aligned}
$$

3. $H$ is a congruence on $s$
4. The maximal subgroups of $S$ are $G_{0}, G_{1}, G_{2}, \ldots, G_{k-1}$.
5. There are exactly $k$ non zero $A$-classes in $S$.

Proof: 1. From Lemma 2.4.3 we have $E_{S}=\left\{\left(a, e_{i}, a\right) \varepsilon S i\{0\}\right\} \cup\{0\}$. Define a mapping $\phi: E \rightarrow E_{S}$ as follows:-
$0 \phi=0$ and $a \phi=\left(a, e_{\underline{a}}, a\right)$.
Clearly $\phi$ is a bijection. If $a, b \varepsilon E^{*}$ with $a b=0$ then ( $a b$ ) $\phi=0$ and $(a \phi)(b \phi)=0$. If $a, b \varepsilon E^{*}$ with $a b \neq 0$ then $(a \phi)(b \phi)=\left(a, e_{\underline{a}}, a\right)\left(b, e_{\underline{b}}, b\right)=$ ( $a b, e_{\underline{a}+t^{\prime}}, a b$ ) where $t=[a, a b]$, from the proof of Theorem 2.4.4. Thus $(a \phi)(b \phi)=(a b) \phi$ and we have $\phi$ is a homomorphism and hence an isomorphism.
2. Let $\left(a, g_{i}, b\right),\left(c, h_{j}, d\right) \in S$ with $\left(\left(a, g_{i}, b\right),\left(c, h_{j}, d\right)\right) \in \mathbb{R}$. We have $\left(\left(a, g_{i}, b\right),\left(a, g_{i}, b\right)\left(a, g_{i}, b\right)^{-1}\right) \in R$, i.e. $\left(\left(a, g_{i}, b\right),\left(a, e_{i}, a\right)\right) \in \mathbb{R}$ Similarly $\left(\left(c, h_{j}, d\right),\left(c, e_{j}, c\right)\right) \in \mathbb{R} \quad \operatorname{Thus}\left(\left(a, e_{i}, a\right),\left(c, e_{j}, c\right)\right) \in R \quad$. However from (1.2.7) we now have $\left(a, e_{i}, a\right)=\left(c, e_{j}, c\right)$ so that $a=c$.

Conversely let $\left(a, g_{i}, b\right),\left(a, h_{i}, d\right) \in S$. Then, as above, $\left(\left(a, g_{i}, b\right),\left(a, e_{i}, a\right)\right) \in R$ and $\left(\left(a, h_{i}, d\right),\left(a, e_{i}, a\right)\right) \in R$ so that $\left(\left(a, g_{i}, b\right),\left(a, h_{i}, d\right)\right) \in \mathbb{R}$.

The result for $\mathscr{L}$ follows similarly and the result for can then be readily deduced.

Let $\left(a, g_{i}, b\right),\left(c, h_{j}, d\right) \in S$ with $\left(\left(a, g_{i}, b\right),\left(c, h_{j}, d\right)\right) \in d \theta$. Then there exists $\left(f, l_{t}, g\right) \in S$ suich that $\left(\left(a, g_{i}, b\right),\left(f, l_{t}, g\right)\right) \in \mathbb{R}$ and $\left(\left(f, l_{t}, g\right),\left(c, h_{j}, d\right)\right) \in \mathcal{L} . \quad$ From the above results we have $a=f$ and $g=d$. Hence $\underline{a}=\underline{f}$ and $\underline{g}=\underline{d}$. However $\underline{f}=\underline{g}$ and so we have $\underline{a}=\underline{d}$ i.e. $i=j$.

Conversely let $\left(a, g_{i}, b\right),\left(c, h_{i}, d\right) \in S$. From the results on $\mathbb{R}$ and $\mathscr{L}$ above we have $\left(\left(a, g_{i}, b\right),\left(a, e_{i}, d\right)\right) \in R$ and $\left(\left(a, e_{i}, d\right)\left(c, h_{i}, d\right)\right) \in \mathscr{L}$ so that $\left(\left(a, g_{i}, b\right),\left(c, h_{i}, d\right)\right) \in \mathcal{A}$.
3. This result can be checked easily.
4. From (1.2.11) we have that the maximal subgroups of $S$ are the ${ }^{j}$-classed $s$ containing idempotents. From result 2 above, ${ }^{H}\left(a, e_{i}, a\right)=\left\{\left(a, g_{i}, a\right): g_{i} \in G_{i}\right\} \cong G_{i}$ and so the maximal subgroups of $S$ are isomorphic to the groups $G_{0}, G_{1}, \ldots, G_{k-1}$.
5. For $i=0,1,2, \ldots, k-1$ let $D_{i}=\left\{\left(a, g_{i}, b\right): \underline{a}=\underline{b}=i\right.$ and $\left.g_{i} \in G_{i}\right\}$. From result 2 above, for any $i \in N$, where $0 \leq i \leq k-1$, any two elements in $D_{i}$ are $\theta$-equivalent. Further if $\left(a, g_{i}, b\right),\left(p, x_{r}, q\right) \in S$ and $\left(\left(a, g_{i}, b\right),\left(p, x_{r}, q\right)\right) \in \mathcal{A}$ then $p=q=r=i$ and $\left(p, x_{r}, q\right) \in D_{i}$. Thus the non zero $D_{-c l a s s e s ~ o f ~} S$ are precisely the sets $D_{0}, D_{1}, \ldots, D_{k-1}$ and so there are exactly $k$ non zero $\theta$-classes of $s$.
2.4.6 Corollary: In $S(E, T, k)$ there are exactly $k$ non zero $\theta$-classes.

Proof: It is sufficient to say that $S(E, T, k)=S\left(E, T, k, G_{i}, \gamma_{i}\right.$, $e, v_{f}$ ) where, for $0 \leq i \leq k-1, G_{i}=\left\{e_{i}\right\}$.

### 2.5 A 0-simple inverse semigroup whose semilattice is an w-tree with

 zero.We have shown in section 2.4 that the construction
$S\left(E, T, k, G_{i}, \gamma_{i}, e, V_{f}\right)$ gives rise to a 0-simple inverse semigroup whose semilattice is an $\omega$-tree with zero. In this section we prove that, in fact, every 0-simple inverse semigroup whose semilattice is an $w$-tree with zero is of the form described above. The result is reached in two stages: the first stage is the consideration of the fundamental semigroup $S / \neq /$ and the second stage is the consideration of $S$ itself.
2.5.1 Theorem: Let $S$ be a 0-simple inverse semigroup whose semilattice $E$ is an w-tree with zero. Then $\mathbb{H}$ is a congruence on $S$ and there exists a transversal $T$ of the components of $E *$ and $k \in N$, with $k \geq 1$, such that $S / \mathcal{A} \cong S(E, T, k)$.

Proof: From [6, Theorem 3.2] we have that $\mathscr{A}=\mu$ and so $\mathscr{A}$ is a congruence on $S$. As $E$ is an $\omega$-tree with zero, $E$ satisfies the conditions of (1.3.11) and we have that $T_{E}=\left\{\xi_{e, f}: e, f \in E *\right\} \cup\{0\}$ as described in (1.3.10) and (1.3.11). Applying [6, Lemma 3.1] we have $S / \mathscr{H}=S / \mu \cong S \theta$ where $\theta: S \rightarrow T_{E}$ is a homomorphism with $0 \theta=0$ and $\theta \theta=$ $\xi_{a a^{-1}, a^{-1}}$ for $a \in S \backslash\{0\}$. If, as in (1.3.11), we take $T_{E}=$ $\left\{(e, f): e, f \in E^{*}\right\} \cup\{0\}$ then $S \theta$ is the $\operatorname{set}\left\{\left(a a^{-1}, a^{-1} a\right): a \in S\right.$ $\{0\}\} \cup\{0\}$. We note that, by [9, Theorem 2.4], $\mathrm{S} / \mathrm{j}$, is a fundamental inverse semigroup with semilattice isomorphic to E. Hence $S \theta$ is a fundamental 0-simple inverse subsemigroup of $T_{E}$. If we now apply [9, Theorem 3.2 (i)] we have that $S \Theta$ is a 0 -subtransitive inverse subsemigroup of $T_{E}$. Then, by Theorem 2.2.5, there exist $k \in N$, with $k \geq 1$, and a transversal $T$ of the components of $E *$ such that $S \Theta=$ S (E, T, k) .
2.5.2 With the same notation as in 2.2 let the isomorphism discussed in Theorem 2.5.1 be $\phi: S \neq x \nrightarrow\left\{(f, g): f, g \in E^{*}\right.$ and $\underline{f}=\underline{g}\} \cup\{0\}$ where $0 \phi=0$ and $\left(H_{a}\right) \phi=\left(a a^{-1}, a^{-1} a\right)$.
2.5.3 Theorem: Let $S$ be a 0-simple inverse semigroup whose semilattice E is an $\omega$-tree with zero. Then there exists a semigroup $S\left(E, T, k, G_{i}, \gamma_{i}, e, V_{f}\right)$ such that $S \cong S(E, T, k$, $\left.G_{i}, \gamma_{i}, e, v_{f}\right)$.

Proof: It has been shown in Theorem 2.5.1 that there exist $k \in N$, with $k \geq 1$, and $T$ a transversal of the components of $E^{*}$ such that $\phi: S \not \subset \rightarrow S(E, T, k)$, described in (2.5.2), is an isomorphism. With $k$ and $T$ as there, select an element $e \in E^{*}$ for which $e=0$ and keep it fixed.

For $i=0,1,2, \ldots, k-1$ let $G_{i}=H_{e+i}$ and, for all $n \in N$, take $G_{n}=G_{n(\bmod k)}$. Then, for all $n \in N, G_{n}$ is a group.

We next choose a set of representatives of the non-zero $\mathscr{4}$-classes of $s$ as follows:For $f \in E^{*}$, with $f=i$, let $u_{f}$ be the representative of $H_{x}$ where $\left(H_{x}\right) \phi=(e+i, f)$. We make the following stipulations:(a) $u_{e+i}$ is the identity of $G_{i}$ for $i \in N$ with $0 \leq i \leq k-1$.
(b) $u_{e+n k}=u_{e+k}^{n}=u^{n}$ (say) for all $n \in N$, with $n \geq 1$.
(c) $u_{e+m+n k}=(e+m) u^{n}$ for all $m, n \in N$ with $n \geq 1$ and $0 \leq m \leq k-1$.
(d) $u_{f}^{-1} u_{g}$ is the representative of $H_{y}$ where $\left(H_{y}\right) \phi=(f, g)$.

We note that if $f \in E^{*}$ with $\underline{f}=i$ then $u_{f} u_{f}^{-1}=e+i$ and $u_{f}^{-1} u_{f}=f$.
In the next lemma we obtain a method of expressing all the elements of $S \backslash\{0\}$ in terms of these representatives and elements of the groups $G_{i}, i=0,1,2, \ldots, k-1$.
2.5.4 Lemma: Let $x \in S \backslash\{0\}$. Then there exists a unique representation of $x$ in the form $u_{f}^{-1} g_{i} u_{h}$ where $\left(H_{x}\right) \phi=(f, h), \underline{f}=\underline{h}=i$ and $g_{i} \in G_{i}$. Proof: Let $x \in S \backslash\{0\}$ with $\left(H_{x}\right) \phi=(f, h)$. Since (f,h) $\in S(E, T, k)$, $\underline{f}=\underline{h}=i$ (say). We thus have $(f, e+i)(e+i, e+i)(e+i, h)=(f, h)$ in
$S(E, T, k)$ and so $\left(H_{x}\right) \phi=\left(H_{u_{f}^{-1}} H_{e+i} H_{u_{h}}\right) \phi$. Since $\mathbb{N}$ is a congruence on $S$, by Theorem 2.5.1, we have $\left(H_{x}\right) \phi=\left(H_{u_{f}^{-I}}^{-1}(e+i) u_{h}\right)_{\phi}$. However $\phi$ is an isomorphism and so $H_{x}=H_{u_{p}^{-1}}(e+i) u_{h}$. Thus $\left(x, u_{f}^{-1}(e+i) u_{h}\right) \in$ yf Again, using the fact that $\nVdash$ is a congruence, we have $\left(u_{f} x u_{h}{ }^{-1}\right.$, $\left.u_{f} u_{f}^{-1}(e+i) u_{h} u_{h}^{-1}\right) \in \notin$, so that, as $u_{f} u_{f}^{-1}=e+i=u_{h} u_{h}^{-1}$, we have $\left(u_{f} \times u_{h}^{-1}, e+i\right) \in \not \mathcal{H}$. However $G_{i}=H_{e+i}$ and so $u_{f} \times u_{h}^{-1}=g_{i}$ (say), where $g_{i} \in G_{i}$. Thus $u_{f}^{-1} u_{f} \times u_{h}^{-1} u_{h}=u_{f}^{-1} g_{i} u_{h}$. However $u_{f}^{-1} u_{f}=f$ and $u_{h}^{-1} u_{h}=h$, also $x x^{-1}=f$ and $x^{-1} x=h$ and we have $f_{l} x_{\imath} h=x$. Thus $x=u_{f}^{-1} g_{i} u_{h}$. Hence there is a representation of $x$ in the required form.

Suppose that $x \in S \backslash\{0\}$ and $x$ has two representations in the required form, the first being $x=u_{f}^{-1} g_{i} u_{h}$, and the second being $x=u_{p}^{-1} h_{j} u_{q}$. From $x=u_{f}^{-1} g_{i} u_{h}$ we have $\left(H_{x}\right) \phi=(f, h)$ and from $x=u_{p}^{-1} h_{j} u_{q}$ we have $\left(H_{x}\right) \phi=(p, q)$. Thus $(f, h)=(p, q)$ and $f=p$ and $h=q$. Consequently $i=\underline{f}=\underline{p}=j$ and we now have $u_{f}^{-1} g_{i} u_{h}=x=$ $u_{f}^{-1} h_{i} u_{h}$. However, $u_{f} \times u_{h}^{-1}=(e+i) g_{i}(e+i)=g_{i}$ and $u_{f} \times u_{h}^{-1}=$ $(e+i) h_{i}(e+i)=h_{i}$ so that $g_{i}=h_{i}$ and the representation is unique.

Returning to the theorem we now use this representation to define a mapping $\psi: S \rightarrow\left\{\left(f, g_{i}, h\right): f, h \in E^{*}, \underline{f}=\underline{h}=i\right.$ and $\left.g_{i} \in G_{i}\right\} \cup\{0\}$ as follows:- $0 \psi=0$

$$
x \psi=\left(f, g_{i}, h\right) \text { where }\left(H_{x}\right) \phi=(f, h) \text { and the }
$$

representation of $x$ described in Lemma 2.5.4 is $u_{f}^{-1} g_{i} u_{h}$. From Lemma 2.5 .4 we see that the mapping $\psi$ is well-defined. It is also readily seen to be a surjection, for, if $\left(p, g_{i}, q\right) \in E * x\left(\sum_{i=0}^{k-1} G_{i}\right) \times E^{*}$, with $\underline{p}=\underline{q}=i$ and $g_{i} \in G_{i}$ then, letting $y=u_{p}^{-1} g_{i} u_{q}$ we have $y \psi=$ $\left(p, g_{i}, q\right)$. Also if $x, y \in S \backslash\{0\}$ and $x \psi=y \psi$ we have at once that $\mathrm{x}=\mathrm{y}$.

Let $i \in N$ with $0 \leq i \leq k-2$ and let $g_{i} \in G_{i}$. Then
$\left(H_{g_{i}(e+i+1)}\right) \phi=(e+i, e+i)(e+i+1, e+i+l)=(e+i+1, e+i+1) . \quad$ Thus
$g_{i}(e+i+1)=(e+i+1) g_{i}(e+i+1) . \quad$ Similarly $(e+i+1) g_{i}=(e+i+1) g_{i} x$
$(e+i+1)$. Hence $(e+i+1) g_{i}=g_{i}(e+i+1)$ and is in $G_{i+1}$. We
define a mapping $\gamma_{i}: G_{i} \rightarrow G_{i+1}$ by the rule that $g_{i} \gamma_{i}=$ $g_{i}(e+i+1)$. It is immediate from the remarks above that $\gamma_{i}$ is a well-defined homomorphism.

For $g_{k-1} \in G_{k-1}$ we examine $\left(H_{u_{k-1}}\right) \phi=(e, e+k)(e+k-1$, $e+k-1)=(e, e+k)$. By Lemma 2.5 .4 we thus have $u g_{k-1}=u_{e}^{-1} g_{0} u$ for some unique $g_{0} \in G_{0}$. Thus $u g_{k-1}=g_{o} u$. Define a mapping $\gamma_{k-1}: G_{k-1} \rightarrow G_{0}$ by the rule that $\left(g_{k-1} \gamma_{k-1}\right) u=u g_{k-1}$. This is again easily seen to be a well-defined homomorphism.

We now extend these definitions taking $\gamma_{n}=\gamma_{n(\bmod k)}$ for all $n \in N$. If $n, t \in N$ with $t \geq 1$ define $\alpha_{n, t}=\gamma_{n} \gamma_{n+1} \ldots \gamma_{n+t-1}$ and $\alpha_{n, 0}$ to be the identity automorphism on $G_{n}$. Note that for $\left.\begin{array}{c}m, s, t \in N \text { we have } \alpha_{m, t} \alpha_{m+t, s}=\alpha_{m, t+s} \\ \text { and } \alpha_{m, t}=\alpha_{m+s k, t}\end{array}\right\}$

If $0 \leq i \leq j \leq k-1$ we have $g_{i}(e+j)=g_{i}(e+i+1)(e+i+2) \ldots(e+j)$
so that $g_{i}(e+j)=g_{i} \gamma_{i} \gamma_{i+1} \ldots \gamma_{j-1}=g_{i} \alpha_{i, j-i} \ldots 2.5 .3$ (ii).
Similarly we have $(e+j) g_{i}=g_{i} \alpha_{i, j-i} \ldots 2.5 .3$ (iii).
The next lemma is concerned with these homomorphisms.
2.5.5 Lemma: If $n, i \in N$ with $n \geq 1,0 \leq i \leq k-1$ and $g_{i} \in \dot{G}_{i}$ then $u^{n} g_{i}=\left(g_{i} \alpha_{i, n k-i}\right) u^{n}$.

Proof: We commence an inductive proof by considering the case when $n=1$. We then have $\left(H_{u g_{i}}\right) \phi=(e, e+k)(e+i, e+i)=(e, e+k)$ and
so $u g g_{i}=\left(\operatorname{ug}_{i}\right)(e+k)=\left(\operatorname{ug}_{i}\right)(e+k)(e+k-1)=\left(u g_{i}\right)(e+k-1)=$ $u\left(g_{i}(e+k-l)\right)$. However, by (2.5.3 (ii)), $g_{i}(e+k-1)=g_{i} \alpha_{i, k-1-i}$
and $g_{i}(e+k-1) \varepsilon G_{k-1}$. Hence $u g_{i}=u\left(g_{i} \alpha_{i, k-1-i}\right)=$
$\left(\left(g_{i} \alpha_{i, k-1-i}\right) r_{k-1}\right) u=\left(g_{i} \dot{d}_{i, k-i}\right) u$. The proposition is therefore
true in the case $n=1$.
Assume that the proposition is true for $n=r-1$ where
$r \geq 2$ and consider the case $n=r$. In the case $n=r-1$ we have the result that, if $0 \leq i \leq k-1$ and $g_{i} \in G_{i}$, then $u^{r-1} g_{i}=\left(g_{i} \alpha_{i}(r-1) k-i\right) u^{r-1}$. When $n=r$, we consider $u^{r} g_{i}=$ $u^{r-1}\left(u g_{i}\right)=u^{r-1}\left(g_{i} \alpha_{i, k-i}\right) u$, since the proposition is true for $\mathrm{n}=1$. Applying the proposition for $\mathrm{n}=\mathrm{r}-1$ we now have $u^{r} g_{i}=\left(\left(g_{i} \alpha_{i, k-i}\right) \alpha_{0,(r-1) k} u^{r-1}\right) u$ since $g_{i} \alpha_{i, k-i} \varepsilon G_{o}$. Hence, by (2.5.3 (i)), we have $u^{r} g_{i}=\left(g_{i} \alpha_{i, r k-i}\right) u^{r}$ and we have proved the proposition for $n=r$. Thus, by induction, for all $n \in N$ with $n \geq 1$, the proposition holds.

Returning once more to the theorem we now make a
notational definition:-
Let $f \in E^{*}$ and $t \in N$. If $i=\underline{f}$ and $p=\underline{f+t}$, we define $m_{t, f}$ to be the unique element in $G_{p}$ such that $u_{e+i+t} u_{f}=m_{t, f} u_{f+t}$. This is a valid definition, since $\left(H_{u_{e+i+t}} u_{f}\right) \phi=(e+p, e+i+t) X$ $(e+i, f)=(e+p, f+t)$ and so, by Lemma 2.5.4, $u_{e+i+t} u_{f}=u_{e+p}^{-1} g_{p} u_{f+t}$
unique
for some ${ }_{\Lambda}$ element $g_{p} \in G_{p}$. However $u_{e+p}=e+p$ and so we have
$u_{e+i+t} u_{f}=g_{p} u_{f+t}$. We take $m_{t, f}=g_{p}$.
For all $f \in E^{*}$ we denote by $\mathrm{v}_{\mathrm{f}}$ the element $\mathrm{m}_{l_{4} f^{\circ}}$ We
note that $m_{0, f} u_{f}=u_{e+i} u_{f}=u_{f}$ so that $m_{0, f}=e+i$, where $\underline{f}=i$.
We now show that this notational definition is a suitable one for the construction of the semigroup $S\left(E, T, k, G_{i}, \gamma_{i}, e, v_{f}\right)$.
2.5.6 Lemma: Let $f, h \in E^{*}$ with $\underline{f}=i$ and $\underline{h}=j$. Then, if fh $\neq 0$, $u_{f} u_{h}^{-1}=u_{e+i+t}^{-1} m_{t, f} m_{s, h}^{-1} u_{e+j+s}$ where $t=[f, f h]$ and $s=$ [h,fh] and, if $f h=0, u_{f}^{u_{h}}=0$.

Proof: If fhy 0 then $\left(H_{u_{f}} u_{h}^{-1}\right) \phi=(e+i, f)(h, e+j)=(e+i+t$, $e+j+s)$ where $t=[f, f h]$ and $s=[h, f h]$. Since this product is in
$S(E, T, k)$ we have $\underline{e+i+t}=\underline{e+j+s}=p$ (say). By Lemma 2.5.4, $u_{f} u_{h}^{-1}=u_{e+i+t}^{-1} g_{p} u_{e+j+s}$ where $g_{p} \in G_{p}$. From this we see that $u_{e+i+t} u_{f} u_{h}^{-1} u_{e+j+s}^{-1}=(e+p) g_{p}(e+p)=g_{p}$. However, $u_{e+i+t} u_{f}=$ $m_{t, f} u_{f+t}$ and $u_{e+j+s} u_{h}=m_{s, h} u_{h+s}$. Thus $g_{p}=m_{t, f} u_{f+t} u_{h+s}^{-1} x$ $m_{s, h}^{-1}$. Noting that $f+t=h+s=f h$, we have $g_{p}=m_{t, f}(e+p) m_{s, h}^{-1}=$ $m_{t, f} m_{s, h}^{-1}$, as $m_{t, f} \in G_{\underline{f+t}}=G_{p}$ since $\underline{f+t} \equiv \underline{f}+t(\operatorname{mod~k}) \equiv i+t(\bmod k)$ $\equiv \underline{e+i+t}(\bmod k)$, by Lemma 2.2.4. From this we have $u_{f} u_{h}^{-l}=$ $u_{e+i+t}^{-1} m_{t, f} m_{s, h}^{-1} u_{e+j+s}$. If $f h=0$ then $\left(H_{u_{f}} u_{h}^{-1) \phi}=(e+i, f)(h, e+j)=0\right.$ and so $u_{f} u_{h}^{-l}=0$.
2.5.7 Lemma: Let $f \in E^{*}$ with $\underline{f}=i$ and let $t \in N$ with $t \geq 1$. Then $m_{t, f}=\left(v_{f}{ }^{\alpha}{ }_{i+1, t-1}\right)\left(v_{f+1}{ }^{\alpha}{ }_{i+2, t-2}\right) \ldots . .\left(v_{f+t-1}\right)$.

Proof: The proposition holds for all $f \in E^{*}$ when $t=1$. Assume that the proposition holds for $t \in N$, with $t \geq 1$, and $f \in E^{*}$ where $\underline{f}=i$, i.e. that $m_{t, f}=\left(v_{f} \alpha_{i+1, t-1}\right)\left(v_{f+1} \alpha_{i+2, t-2}\right) \ldots\left(v_{f+t-1}\right) \cdot B_{y}$ definition, $m_{t+1, f}$ is such that $m_{t+1, f} u_{f+t+1}=u_{e+i+t+1} u_{f}$, where $\underline{f+t+1}=q$ (say). However $m_{t, f} u_{f+t}=u_{e+i+t} u_{f}$, where $\underline{f+t}=p(s a y) . \quad B y \operatorname{Lemma} 2.2 .4, q \equiv \underline{f+t}+1(\bmod k) \equiv p+1(\bmod k)$. There are therefore two cases to consider:-

$$
\begin{array}{ll}
\text { (i) } 0 \leq p \leq k-2 & \text { and } q=p+1 \\
\text { (ii) } p=k-1 & \text { and } q=0
\end{array}
$$

Case (i) Let $i+t=r k+p$ where $r \in N$. Then $m_{t+1, f} u_{f+t+1}=$ $u_{e+r k+p+1} u_{f}=(e+p+1) u^{r} u_{f}=(e+p+1)(e+p) u^{r} u_{f}=(e+p+1) x$ $u_{e+r k+p} u_{f}=(e+p+1) m_{t, f} u_{f+t}$. Since $m_{t, f} \in G_{p}$ it follows that $m_{t+1, f} u_{f+t+1}=\left(m_{t, f}\right) \gamma_{p} u_{f+t}$. Hence $m_{t+1, f} u_{f+t+1} u_{f+t+1}^{-1}=$ $\left(m_{t, f}\right) \gamma_{p} u_{f+t} u_{f+t+1}^{-1}$. However $u_{f+t+1} u_{f+t+1}^{-1}=(e+p+1)$ and so $m_{t+1, f}=\left(m_{t, f}\right) \gamma_{p} u_{f+t} u_{f+t+1}^{-1}$. By Lemma 2.5 .6 we have
$u_{f+t} u_{f+t+1}^{-1}=u_{e+p+1}^{-1} m_{1, f+t} m_{0, f+t+1}^{-1} u_{e+p+1}^{u}=(e+p+1) m_{1, f+t} \times$ $(e+p+1)(e+p+1)=m_{1, f+t}=v_{f+t}$. Thus $m_{t+1, f}=\left(m_{t, f}\right) \gamma_{p} v_{f+t}$ which is the required result in this case.

Case (ii) Let $i+t=r k+k-1$ where $r \in N$. Then $m_{t+1, f} u_{f+t+1}=$ $u_{e+(r+1) k} u_{f}=u^{r+1} u_{f}=u u^{r} u_{f}=u(e+k-1) u^{r} u_{f}=u u_{e+r k+k-1} u_{f}=$ $u\left(m_{t, f} u_{f+t}\right)=\left(m_{t, f}\right) \gamma_{k-1} u u_{f+t}$, since $m_{t, f} \in G_{k-1}$. Thus we have $m_{t+1, f} u_{f+t+1} u_{f+t+1}^{-1}=\left(m_{t, f}\right) \gamma_{k-1} u u_{f+t} u_{f+t+1}^{-1}$. However $u_{f+t+1} u_{f+t+1}^{-1}=e$ and we have $m_{t+1, f}=\left(m_{t, f}\right) \gamma_{k-1} u u_{f+t} u_{f+t+1}^{-1}$. By Lemma 2.5.6 we have $u_{f+t} u_{f+t+1}^{-1}=u_{e+k}^{-1} m_{l, f+t} m_{0, f+t+1}^{-1} u_{e}=$ $u^{-1} m_{1, f+t}$. Thus $m_{t+1, f}=\left(m_{t, f}\right) r_{k-1} u u^{-1} m_{1, f+t}=\left(m_{t, f}\right) \gamma_{k-1} x$ $m_{l, f+t}=\quad\left(m_{t, f}\right)^{\prime} \quad \gamma_{k-1} v_{f+t}$ which is the required result. We return now to the theorem. The final step in showing that the $\mathrm{v}_{\mathrm{f}}$ 's defined above satisfy the requirements for the semigroup $S\left(E, T, k, G_{i}, \gamma_{i}, e, v_{f}\right)$ is to show that, if i $\in N$, $v_{e+i}$ is the identity of the group $G_{i+1}$. Let $i \in N$ with $i=r k+p$ where $r \in N$ and $0 \leq p \leq k-1$. Then $v_{e+i}=m_{1, e+i}$ and so $v_{e+i} u_{e+i+1}=u_{e+p+1} u_{e+i}$, where $q=\underline{e+i+1}$ (say). Thus $v_{e+i}=$ $u_{e+p+1} u_{e+i}{ }^{i n}{ }_{e+i+1}^{-1}$. By Lemma 2.2.4, we have $q \equiv \underline{e+i+1}(\bmod k)$ $\equiv p+1(\bmod k)$. Hence there are two cases to be considered here:-
(i) that $0 \leq p \leq k-2$ and $q=p+1$
(ii) that $p=k-1$ and $q=0$.

Case (i). We have $v_{e+i}=(e+p+1) u_{e+r k+p} u_{e+i+1}^{-1}=(e+p+1) X$ $(e+p) u^{r} u_{e+i+1}^{-1}=(e+p+1) u^{r} u_{e+i+1}^{-1}=u_{e+r k+p+1} u_{e+i+1}^{-1}=$ $u_{e+i+1} u_{e+i+1}^{-1}=(e+p+1)$.
Case (ii). We have $v_{e+i}=u_{e+k} u_{e+i} u_{e+i+1}^{-1}=u(e+k-1) u^{r} u_{e+i+1}^{-1}=$ $u(e+k)(e+k-1) u^{r} u_{e+i+1}^{-1}=u(e+k) u^{r} u_{e+i+1}^{-1}=u^{r+1} u_{e+i+1}^{-1}=$ $u_{e+(r+1) k} u_{e+(r+1) k}^{-1}=e$. In both cases we have the required result.

It follows now that, with $T, k, G_{i}, \gamma_{i}, e, v_{f}$ as specified above, the semigroup $S\left(E, T, k, G_{i}, \gamma_{i}, e, v_{f}\right)$ can be defined. The mapping $\psi$ described above is clearly a bijection from $S$ onto $S\left(E, T, k, G_{i}, \gamma_{i}, e, V_{f}\right)$ and the remainder of the proof is concerned with showing that $\psi$ is an isomorphism.

$$
\text { Let } x, y \in S \backslash\{0\} \text { with } x \psi=\left(a, g_{i}, b\right) \text { and } y \psi=\left(c, h_{j}, d\right)
$$

Then $x=u_{a}^{-1} g_{i} u_{b}$ and $y=u_{c}^{-1} h_{j} u_{d}$.
If $b c=0$ then $(x \psi)(y \psi)=0$. Also $\left(H_{x}\right) \phi\left(H_{y}\right) \phi=0$ and so $\left(H_{x y}\right) \phi=0$ from which we have $x y=0$. Hence $(x y) \psi=(x \psi)(y \psi)$.

$$
\text { If } b c \neq 0 \text { then }\left(H_{x y}\right) \phi=\left(H_{x}\right) \phi\left(H_{y}\right) \phi=(a, b)(c, d)=
$$

$(a+t, d+s)$ where $t=[b, b c]$ and $s=[c, b c]$. Thus ( $x y$ ) $\psi=(a+t$, $z, d+s$ ) where $x y=u_{a+t}^{-1} \quad z u_{d+s}$ with $\underline{a+t}=\underline{d+s}=p$ (say) and $z \in G_{p}$. From this we have $u_{a+t} x y u_{d+s}^{-1}=u_{a+t} u_{a+t}^{-1} z u_{d+s} u_{d+s}^{-1}$ $(e+p) z(e+p)=z$. Hence $z=u_{a+t} u_{a}^{-1} g_{i} u_{b} u_{c}^{-1} h_{j} u_{d} u_{d+s}^{-1} . \quad B y$ Lemma 2.5 .6 we have $u_{a+t} u_{a}^{-1}=u_{e+p}^{-1} m_{0, a+t} m_{t, a}^{-1} u_{e+i+t}=m_{t, a}^{-1} u_{e+i+t}$ : also $u_{b} u_{c}^{-1}=u_{e+i+t}^{-1} m_{t, b} m_{s, c}^{-1} u_{e+j+s}$ : also, $u_{d} u_{d+s}^{-1}=u_{e+j+s}^{-1} m_{s, d} X$ $m_{o, d+s}^{-1} u_{e+p}=u_{e+j+s}^{-1} m_{s, d}$. Combining these three results we see
 $i+t=r k+p$ and $j+s=w k+p$ where $r, w \in N \cdot n$ then $u_{e+i+t}=(e+p) u$ and $u_{e+j+s}=(e+p) u^{W}$. By Lemma 2.5.5, $u_{e+i+t} g_{i}=(e+p) u^{r} g_{i}=(e+p) x$ $\left(g_{i} \alpha_{i, r k-i}\right) u^{r}$ and $u_{e+j+s} h_{j}=(e+p) u^{w} h_{j}=(e+p)\left(h_{j} \alpha_{j, w k-j}\right) u^{w}$. However, by (2.5.3 (iii)), (e+p) $\left(g_{i} \alpha_{i, r k-i}\right)=\left(g_{i} \alpha_{i, r k-i}\right) \alpha_{o, p}$ since $g_{i} \alpha_{i, r k-i} \in G_{o}$ and $(e+p)\left(h_{j} \alpha_{j, w k-j}\right)=\left(h_{j} \alpha_{j, w k-j}\right) \alpha_{o, p} . \quad$ By (2.5.3 (i)) we have $\left(g_{i} \alpha_{i, r k-i}\right) \alpha_{o, p}=\left(g_{i} \alpha_{i, r k-i}\right) \alpha_{r k, p}=\left(g_{i} \alpha_{i, r k+p-i}\right)$ and similarly $\left(h_{j} \alpha_{j, w k-j}\right) \alpha_{o, p}=\left(h_{j} \alpha_{j, w k+p-j}\right)$. Hence $u_{e+i+t} g_{i}=\left(g_{i} \alpha_{i, r k+p-i}\right) u^{r}$, however $g_{i} \alpha_{i, r k+p-i} \in G_{p}$ and so $u_{e+i+t} g_{i}=\left(g_{i} \alpha_{i, r k+p-i}\right)(e+p) u^{r}=$ $\left(g_{i, i, t}\right)^{u_{e+r k+p}}=\left(g_{i} \alpha_{i, t}\right) u_{e+i+t}$. Similarly we have $u_{e+j+s} h_{j}=$ $\left(h_{j} \alpha_{j, s}\right) u_{e+j+s}$. With these results, which remain tive for $r=0, w=0$, we have that

$$
\begin{aligned}
z & =m_{t, a}^{-1}\left(g_{i, i, t} \alpha_{i,} u_{e+i+t} u_{e+i+t}^{-1} m_{t, b} m_{s, c}^{-1}\left(h_{j} \alpha_{j, s}\right) u_{e+j+s} u_{e+j+s}^{-1} m_{s, d}\right. \\
& =m_{t, a}^{-1}\left(g_{i} \alpha_{i, t}\right)(e+p) m_{t, b} m_{s, c}^{+1}\left(h_{j} \alpha_{j, s}\right)(e+p) m_{s, d} \\
& \left.=m_{t, a}^{-1}\left(g_{i} \alpha_{i, t}\right) m_{t, b} m_{s, c}^{-1}\left(h_{j, \alpha_{j, s}}\right) m_{s, d}\right) \text { since } g_{i} \alpha_{i, t}, h_{j, \alpha_{j, s} \in G_{p}}
\end{aligned}
$$

This is the same middle term as is obtained when $\left(a, g_{i}, b\right)$ and ( $\left.c, h_{j}, d\right)$ are multiplied in $S\left(E, T, k, G_{i}, \gamma_{i}, e, V_{f}\right.$ ) and so we have that $(x y) \psi=(x \psi)(y \psi)$ and $\psi$ is a homomorphism.

### 2.6 Applications and Special Cases

There are two main lines of approach which make considerable simplifications of the above results and give rise to several already established results. One approach is to simplify E, first by considering a 0-direct union of $\omega$-chains as was done by Lallement in [3], and then by specialising again and examining the case when $E$ is an w-chain with zero. The other means of refinement is to take $k=1$ and with this to consider the various cases of $E$. Before embarking on either of these we investigate the case when, for all $e \in E^{*}, v_{f}$ is the identity of $G_{f+1}$, where multiplication is much simplified.
2.6.1 Definition: A semigroup $S$, where is a congruence on $S$, is said to 'split over $f$ ' if there exists a set of representatives of the ff-classes of $s$ which form a subsemigroup of $S$.
2.6.2 Theorem: (i) The semigroup $S=S\left(E, T, k, G_{i}, \gamma_{i}, e, V_{f}\right)$ where, for all $f \in E^{*}, v_{f}$ is the identity of $G_{\underline{f}+1}$, is a 0-simple inverse semigroup whose semilattice is an $\omega$-tree and which splits over \&f.
(ii) Conversely, let $S$ be a 0-simple inverse
semigroup, whose semilattice is an $\omega$-tree with zero, which splits over $\mathcal{P V}^{\downarrow}$. Then $S$ is of the form $S\left(E, T, k, G_{i}, \gamma_{i}, e, v_{f}\right)$ where,
for all $f \in E^{*}, V_{f}$ is the identity of $G_{\underline{f}+1}$.
Proof: (i) From Theorems 2.4.1, 2.4.4 and 2.4 .5 we have that $S$ is a 0 -simple inverse semigroup whose semilattice is an $\omega$-tree with zero and where is a congruence on $S$. Consider $U=\left\{\left(a, e_{i}, b\right) \in S ; e_{i}\right.$ is the identity of $\left.G_{i}\right\} u\{0\}$. Then $U$ is a subset of $s$ and, from Theorem 2.4 .5 (2), is a set of representatives of the $f$-classes of $S$. Let $\left(a, e_{i}, b\right),\left(c, e_{j}, d\right) \in U$. If $b c=0$, then $\left(a, e_{i}, b\right)\left(c, e_{j}, d\right)=0 \in U$. If $b c \neq 0$, then $\left(a, e_{i}, b\right)\left(c, e_{j}, d\right)=\left(a+t, m_{t, a}^{-1}\left(e_{i} \alpha_{i, t}\right) m_{t, b_{s, c}}^{-1}\left(e_{j} \alpha_{j, s}\right) x\right.$ $\left.m_{s, d}, d+s\right)$ where $t=[b, b c]$ and $s=[c, b c]$. However $m_{t, a}=m_{t, b}=$ $m_{s, c}=m_{s, d}=$ the identity element of $G_{\underline{a+t}}$. Also $e_{i} \alpha_{i, t}=e_{\underline{a+t}}=$ $e_{j} \alpha_{j, s}$ and so $\left(a, e_{i}, b\right)\left(c, e_{j}, d\right)=\left(a+t_{1, e_{i+t}}, d+s\right) \in M$. Hence $l l$ is $a$ subsemigroup of $s$ and so $s$ splits over $f$

See Appendix (ii) From Theorem 2.5.3, $S$ is of the form $S\left(E, T, k, G_{i}\right.$, $\gamma_{i}, e, v_{f}$ ). Since $S$ splits over $d$ there exists a set of representatives $A$ of the $\}$-classes of $S$ which forms a subsemigroup of $S$. Assume that, in the notation of Theorem 2.5 .3 , the set of representatives $u_{f}$ chosen are elements of this subsemigroup of $S$. Examining, in the light of this, the definition of $m_{t, f}$ we have $m_{t, f} u_{f+t}=u_{e+i+t} u_{f}$, where $\underline{f}=i$. If $\underline{f+t}=p$ we have $\left(H_{u+i+t} u_{f}\right) \phi=(e+p, e+i+t)(e+i, f)=$ (etp,f+t) and so, as the set of representatives $A$ forms a subsemigroup of $S$, we have $u_{e+i+t} u_{f}=u_{f+t}$. Hence $m_{t, f} u_{f+t}=u_{f+t}$ so that $m_{t, f}$ is the identity of $G_{p}$. This means that, for all $f \varepsilon E^{*}$, $v_{f}=m_{1, f}$ is the identity of $G_{\underline{f}+1}$.
See Appandiv.6.3 From the above theorem we have a
sufficient condition for a semigroup $S\left(E, T, k, G_{i}, \gamma_{i}, e, v_{f}\right)$ to split over : namely that $v_{f}$ is the identity of $G_{f+1}$, for all $f \varepsilon E^{*}$. Hewerer-a sufficiont oondition fox thig to oceur-is that thexe-exigto a oet-of



We apply this criterion below in considering the first simplification of E .
2.6.4 A semilattice with zero is said to be a 0 -direct union of
$\omega$-chains if it is isomorphic to the set ( $N$ x $I) \cup\{0\}$ with the
ordering $0<(n, \alpha)$ for all $n \in N$ and for all $\alpha \in I$, and ( $n, \alpha$ )
$\leq(m, \beta) \Leftrightarrow \alpha=\beta$ and $n \geq m$, where $n, m \in N$ and $\alpha, \beta \varepsilon I$.
2.6.5 Theorem: (i) Let E be a 0-direct union of $\omega$-chains. Then $S=S(E, T, k)$ is a 0-subtransitive inverse subsemigroup of $T_{E}$ whose semilattice is a 0-direct union of $\omega$-chains.
(ii) Let $S$ be a 0 -subtransitive inverse subsemigroup of $T_{E}$, where $E$ is an $\omega$-tree with zero, whose semilattice is a 0 -direct union of $\omega$-chains. Then $E$ is a 0-direct union of $\omega$-chains and there exist $k \in N$, with $k \geq 1$, and a transversal $T$ of the components of $E *$ such that $S=S(E, T, k)$.

Proof: (i) That $S$ is a 0-subtransitive inverse subsemigroup of $T_{E}$ follows immediately from Theorem 2.2.3. From [9, Theorem 3.2 (ii)] we have that $S$ has semilattice isomorphic to $E$, so that the semilattice of $S$ is a 0-direct union of $\omega$-chains.
(ii) From [9, Theorem 3.2 (ii)] the semilattice $S$ is isomorphic to E. Hence $E$ is a 0-direct union of $\omega$-chains. The remainder of the result holds by Theorem 2.2.5.

In [3] Lallement considers those 0-simple inverse semigroups whose semilattices are 0-direct unions of $\omega$-chains. First he considers the case when $\mathcal{H}=i$. If $\mathcal{J} \neq i$, then the semigroup is fundamental and by [9, Theorem 3.2 (i)] we have that $S$ is isomorphic to a 0-subtransitive inverse subsemigroup of $T_{E}$. Thus the first case considered by Lallement is the same as that in Theorem 2.6.5.
2.6.6 In [3, Proposition 1] Lallement states his result for 0-simple inverse semigroups whose semilattices are 0-direct unions of $\omega$ chains and where $\mathscr{H}=i$.

Proposition 1. Let $\Lambda$ be a set and $p: \Lambda \times \Lambda \rightarrow Z_{d}$ be a mapping into the set of integers mod $d$ satisfying $p(\alpha, \beta)+p(\beta, \gamma)=$ $p(\alpha, \gamma)$ and $p(\alpha, \alpha)=0$, for all $\alpha, \beta, \gamma \varepsilon \Lambda$. Let $S(\Lambda, p, d)$ be a set consisting of 0 and the quadruples $(i, j)_{\alpha \beta}$, where $i, j \in N$ and $\alpha, \beta \in \Lambda$, such that $i-j \equiv p(\alpha, \beta)(\bmod d)$. We define $a$ multiplication on $S(\Lambda, p, d)$ such that the only non zero products are $(i, j)_{\alpha \beta}(k, l)_{\beta \gamma}=(i+[k-j], l+[j-k])_{\alpha \gamma}$ where $[n]=n$ if $n \geq 0$ and $[n]=0$ if $n<0$. Then $S_{\checkmark}(\Lambda, p, d)$ is a 0-simple inverse semigroup whose semilattice is a 0-direct union of $\omega$ chains and $b=i$.

Conversely if $S$ is a 0 -simple inverse semigroup whose semilattice is a 0 -direct union of $\omega$-chains and $\forall=i$ in $s$ then there exist $\Lambda, p, d$ such that $S \cong S(\Lambda, p, d)$.
2.6.7 We must now reconcile Theorem 2.6 .5 with Lallement's proposition quoted in (2.6.6). We note firstly that if $E$ is a 0-direct union of $\omega$-chains then there exists a set $\Lambda$ such that $E=(N \times \Lambda) \cup\{0\}$
where $(n, \alpha) \leq(m, \beta) \Leftrightarrow \alpha=\beta$ and $n \geq m$ for $n, m \in N, \alpha, \beta \in \Lambda$.
Let $S$ be a 0-simple inverse semigroup whose semilattice $E=$ $(N \times \Lambda) \cup\{0\}$ and where $\mathscr{H}=i$. As noted earlier we have by [9, Theorem 3.2 (i)] that $S$ is isomorphic to a 0-subtransitive inverse subsemigroup of $T_{E}$. Thus we are in the situation of Theorem 2.6.5 (ii) and also of Theorem 2.2.5. $\Lambda$ Following the notation of Theorem 2.2.5 we make the following definitions:-

Fix $(0, \alpha) \varepsilon E^{*}$. Let $Z_{(n, \gamma)}=(0, \gamma)$ for all $n \varepsilon N$ and let $e_{(n, \gamma)}=\left(p_{\gamma}, \gamma\right)$ where $p_{\gamma}$ is the least element of $N$ such that $\left((0, \alpha),\left(p_{\gamma}, \gamma\right)\right) \varepsilon S$. Let $T=\left\{\left(p_{\gamma}, \gamma\right): \gamma \varepsilon \Lambda\right\}$. We note that $p_{\gamma}<k$. Suppose that $p_{\gamma} \geq k$. Then since $\left.(0, \gamma),(k, \gamma)\right) \varepsilon S$ and $\left((0, \alpha),\left(p_{\gamma}, \gamma\right)\right) \varepsilon S$ we have $\left((0, \alpha),\left(p_{\gamma}, \gamma\right)\right)((k, \gamma),(0, \gamma))=((0, \alpha)$, $\left.\left(p_{\gamma}-\mathrm{k}, \gamma\right)\right) \varepsilon S$ which contradicts the definition $p_{\gamma}$.

Using this notation we examine ( $\underline{r, \gamma}$ ). Recalling that ( $\underline{r, \gamma}$ ) is the remainder after division by $k$ of $\left[\left(p_{\gamma}, \gamma\right),\left(p_{\gamma}, \gamma\right)(r, \gamma)\right]-$ $\left[(r, \gamma),\left(p_{\gamma}, \gamma\right)(r, \gamma)\right]$, there are three cases to consider:- (a) $p_{\gamma}<r$ (b) $p_{\gamma}=r \quad$ (c) $p_{\gamma}>r$. In (a) $(\underline{r, \gamma}) \equiv r-p_{\gamma}(\bmod k)$, in (b) $(\underline{r, \gamma})=0 \equiv r-p_{\gamma}(\bmod k)$ and $\operatorname{in}(c)(\underline{r, \gamma}) \equiv-\left(p_{\gamma}-r\right)(\bmod k) \equiv$ $r-p_{\gamma}(\bmod k)$. Applying this we have $S=S(E, T, k)=$ $\left\{((n, \beta),(m, \gamma)):(n, \beta),(m, \gamma) \in E^{*}\right.$ and $\left.n-p_{\beta} \equiv m-p_{\gamma}(\bmod k)\right\} \cup\left\{0_{\}}\right.$ $=\{(n, \beta),(m, \gamma)): n, m \in N, \beta, \gamma \in \Lambda$ and $\left.n-m \equiv p_{\beta}-p_{\gamma}(\bmod k)\right\} \cup\{0\}$ This leads us to define $p(\beta, \gamma)=p_{\beta}-p_{\gamma}(\bmod k)$ for all $\beta, \gamma \varepsilon A$. It can be quickly checked that $p: \Lambda \times \Lambda \rightarrow Z_{k}$ satisfies the conditions of 2.6.6. Thus we have $S(E, T, k)=\{((n, \beta),(m, \gamma)):$ $\operatorname{mpn} \varepsilon N, \beta, \gamma \in \Lambda$ and $n-m \equiv p(\beta, \gamma)(\bmod k)\} u\{0\}$. Multiplication in S(E, T, k) is now as follows:-
the only non zero products are $((n, \beta),(m, \gamma))((r, \gamma),(q, \delta))=$ $((n, \beta)+t,(q, \delta)+s)$, where $t=[(m, \gamma),(m, \gamma)(r, \gamma)]$ and $s=$ $[(r, \gamma),(m, \gamma)(r, \gamma)],=((n+t, \beta),(q+s, \delta))=((n+[r-m], \beta),(q+$ $[m-r], \delta)$ ). This is exactly the multiplication in $S(\Lambda, p, k)$ and so $S(E, T, k)=S(\Lambda, P, k)$.

We now proceed with the non-fundamental case where $E$ is a
0 -direct union of $\omega$-chains,
2.6.8 Theorem: If $S$ is a 0-simple inverse semigroup whose semilattice is a 0-direct union of $\omega$-chains, then $s$ splits over $\mathbb{H}$.

Proof: By Theorem 2.5.1 f is a congruence on $S$. Let $E=$
( $N \times \Lambda$ ) $\cup\{0\}$ and fix $(0, \alpha) \varepsilon E^{*}$. With the notation of 2.6 .7 and Theorem 2.5.3 we select a set of representatives of certain $H$-classes of $S$ as follows:- let $u=u_{(k, \alpha)}$ and let $c_{\beta}=u_{(0, \beta)}$ for all $\beta \varepsilon \Lambda, \beta \neq \alpha$. We then make the following stipulations:-
(a) $u^{n}=u_{(n k, \alpha)}$ for all $n \in N$ with $n \geq 1$
(b) $u_{(i, \alpha)}$ is the identity of the group $G_{i}$ for $i \in N$ with $0 \leq 1 \leq k-1$
(c) $\quad(i, \alpha) u^{n}=u_{(n k+i, \alpha)}$ for all $i, n \in N$ with $n \geq 1$ and $0 \leq i \leq k-1$
(d) $(i, \alpha) u^{m+1} c_{\beta}=u_{\left(m k+p_{\beta}+i, \beta\right)}$ for all $m \in N$ and $i \in N$ with

$$
0 \leq i \leq k-1 \text { and for all } \beta \varepsilon \Lambda
$$

(e) $\left.\left(k-p_{\beta}+j, \alpha\right) c_{\beta}=u_{j}, \beta\right)$ if $0 \leq j<p_{\beta} \quad$ th $\beta \neq \beta \neq \alpha$.

We check briefly that these stipulations are valid. We have $\left(H_{u} n\right) \phi=$ $((0, \alpha),(k, \alpha))^{n}=((0, \alpha),(n k, \alpha))$ also $\left(H(i, \alpha) u^{n}\right) \phi=((i, \alpha),(i, \alpha))((0, \alpha)$, $(n k, \alpha))=((i, \alpha),(n k+i, \alpha))$. We note that $\left(H_{C_{\beta}}\right) \phi=\left(\left(k-p_{\beta}, \alpha\right),(0, \beta)\right)$ and so $\quad\left({ }^{H}(i, \alpha) u^{m+l_{C}}\right) \phi=((i, \alpha),(i, \alpha))((0, \alpha),((m+1) k, \alpha))\left(\left(k-p_{\beta}, \alpha\right),(0, \beta)\right)$ $=((i, \alpha),(i, \alpha))\left((0, \alpha),\left(\left(m k+p_{\beta}\right), \beta\right)\right)=\left((i, \alpha),\left(\left(m k+i+p_{\beta}\right), \beta\right)\right)$.

We now check that this set of representatives satisfies the condition stated in 2.6.3. First we examine $u_{(i+t, \alpha)} u_{\left(n k+i+p_{\beta}, \beta\right)}$ where $\beta \neq \alpha$. Let $i+t=s k+p$ where $0 \leq p \leq k-1$ and we have $u_{(i+t, \alpha)} u_{\left(n k+i+p_{\beta}, \beta\right)}=(p, \alpha) u^{s}(i, \alpha) u^{n+1} c_{\beta}$. There are two cases to consider:- the first that $s=0$ and the second that $s \geq 1$.
(i) If $s=0$ then $i+t=p$ and we have $u_{(i+t, \alpha)} u_{\left(n k+i+p_{\beta}, \beta\right)}=$ $(p, \alpha)(i, \alpha) u^{n+1} c_{\beta}$. However $p \geq i$ and so $u_{(i+t, \alpha)} u_{\left(n k+i+p_{\beta}, \beta\right)}=$ $(p, \alpha) u^{n+1} c_{\beta}=u_{\left(n k+p_{\beta}+p_{i} ; \beta\right)}=u_{\left(n k+p_{\beta}+i+t, \beta\right) .}$
(ii) If $s \geq 1$ then $u_{(i+t, \alpha)} u_{\left(n k+i+p_{\beta}, \beta\right)}=(p, \alpha) u^{s} u^{n+1} c_{\beta}$ as $u(i, \alpha)=u$ and so we have $u_{(i+t, \alpha)} u_{\left(n k+i+p_{\beta}, \beta\right)}=(p, \alpha) u^{s+n+1} c_{\beta}$ $=u_{\left((s+n) k+p_{\beta}+p_{1}, \beta\right)}=u_{\left(n k+i+t+p_{\beta}, \beta\right)}$.

In both cases we have the required result. A similar argument Shows that if $0 \leq j<p_{\beta}, \beta \neq \alpha$, then $u_{(i+t, \alpha)} u_{j, \beta)}=u_{j+t, \beta)}$ where $i=k-p_{\beta}+j$ If however we consider $u_{(i+t, \alpha)} u_{(n k+i, \alpha)}$ where $i+t=s k+p$ we have $u_{(i+t, \alpha)} u_{(n k+i, \alpha)}=(p, \alpha) u^{s}(i, \alpha) u^{n}$ and considering in turn the cases when $s=0$ and $n=0$ we have $u_{(i+t, \alpha)} u_{(n k+i, \alpha)}=u_{(n k+i+t, \alpha)}$ which is again the required result.
2.6.9 Theorem: (i) Let $E$ be a 0-direct union of $\omega$-chains. Then $S=S\left(E, T, k, G_{i}, \gamma_{i}, e, v_{f}\right)$ where, for all $f \in E^{*}, v_{f}$ is the identity of $G_{\underline{f+1}}$ is a 0 -simple inverse semigroup whose semilattice is a 0 -direct union of $\omega$-chains.
(ii) Let S be a 0-simple inverse semigroup whose semilattice is a 0 -direct union of $\omega$-chains. Then $S$ is of the form $S\left(E, T, k, \mathcal{G}_{i} \gamma_{i}, e, v_{f}\right.$ ) where $v_{f}$ is the identity of $G_{f+1}$ for all $f \in E^{*}$.

These results are immediate from Theorem 2.6.8 and
Theorem 2.6.2.
2.6.10 In [3,Theorem 2] Lallement states his result for this
case. It is as follows:-
Theorem 2: Let $G_{0} \xrightarrow{\gamma_{0}} G_{1} \xrightarrow{\gamma_{1}} \xrightarrow{\gamma_{a-2}} G_{\alpha-1} \xrightarrow{\gamma_{d-1}} G_{0}$ be a cycle of group homomorphisms. Let $\alpha_{m, n}=\gamma_{m} \gamma_{m+1} \cdots \gamma_{n-1}$ where $m, n \in N$ with $\mathfrak{m} \leq n$. Let $\Sigma=S\left(\Lambda, p, d, G_{i}, \gamma_{i}\right)$ be the set consisting of 0 and the elements of the form (i, $\left.g_{r}, j\right)_{\beta \gamma}$ where $(i, j)_{\beta \gamma} \varepsilon S(\Lambda, p, d)$ and $g_{r} \varepsilon G_{r}$ with $r \equiv(i-p(\beta, \alpha))(\bmod d)$ (where $\alpha$ is a fixed element of $\Lambda$ ). On $\Sigma$ we define a multiplication where the only non zero products are given by $\left(i, g_{r}, j\right)_{\beta \gamma}\left(k, g_{s}, l\right)_{\gamma \delta}=\left(i+[k-j], g_{r} \alpha_{u, W} X\right.$ $\left.g_{s} \alpha_{v, w^{\prime}} l+[j-k]\right)_{\beta \delta}$ where $u=j-p(\gamma, \alpha), v=k-p(\gamma, \alpha)$ and $w=$ $\max \{u, v\}$. With this multiplication $\Sigma$ is a 0 -simple inverse semigroup whose semilattice is a 0-direct union of $\omega$-chains.

Conversely every semigroup $S$ which is a 0-simple inverse semigroup whose semilattice is a 0-direct union of $\omega$-chains is of this form.

Clearly we must now reconcile Lallement's theorem quoted in 2.6.10 and Theorem 2.6.9.
2.6.11 With the notation as developed in 2.6 .7 we have that if $S=S\left(E, T, k, G_{i}, \gamma_{i}, e, V_{f}\right)$ is as defined in Theorem 2.6.9 then $S=\left\{\left((r, \beta), g_{i},(s, \gamma)\right): r, s \varepsilon N, \beta, \gamma \varepsilon \Lambda, r-p_{\beta} \equiv s-p_{\gamma} \equiv i(\bmod k)\right.$ and

$$
\left.g_{i} \varepsilon G_{i}\right\} \cup\{0\}
$$

$=\left\{\left((r, \beta), g_{i},(s, \gamma)\right): r, s \varepsilon N, \beta, \gamma \varepsilon \Lambda, r-p(\beta, \alpha) \equiv s-p(\gamma, \alpha)\right.$

$$
\left.\equiv i(\bmod k) \text { and } g_{i} \varepsilon G_{i}\right\} \cup\{0\}, \text { since } p_{\alpha}=0
$$

The set $S$ is thus the same as the set $\sum$ with $k=d$ and we need only now check that the multiplications are the same. We note firstly that $\alpha_{m, n}$ as defined in $\Sigma$ is the same as $\alpha_{m, n-m}$ in $S$. Using the result that $S(E, T, k)=S(\Lambda, p, k)$ we have the only non zero products in $S$ are $\left((r, \beta), g_{i}(s, \gamma)\right)\left((n, \gamma), h_{j},(q, \delta)\right)=\left((r+[n-s], \beta), g_{i} \alpha_{i},[n-s]_{j} h_{j,[s-n]}\right.$, $(q+[s-n], \delta)$.
 zero product equal to $\left(r+[n-s], g_{i} \alpha_{u, w} h_{j}{ }^{\alpha} v, w, q+[s-n]\right)_{B \delta} A$ Using the information that $\alpha_{u, w}(\Sigma)=\alpha_{u, w-u}$ (S) we have this product equal to $\left(x+[n-s], g_{i}^{\alpha} u, w-u h_{j} \alpha_{v, w-v^{\prime}} q+[s-n]\right)_{\beta \delta}$, where $u=s-p_{\gamma}=$ $\operatorname{s-p}\left(\gamma, \alpha, v=n-p_{\gamma}=n-p(\gamma, \alpha)\right.$ and $w=\max \{u, v\} . \quad$ Since $u \equiv i(\bmod k)$ and $v \equiv j(\bmod k)$ we have $g_{i} \alpha_{u, w-u}=g_{i} \alpha_{i, w-u}$ and $h_{j} \alpha_{v, w-v}=$ $h_{j} \alpha_{j, w-v^{\circ}}$ However $w-u=[n-s]$ and $w-v=[s-n]$ so that we have the same form for the products in $\Sigma$ and $S$.

The next case to consider is the one where E is an $\omega$-chain. with zero. This isin fact a special case of the above piece of work, where $E$ is a 0-direct union of $\omega$-chains, this being the case where $|\Lambda|=1$ and so $E \cong\left\{e_{i}: i \in N\right.$ and $\left.e_{i}>e_{j} \Leftrightarrow i<j\right\} u\{0\}$.
2.6.12 Theorem (i) Let $E$ be an w-chain with zero. Then
$S\left(E, T, k, G_{i}, \gamma_{i}, e, V_{f}\right)$ where, for all $f \varepsilon E^{*}, v_{f}$ is the identity of $G_{\underline{f}+1}$, is a 0 -simple inverse semigroup whose semilattice is an $\omega$-chain with zero.
(ii) Let $S$ be a 0-simple inverse semigroup whose semilattice $E$ is an $\omega$-chain with zero. Then $S$ is of the form $S\left(E, T, k, G_{i} \gamma_{i}, e, v_{f}\right)$ where, for all $f \varepsilon E^{*}, v_{f}$ is the identity of $G_{\underline{f}+1}$.

Proof: (i) This follows immediately from Theorems 2.4.1, 2.4.4 and 2.4.5.
(ii) Since an $\omega$-chain is, trivially,a 0-direct union of $\omega$-chains we apply Theorem 2.6 .9 (ii) and immediately have the result.

In [7] Man obtained an apparently different structure theorem for the same type of semigroup as described in (2.6.12). His results are stated in [7, Theorem 3.3 and Theorem 4.11]. We now show the results to be equivalent.
2.6.13 Let $\tau: S\left(E, T, k, G_{i}, \gamma_{i}, e, V_{f}\right) \rightarrow S\left(k, G_{i}, \gamma_{i}\right) \cup\{0\}$,
with $\frac{T}{\text { coonsating of the graded element }}$ where $S\left(E, T, k, G_{i}, \gamma_{i}, V_{f}\right)$ is as described in 2.6 .13 and $S\left(k, G_{i}, \gamma_{i}\right)$ of $E$, is as in [7, Theorem 3.3], be defined as follows:-

$$
\begin{aligned}
\left(e_{r k+i}, g_{i}, e_{s k+i}\right) \tau & =\left(r, g_{i}, s\right) \\
0 \tau & =0
\end{aligned}
$$

It can be easily checked that $\tau$ is an isomorphism and so the two structure theorems are equivalent.
2.6.14. When $E$ is an $\omega$-chain with zero and $S=S\left(E, T, k, G_{i}, \gamma_{i}, e\right.$, $\mathbf{v}_{\mathrm{f}}$ ) is as in Theorem 2.6.12 then we note that there are no zero products in $S \backslash\{0\}$. Hence $S \backslash\{0\}$ is a simple regular $w$-semigroup in the terminology of [7]. Thus $S \backslash\{0\} \cong S\left(k, G_{i}, \gamma_{i}\right)$ as described in [7]. If we now return to the original situation, where $E$ is an $\omega$-tree with zero, we can begin a different set of specialisations by
taking $k=1$, i.e. by having a semigroup with one non zero $\mathbb{D}$-class, in other words a 0-bisimple inverse semigroup with semilattice an $\omega$-tree with zero.
2.6.15 Theorem: (i) Let $E$ be an $w$-tree with zero and $k=1$. Then $S\left(E, T, k, G, \gamma, e, v_{f}\right)$ is a 0 -bisimple inverse semigroup whose semilattice is an $\omega$-tree with zero.
(ii) Let S be a 0-bisimple inverse semigroup whose semilattice $E$ is an $\omega$-tree with zero. Then $S$ has the form $S(E, T, k$, $G_{i}, \gamma_{i}, e, v_{f}$ ) where $k=1$.

Proof: In the case $k=1$, there is one group $G$ and one homomorphism $\gamma: G \rightarrow G$. With the original notation of (2.3.3), $\alpha_{i, t}=\gamma^{t}$, for $t \varepsilon N, t \geq 1$.
(i) This is immediate from Theorems 2.4.1, 2.4.4 and 2.4.5.
(ii) This is immediate from Theorems 2.5.3 and 2.4.5.

Notice that in this case $S\left(E, T, k, G, \gamma, e, v_{f}\right)=\{(a, g, b)$ : $\left.\mathrm{a}, \mathrm{b} \varepsilon \mathrm{E}^{*}, \mathrm{~g} \varepsilon \mathrm{G}\right\} \cup\{0\}$ where multiplication is as follows:the only non zero products are $(a, g, b)(c, h, d)$ where $b c \neq 0$ and $(a, g, b)(c, h, d)=\left(a+t, m_{t, a}^{-1}\left(g \gamma^{t}\right) m_{t, b} m_{s, c}^{-1}\left(h \gamma^{s}\right) m_{s, d}, d+s\right)$ where $t=[b, b c]$ and $s=[c, b c]$. This is the same result as is stated in [5, Theorem 6.1].
2.6.16 Theorem (i) Let $E$ be a 0-direct union of $\alpha$-chains and let $k=1$. Then $S\left(E, T, k, G, \gamma, e, v_{f}\right)$ where, for all $f \varepsilon E^{*}, v_{f}$ is the identity of $G$,is a 0 -bisimple inverse semigroup whose semilattice is a 0-direct union of wrchains.
(ii) Let S be a 0-bisimple inverse semigroup whose semilattice $E$ is a 0-direct union of $\omega$-chains. Then $S$ is of the form $S\left(E, T, k, G_{i}, \gamma_{i}, e, v_{f}\right)$ where $k=1$ and, for all $f \varepsilon E^{*}, v_{f}$ is the identity of $G_{\underline{f+1}}$.

Proof: (i) This follows from Theorems 2.6.15 (i) and 2.4.5.
(ii) From Theorem 2.6 .8 we have that $S$ splits over $f$ and so by Theorem 2.6 .2 (ii) we have that $S$ is of the form $S(E, T, k$, $G_{i}, \gamma_{i}, e, v_{f}$ ) where, for all $f \varepsilon E^{*}, v_{f}$ is the identity of $\mathrm{G}_{\underline{f+1}}$. If we now apply Theorem 2.6 .15 (ii) we have the result.
2.6.17. Note that when $k=1$ and, for all $f \varepsilon E^{*}, v_{f}$ is the identity of $G$, if we take $E=(N \times \Lambda) \cup\{0\}$ then $S=S(E, T, k$, $\left.G, \gamma, e, v_{f}\right)=\{((m, \alpha), g,(n, \beta)): m, n \varepsilon N, \alpha, \beta \varepsilon \Lambda, g \varepsilon G\} \cup\{0\}$. The multiplication on $S$ is such that the only non zero products are $((m, \alpha), g,(n, \beta))((p, \beta), h,(q, \delta))=\left((m+t, \alpha),\left(g \gamma^{t}\right)\left(m \gamma^{s}\right),(q+s, \delta)\right)$ where $t=[(n, \beta),(n, \beta)(p, \beta)]$ and $s=[(p, \beta),(n, \beta)(p, \beta)]$. Let $v=\max (n, p)$ then $t=v-n$ and $s=v-p$. Hence $((m, \alpha), g,(n, \beta))((p, \beta) h,(q, \delta))=$ $\left((m-n+v, \alpha),\left(g \gamma^{v-n}\right)\left(h \gamma^{v-p}\right),(q-p+v, \delta)\right)$.

Thus we have that the result stated in Theorem 2.6.16 is exactly that of [10, Theorem 4.2].
2.6.18 Theorem: (i) Let $E$ be an $\omega$-chain with zero and $k=1$. Then $S\left(E, T, k, G, \gamma, e, v_{f}\right)$, where for all $f \varepsilon E^{*}, v_{f}$ is the identity of $G$, is a 0 -bisimple inverse semigroup whose semilattice is an $\omega_{\text {-chain }}$ with zero.
(ii) Let $S$ be a 0-bisimple inverse semigroup whose semilattice $E$ is an $\omega$-chain with zero. Then $S$ is of the form $S\left(E, T, k, G_{i}, \gamma_{i}, e, v_{f}\right)$ where $k=1$ and for all $f \varepsilon E^{*}, V_{f}$ is the identity element of $\mathrm{G}_{\mathrm{f}+1}$.
Proof: This result follows immediately from Theorem 2.6.16 as an W-chain with zero is, trivially, a 0-direct union of $\omega$-chains.
2.6.19 Applying (2.6.17) to the case when $E$ is anw-chain with zero we have $S=S\left(E, T, k, G, \gamma, e, v_{f}\right)=\{(m, g, n): m, n \varepsilon N, g \varepsilon G\} \cup\{0\}$ with multiplication as follows:- the only non zero products in $S$ are $(m, g, n)(p, h, q)=\left(m-n+t,\left(g \gamma^{t-n}\right)\left(h \gamma^{t-p}\right), q-p+t\right)$ where $t=\max (n, p)$.

Hence we have that $S=\{(m, g, n): m, n \in N, g \varepsilon G\} \cup\{0\}$, where $G$ is a group, with multiplication defined as follows:$(m, g, n)(p, h, q)=\left(m-n+t,\left(g \gamma^{t-n}\right)\left(h \gamma^{t-p}\right), q-p+t\right)$, where $t=\max (n, p)$ and $\gamma: G \rightarrow G$ is an endomorphism, and all other products are zero, is a 0 -bisimple inverse semigroup whose semilattice is an $\omega$-chain with zero and that, conversely, every 0-bisimple inverse semigroup whose semilattice is an $\omega$-chain with zero is of this form.

From this we can readily deduce that if $G$ is a group and $\gamma: G \rightarrow G$ is an endomorphism then $B=\{(m, g, n): m, n \varepsilon N, g \varepsilon G\}$ with multiplication as follows:-

$$
(m, g, n)(p, h, q)=\left(m-n+t,\left(g \gamma^{t-n}\right)\left(h \gamma^{t-p}\right), q-p+t\right) \text { where } t=\max (n, p)
$$ is a bisimple inverse semigroup whose semilattice is an $\omega$-chain. Conversely, every bisimple inverse semigroup whose semilattice is an $\omega$-chain is of this form. This is exactly the result obtained by Reilly in [12].

It should be noted that in the above situation, where $E$ is an $\omega$-chain with zero; the parameter $T$ is is redundant, there being only one component of $\mathrm{E}^{*}$.

Apart from these two paths of specialisation through first the semilattice and then the assumption that $k=1$ we can consider an independent specialisation of E and the ensuing case with $\mathrm{k}=1$. For this example we let $E=\left\{e_{n}: n \varepsilon I\right.$ and $\left.e_{n} \leqslant e_{m} \Leftrightarrow n \geq m\right\}$ where I denotes the set of integers.
2.6.20 Theorem: (i) The semigroup $S=S\left(E, T, k, G_{i}, \gamma_{i}, e_{o}, V_{e_{n}}\right) \backslash\{0\}$, where $v_{e_{n}}$ is the identity of $G_{e_{n}}$ for all $n \geq 0$, is a simple inverse semigroup whose semilattice is isomorphic to the integers under the reverse of the normal ordering.
(ii) If $S$ is a simple inverse semigroup whose semilattice E is isomorphic to the set of integers under the
reverse of the normal ordering then $S$ is of the form $S(E, T, k$, $\left.G_{i}, \gamma_{i}, e_{o}, v_{e_{n}}\right) \backslash\{0\}$ where $v_{e_{n}}$ is the identity element of $\mathrm{G}_{\mathrm{e}}^{\mathrm{e}} \mathrm{+1}$ for all $\mathrm{n} \geq 0$.

Proof: (i) This follows from Theorems 2.4.1, 2.4 .4 and 2.4 .5 since no products of the form ( $\left.e_{n}, g_{i}, e_{n}\right)\left(e_{p}, h_{j}, e_{q}\right)$ are zero.
(ii) From Theorem 2.5.3, S with a 0 adjoined is of the form $S\left(E, T, k, G_{i}, \gamma_{i}, e_{n}, v_{e_{m}}\right)$. The set $T$ is here $a$ singleton since there is one component only of $\mathrm{E}^{*}$. We therefore take $T=\left\{e_{0}\right\}$ and $e_{0}$ to be the fixed element used as a parameter.

With the notation of Theorem 2.5.3 we select a set of representatives of the non zero $\neq$-classes of $S$ with the following stipulations:-
let $u=u_{e_{k}}$ and $u^{n}=u_{e_{n k}}$ for all $n \in N, n \geq 1$.
let $e_{p} u^{n}=u_{e_{p+n k}}$ where $n, p \in N$ and $0 \leq p \leq k-1$ and $n \geq 1$.
let $e_{i}=u_{e_{i}}$ where $i \in N$ and $0 \leq i \leq k-1$.
We now examine, in the light of the above specifications for the set of representatives, the elements $v_{e_{n}}$ where $n \geq 0$. By definition $v_{e_{n}}$ is such that $v_{e_{n}} u_{e_{n}}=u_{e_{0}+i+1}{ }^{u} e_{n}$ where $n \equiv i(\bmod k)$ and $0 \leq i \leq k-1$. By the specifications above $u_{e_{0}+i+1} u_{e_{n}}=u_{e_{0}+i+1} u_{e_{i+s k}}$, where $n=i+s k, i, s \in N$, and $0 \leq i \leq k-1$, so that $u_{e_{0}+i+1} u_{e_{i+s k}}$ $=u_{e_{i+1}} e_{i} u^{s}$. If $i \leq k-2$ then $u_{e_{i+1}} e_{i} u^{s}=e_{i+1} e_{i} u^{s}=e_{i+1} u^{s}=$
 In both cases $u_{e_{0}+i+1} u_{e_{n}}=u_{e_{n}+1}$ and so $v_{e_{n}}$ is the identity of the group $\mathrm{G}_{\mathrm{n}}+1$.

If we recall from the proof of (i) that no products of elements of $S\left(E, T, k, G_{i}, \gamma_{i}, e_{o}, v_{n}\right) \backslash\{0\}$ are zero then we have the result.
2.6.21. We note that in the case of Theorem 2.6 .20 (ii) S is of the form $\left\{\left(e_{n}, g_{i}, e_{m}\right): m, n ; i \varepsilon I\right.$ with $0 \leq i \leq k-1, n \equiv m \equiv i(\bmod k)$, $\left.g_{i} \varepsilon G_{i}\right\}$ with multiplication as follows:-
$\left(e_{n}, g_{i}, e_{m}\right)\left(e_{p}, h_{j}, e_{q}\right)=\left(e_{n}, g_{i} m_{s, e_{p}}^{-1}\left(h_{j} \alpha_{j, s}\right) m_{s, e_{q}}, e_{q+s}\right)$ if $m \geq p$ and $s=m-p$
$=\left(e_{n+t}, m_{t, e_{n}}^{-1}\left(g_{i} \alpha_{i, t}\right) m_{t, e_{m}} h_{j}, e_{q}\right)$ if $m \leq p$ and $t=p-m$

With this representation for $S$ put $k=1$ and we have the following:-
2.6.22 Theorem: (i) Let $G$ be a group and $\alpha$ an endomorphism of $G$ with $\alpha^{0}$ the identity automorphism on $G$. For each $n \in I$ chose $u_{n} \in G$ such that $u_{n}$ is the identity of $G$ if $n \geqslant 0$. Define $v_{n}=u_{n+1}$ for all $n \in I$. For $t \in N$ and $n \in I$ let $m_{t, n}=\left(v_{n} \alpha^{t-1}\right)\left(v_{n+1} \alpha^{t-2}\right) \ldots X$ $v_{n+t-1}$ where $t \geq 1$ and $m_{0, n}$ be the identity of $G$. Then, if $S=\left\{\left(e_{p}, g, e_{q}\right): p, q \in I, g \in G\right\}$ with multiplication defined as in (2.6.21), $S$ is a bisimple inverse semigroup whose semilattice is isomorphic to $I$ under the reverse of the normal ordering.

$$
\text { (ii) Conversely, if } S \text { is a bisimple inverse semigroup }
$$

whose semilattice is isomorphic to I with the reverse of the normal ordering then $S$ has the form described in (i).

Proof: (i) This follows from Theorem 2.6 .20 (i) noting that, since $k=1$, $s$ has only one $\theta$-class and so is bisimple.
(ii) This follows from Theorem 2.6.20 (ii) and (2.6.21).

This is exactly the result obtained by Warne in [14, Theorem 1.3].

## 3. A 0-simple inverse semigroup whose semilattice admits a

 factorisation compatible with its $\theta$-structureIn [5] McAlister gives a structure theorem for 0-bisimple inverse semigroups in terms of groups and 0-uniform semilattices. In this chapter we extend this to a structure theorem for a particular type of 0-simple inverse semigroup. Firstly, however, we require a summary of some points in McAlister's paper.

### 3.1 Introduction

3.1.1 Let E be a 0-uniform semilattice. Then, following the pattern of [5, Section 2], we define an addition on $E$. Fix an element $k \in E^{*}$ and let $E^{+}=\left\{x \in E^{*}: x \leq k\right\}$. For each $e \in E^{*}$ let $I_{e}$ denote the set of isomorphisms from $E^{+}$onto $\left\{x \in E^{*}: x \leq e\right\}: I_{e} \neq \phi$ since $E$ is a 0-uniform semilattice. By an addition on $E$ with identity $k$ we mean a choice function $\Phi$ on $\left\{I_{e}: e \in E^{*}\right\}$ such that $\Phi(k)$ is the identity on $E^{+}$. If $\Phi$ is an addition on $E$ and $e \in E^{+}$and $f \in E^{*}$ we write e+f for e $\Phi(f)$; if $g, h \in E^{*}$ with $g \geqq h$ we write $g-h$ for $g(\Phi(h))^{-1}$. The addition $\Phi$ is associative if $(e+f)+g=e+(f+g)$ where $e, f \in E^{+}$, $g \in E^{*}$.
3.1.2 For completeness we include the statement of McAlister's structure theorem, [5, Theorem 3.2].

Theorem: Let E be a 0 -uniform semilattice and let $\theta$ be a fixed non zero element of $E$; let $E^{*}=E \backslash\{0\}$ and $E^{+}=\left\{x \varepsilon E^{*}: x \leq \theta\right\}$. Let $\Phi$ be an addition on $E$ with identity ${ }^{\ominus}$ and let $G$ be a group, with identity element 1 , which acts on $\mathrm{E}^{+}$by (order) automorphisms. Suppose that functions $f: E^{+} x E^{*} \rightarrow G$ and $[]:, E^{+} x G \rightarrow G$ are given which satisfy:-

1. $f\left(\theta_{i} b\right)=1=f(a, \theta)$ for each $a \varepsilon E^{+}, b \varepsilon E^{*}$.
2. $[\theta, g]=g$ for each $g \varepsilon G$.
3. $f(a, b) f(a+b, c)=[a, f(b, c)] f(a f(b, c), b+c)$
$f(a, b)[a+b, k]=[a,[b, k]] f(a[b, k], b k)$
for $\mathrm{all} \mathrm{a}, \mathrm{b} \varepsilon \mathrm{E}^{+}, \mathrm{c} \varepsilon \mathrm{E}^{*}, \mathrm{k} \varepsilon \mathrm{G}$.
4. $[a, g][a g, h]=[a, g h]$ for each $a \varepsilon E^{+}, g, h \varepsilon G$.
5. $(a+b) k=a[b, k]+b k$ for $a l l a, b \varepsilon E^{+}, k \varepsilon G$.
6. $(a+b)+c=a f(b, c)+(b+c)$ for $a l l a, b \varepsilon E^{+}, c \varepsilon E^{*}$.
where the group action is denoted by juxtaposition.
Then the set $E^{*} \times G \times E^{*}$, together with zero, forms a 0bisimple inverse semigroup $B^{\circ}(E, \theta, \Phi ; G, 0 ; f,[]$,$) under the$ multiplication $(a, g, b)(c, h, d)= \begin{cases}\left((b c-b) g^{-1}+a, u v,(b c-c) h+d\right) & \text { if } b c \neq 0 \\ 0 & , \text { otherwise }\end{cases}$

$$
(a, g, b) 0=0=0(a, g, b)=0^{2},
$$

where $u=\left(f\left((b c-b) g^{-1}, a\right)\right)^{-1}\left[(b c-b) g^{-1}, g\right] f(b c-b, b)$
and $\quad v=(f(b c-c, c))^{-1}[b c-c, h] f((b c-c) h, d)$.
The group of units is isomorphic to $G$ and the semilattice of idempotents is isomorphic to E.

Conversely, if $S$ is a 0-bisimple inverse semigroup with semilattice of idempotents isomorphic to E and group of units isomorphic to $G$, then $S \stackrel{\sim}{\sim} B^{0}(E, \theta, \Phi ; G, O ; f,[]$,$) for some$ addition $\Phi$ on $E$ with identity $\Theta$, action $O$ of $G$ on $E^{+}$and functions f, [ , ] for which l-6 (above) hold.
3.1.3 Corollary: Let $E$ be a 0 -uniform semilattice and let $\theta$ be a fixed non zero element of $E$; let $E^{*}=E \vee\{0\}$ and $E^{+}=\left\{x \varepsilon E^{*}: x \leq \theta\right\}$. Let $\Phi$ be an addition on $E$, with identity $\theta$, which is associative, and let $G$ be a group with identity 1 , acting trivially on $\mathrm{E}^{+}$. Suppose that functions $f: E^{+} \times E^{*} \rightarrow G$ and $[]:, E^{+} \times G \rightarrow G$ are given which satisfy:-

1. $f(\theta, b)=I=f(a, \theta)$ for each $a \varepsilon E^{+}, b \varepsilon E^{*}$
2. $[\theta, g]=g$ for each $g \varepsilon G$.
3. $f(a, b) f(a+b, c)=[a, f(b, c)] f(a, b+c)$

$$
f(a, b)[a+b, k]=[a,[b, k]] f(a, b)
$$

$$
\text { for all } a, b \varepsilon E^{+}, c \varepsilon E^{*}, k \varepsilon G .
$$

4. $[a, g][a, h]=[a, g h]$ for each $a \varepsilon E^{+}, g, h \varepsilon G$.

Then the set E* $x$ G $x$ E*, together with zero, forms a 0bisimple inverse semigroup $B^{\circ}(E, \theta, \Phi ; G ; f,[]$,$) under the$ multiplication $(a, g, b)(c, h, d)= \begin{cases}((b c-b)+a, u v,(b c-c)+d) & \text { if } b c \neq 0 \\ 0 & \text { otherwise }\end{cases}$ $(a, g, b) 0=0=0(a, g, b)=0^{2}$
where $u=(f(b c-b, a))^{-1}[b c-b, g] f(b c-b, b)$
and $\quad v=(f(b c-c, c))^{-1}[b c-c, h] f(b c-c, d)$.
The group of units is isomorphic to $G$ and the semilattice of idempotents is isomorphic to E.
3.2 The construction of the groupoid $S(E, k, \Phi ; A, \tau, \theta)$

In this section we describe a process for constructing a certain type of
0 -simple inverse semigroup from $a_{\wedge} 0$-uniform semilattice and a monoid by a method based on that of McAlister described in (3.1).
3.2.1 Let E be a 0-uniform semilattice and let k be a fixed element of $E^{*} ;$ let $E^{+}=\left\{x \varepsilon E^{*}: x \leq k\right\}$. Let $\Phi$ be an associative addition on E with identity $k$.

Let $A$ be a monoid with identity element 1.
Suppose that a function $\tau: E^{+} \times E^{*} \rightarrow H_{1}(o f A)$ is given and, for all e $\varepsilon E^{+}$, an endomorphism of $A, \theta_{e}$, is defined such that $\theta_{k}$ is the identity on $A$ and $(A) \Theta_{e} \subseteq H_{1}$ if $e \neq k$ and also the following conditions are satisfied:-

$$
\begin{aligned}
& 3.2 .1 \text { (l) } \tau(k, f)=1=\tau(e, k) \text { for each } e \varepsilon E^{+}, f \varepsilon E^{*} . \\
& 3.2 .1(2) \tau(e, f) \tau(e+f, g)=(\tau(f, g)) \theta_{e} \tau(e, f+g) \text { for each } \\
& \text { e,f } \varepsilon E^{+}, \mathrm{g} \varepsilon \mathrm{E}^{*} \\
& 3.2 .1 \text { (3) } \tau(e, f) a \theta_{e+f}=\left(a \theta_{f}\right) \theta_{e} \tau(e, f) \text { for each } e, f \varepsilon E^{+} \text {, a } \varepsilon A \text {. } \\
& \text { Define a multiplication on } E^{*} \times A \times E^{*} \cup\{0\} \text { as follows:- } \\
& (e, a, f)(g, b, h)=((f g-f)+e, u v,(f g-g)+h) \text {, if fg } \neq 0 \text {, where } \\
& u=(\tau(f g-f, e))^{-1} a \theta_{f g-f}(f g-f, f) \text { and } v=(\tau(f g-g, g))^{-1} b \theta_{f g-g} \tau(f g-g, h) \\
& \text { All other products are zero. }
\end{aligned}
$$

3.2.2 It is readily seen that this multip lication is closed. Clearly if $(e, a, f),(g, b, h) \in E^{*} \times A \times E *$ with $f g \neq 0$ then (fg-f)+e, (fg-g) $+h$ $\epsilon \mathrm{E}^{*}$ and $\mathrm{u}, \mathrm{v} \in \mathrm{A}$ so that $u v \in \mathrm{~A}$.
3.2.3 We denote the groupoid formed in (3.2.1) by $S(E, k, \Phi ; A, \tau, \theta)$, where $\theta$ is the mapping $e \mapsto \theta_{e}\left(e \in E^{+}\right)$ $3.3 \mathrm{~S}\left(\mathrm{E}, \mathrm{k}, \Phi_{;} \mathrm{A}, \tau, \theta\right)$

In this section we establish that the groupoid $S(E, k, \Phi ; A, \tau, \theta)$ is a semigroup and state necessary and sufficient conditions for it to be 0-simple. We then examine in detail the structure of $S(E, k, \Phi ;$ A, $\boldsymbol{T}, \theta$ ).
3.3.1 Theorem: $S=S(E, k, \Phi ; A, \tau, \theta)$ is a semigroup with zero.

Proof: Let $(e, a, f),(g, b, h),(1, c, m) \varepsilon S \backslash\{0\}$
(a) If $\mathrm{fg}=0=\mathrm{hl}$ then $[(\mathrm{e}, \mathrm{a}, \mathrm{f})(\mathrm{g}, \mathrm{b}, \mathrm{h})](1, \mathrm{c}, \mathrm{m})=0(1, \mathrm{c}, \mathrm{m})=0$ and $(e, a, f)[(g, b, h)(1, c, m)]=(e, a, f) 0=0$.
(b) If fg $=0$ and $h l \neq 0$ then $[(e, a, f)(g, b, h)](1, c, m)=0(1, c, m)=0$. On the other hand, $(e, a, f)[(g, b, h)(l, c, m)]=(e, a, f)((h l-h)+g, x,(h l-l)$ $+m$ ) where $x$ is the appropriate middle term. However ( $\mathrm{hl}-\mathrm{h}$ ) $+\mathrm{g} \leq \mathrm{g}$ and so $f((h l-h)+g)=f g((h l-h)+g)=0$ and $(e, a, f)[(g, b, h)(l, c, m)]=0$. (c) If fg $\neq 0$ and $h l=0$ we can show in a similar manner to (b) that $[(e, a, f)(g, b, h)](1, c, m)=0=(e, a, f)[(g, b, h)(1, c, m)]$.
(d) We are now left to consider the case when fg $\neq 0$ and $\mathrm{hl} \neq 0$.

Here $[(e, a, f)(g, b, h)](1, c, m)=((f g-f)+e, u v,(f g-g)+h)(1, c, m)$ where $u=(\tau(f g-f, e))^{-1} a \theta_{f g-f} \tau(f g-f, f)$ and $v=(\tau(f g-g, g))^{-1} b \theta_{f g-g} \tau(f g-g, h)$.
Let $n=(f g-f)+e$ and $p=(f g-g)+h$. Then $[(e, a, f)(g, b, h)](1, c, m)=$
$(n, u v, p)(l, c, m)=((p l-p)+n, w x,(p l-l)+m)$ where
$w=(\tau(p l-p, n))^{-1}(u v) \theta_{p l-p} \tau(p l-p, p)$ and $x=(\tau(p l-1,1))^{-1} c \theta_{p l-1} \tau(p l-1, m)$
On the other hand, $(e, a, f)[(g, b, h)(l, c, m)]=(e, a, f)((h l-h)+g, s t,(h l-l)+m)$
where $s=(\tau(h l-h, g))^{-1} b \theta_{h l-h} \tau(h 1-h, h)$ and $t=(\tau(h l-1,1))^{-1} c \theta_{h l-1} \tau(h l-1, m)$
Let $q=(h l-h)+g$ and $r=(h l-l)+m$, Then $(e, a, f)[(g, b, h)(l, c, m)]=$
$(e, a, f)(q, s t, r)=((f q-f)+e, y z,(f q-q)+r)$ where
$y=(\tau(f q-f, e))^{-1} a \theta_{f q-f} \tau(f q-f, f)$ and $z=(\tau(f q-q, q))^{-1}(s t) \theta_{f q-q} \tau(f q-q, r)$.
The outer terms in each of these products are exactly those
obtained as outer terms in the semigroup of Corollary 3.1.3. Since associativity has been proved in this case, we can say here that the outer terms in the products $[(e, a, f)(g, b, h)](l, c, m)$ and $(e, a, f)[(g, b, h) x$ ( $1, C, m$ )] are equal. We must now prove that the middle term in each of these products is the same.

From the equality of the outer terms we have the following:$(p l-p)+n=(f q-f)+e$ and $(p l-I)+m=(f q-q)+r$.

Hence we have $(p l-p)+((f g-f)+e)=(f q-f)+e$ and so, as the addition
is associative, ( $(\mathrm{pl}-\mathrm{p} f+(\mathrm{fg}-\mathrm{f}))+e=(\mathrm{fq}-\mathrm{f})+\mathrm{e}$ so that

$$
(p l-p)+(f g-f)=f q-f \quad \ldots . . \quad 3.3 .1 \text { (i) }
$$

Operating on both sides of 3.3 .1 (i) by $f$ and using again that the addition is associative, we have

$$
(p l-p)+f g=f q \quad \text {..... } 3.3 .1 \text { (ii) }
$$

By similar consideration of $(p l-1)+m$ and $(f q-q)+r$ we have

$$
\begin{aligned}
& \mathrm{pl}-1 & =(\mathrm{fq}-\mathrm{q})+(\mathrm{hl}-1) & \ldots .
\end{aligned}
$$

First we examine the middle term wx. We have
$w x=(\tau(p l-p, n))^{-1}(u v) \theta_{p l-p} \tau(p l-p, p)(\tau(p l-1,1))^{-1} c \theta_{p l-1} \tau(p l-1, m)$.
However, $\theta_{p l-p}$ is an endomorphism of $A$ and so $(u v) \theta_{p l-p}=\left(u_{p l-p}\right) \times$ $\left(v \theta_{p l-p}\right)$ Now,
$u \theta_{p l-p}=\left[(\tau(f g-f, e))^{-1} a_{\theta_{f g-f}} \tau(f g-f, f)\right] \theta_{p l-p}$

$$
=\left((\tau(f g-f, e)) \theta_{p l-p}\right)^{-1}\left(a \theta_{f g-f}\right) \theta_{p l-p}(\tau(f g-f, f)) \theta_{p l-p} \text { as } \theta_{p l-p}
$$

is an endomorphism. However, by 3.2.1(2),

$$
\begin{aligned}
(\tau(f g-f, e)) \theta_{p l-p} & =\tau(p l-p, f g-f)_{\tau}((p l-p)+(f g-f), e)(\tau(p l-p,(f g-f)+e))^{-1} \\
& =\tau(p l-p, f g-f)_{\tau}(f q-f, e)(\tau(p l-p, n))^{-1}, \text { by } 3.3 .1(i), \text { and } \\
(\tau(f g-f, f)) \theta_{p l-p} & =\tau(p l-p, f g-f)_{\tau}(f q-f, f)(\tau(p l-p, f g))^{-1}, \text { by } 3.3 .1(i) .
\end{aligned}
$$

$$
\text { Also, by } 3.2 .1(3),\left({ }^{\left(a \theta_{f g-f}\right.}\right) \theta_{p l-p}=\tau(p l-p, f g-f) a \theta_{(p l-p)+(f g-f)}(\tau(p l-p, f g-f))^{-1}
$$

$$
=\tau(p l-p, f g-f) \quad a \theta_{f q-f}(\tau(p l-p, f g-f))^{-1} \text { by }
$$

3.3.1(ii).

Thus $u \theta_{p l-p}=\tau(p l-p, n)(\tau(f q-f, e))^{-1} a \theta_{f q-f} \tau(f q-f, f)(\tau(p l-p, f g))^{-1}$.
However, we also have $v \theta_{p l-p}=\left(\tau(f g-g, g) \theta_{p l-p}\right)^{-1}\left(b \theta_{f g-q}\right) \theta_{p l-p} \tau(f g-g, h) \theta_{p l-p}$ since $\theta_{\mathrm{pl}-\mathrm{p}}$ is an endomorphism of $A$. By 3.2 .1 (2) we have

$$
\begin{aligned}
\tau(f g-g, g) \theta_{p l-p} & =\tau(p l-p, f g-g) \tau((p l-p)+(f g-g), g)(\tau(p l-p,(f g-g)+g))^{-1} \\
& =\tau(p l-p, f g-g) \tau(f q-g, g)(\tau(p l-p, f g))^{-1}, \text { by } 3.3 .1(i i),
\end{aligned}
$$

as $(\mathrm{pl}-\mathrm{p})+\mathrm{fg}=\mathrm{fq}$ implies that $\mathrm{fq} \leq \mathrm{g}$ and so we have
$(\mathrm{pl}-\mathrm{p})+(\mathrm{fg}-\mathrm{g})+\mathrm{g}=(\mathrm{fq}-\mathrm{g})+\mathrm{g}$ and $(\mathrm{pl}-\mathrm{p})+(\mathrm{fg}-\mathrm{g})=\mathrm{fq}-\mathrm{g}$.
Also $\tau(f g-g, h) \theta_{p l-p}=\tau(p l-p, f g-g) \tau(f q-g, h)\left(\tau(p l-p,(f g-g)+h)^{-1}\right.$
by the same argument as above and so
$\left.\tau(f g-g, h) \theta_{p l-p}=\tau t p l-p, f g-g\right) \tau(f q-g, h)(\tau(p l-p, p))^{-1}$
Also $\left(b \theta_{\text {Iq-g }}\right) \theta_{p l-p}=\tau(p l-p, f g-g) b \theta_{(p l-p)+(f g-g)}(\tau(p l-p, f g-g))^{-1}$, by
$=\tau(p l-p, f g-g) b \theta_{f q-g}(\tau(p l-p, f g-g))^{-1}$
Thus $v \theta_{p l-p}=\tau(p l-p, f g)(\tau(f q-g, g))^{-1}{ }_{b \theta_{f q-g}} \tau(f q-g, h)(\tau(p l-p, p))^{-1}$ and so $w x=(\tau(f q-f, e))^{-1} a \theta_{f q-f} \tau(f q-f, f)(\tau(f q-g, g))^{-1} b \theta_{f q-g} \quad X$ $\tau(f q-g, h) \underbrace{(\tau(p l-1,1))^{-1} c \theta_{p l-1} \tau(p l-1, m) .}$

A similar treatment of yz yields

$$
\begin{aligned}
& y z=(\tau(f q-f, e))^{-1} a \theta_{f q-f} \tau(f q-f, f)(\tau(p l-h, g))^{-1} b \theta_{p l-h} \tau(p l-h, h)(\tau(p l-1,1))^{-1} \\
& \times \quad \mathrm{c} \theta_{\mathrm{pl}-1}{ }^{\tau(\mathrm{pl}-1, \mathrm{~m})} .
\end{aligned}
$$

For wx to be equal to yz and so to have the required result it is enough to show that $p l-h=f q-g$. We have from (3.3.1 (iv)) that $p l=$ $(\mathrm{fq}-\mathrm{q})+\mathrm{hl}=(\mathrm{fq}-\mathrm{q})+((\mathrm{hl}-\mathrm{l})+\mathrm{l})=((\mathrm{fq}-\mathrm{q})+(\mathrm{hl}-\mathrm{h}))+\mathrm{h}$ as the addition is associative. Hence $p l \leq h$ and $p l-h=(f q-q)+(h l-h)$. However $f q=$ $(f q-q)+q=(f q-q)+((h l-h)+g)=((f q-q)+(h l-h))+g$, as the addition is associative. Thus $f q \leq g$ and $f q-g=(f q-g)+(h l-h)$ and we have the required result.

We examine now the question of the 0 -simplicity of $S(E, k, \Phi$;
A, $\tau, \theta)$.
3.3.2 As in [1, Section 2.7] we make the following definition. In a semilattice $E$ with zero, an element $f \varepsilon E^{*}$ is said to be primitive if $e \leq f$ implies $e=0$ or $e=f$.
3.3.3 Theorem: (a) If $E$ is a 0-uniform semilattice with no primitive idempotents then $S=S(E, k, \Phi ; A, \tau, \theta)$ is 0-simple.
(b) If E is a 0-uniform semilattice with a primitive idempotent then $S=S(E, k, \Phi ; A, \tau, \theta)$ is 0 -simple if and only if $A$ is simple.

Proof: (a) Let $(e, a, f),(g, b, h) \varepsilon S \backslash\{0\}$. Since $E$ contains no primitive idempotents, there exists $1 \varepsilon E^{*}$ with $1<e$. Let $v=$ $(\tau(1-e, e))^{-1} a \theta_{1-e} \tau(1-e, f)$. Since $1-e \neq k, a \theta_{1-e} \varepsilon H_{1}$ and so $v \varepsilon H_{1}$. Consider $(g, b, l)(e, a, f)\left((1-e)+f, v^{-1}, h\right)=(g, b v,(l-e)+f)\left((l-e)+f, v^{-1}, h\right)=$ $\left(\mathrm{g}, \mathrm{bvv}^{-1}, \mathrm{~h}\right)=(\mathrm{g}, \mathrm{b}, \mathrm{h})$. Thus the semigroup S is 0-simple.
(b) Suppose that $S$ is 0 -simple. Let $a, b \in A$. Then, if $e \varepsilon E^{*}$, $(e, a, e),(e, b, e) \varepsilon S \backslash\{0\}$ so that there exist $(f, c, g)$ and $(h, d, 1) \varepsilon S \backslash\{0\}$
such that $(e, a, e)=(f, c, g)(e, b, e)(h, d, l) . \quad$ However, $E$ has $a$ primitive idempotent and so, as E is 0 -uniform, every idempotent in $E^{*}$ is primitive. Now ge $\leq e$ and so ge $=0$ or ge $=e . \quad$ Since $(e, a, e) \neq 0$, ge $\neq 0$ and so ge $=e$. Thus $g \leq e$ so that $g=0$ or $g=e . \quad$ Since $g e E^{*}$, $g=e . \quad$ By a similar argument we have $h=e$. The outer components of the product $(f, c, e)(e, b, e)(e, d, l)$ are $f$ and l. However since the product is equal to (e,a,e) we have $f=l=e$. Thus (e,a,e) $=$ $(e, c, e)(e, b, e)(e, d, e)=(e, c b d, e)$ so that $a=c b d$ and $A$ is simple.

Conversely assume that $A$ is simple. Let $(e, a, f),(g, b, h) \varepsilon$ si\{0\}. Since $A$ is simple there exist $c, d \varepsilon A$ such that $a=c b d$. Consider the product $(e, c, g)(g, b, h)(h, d, f)=(e, c b, h)(h, d, f)=(e, c b d, f)=(e, a, f)$. Thus S is 0-simple.

In the following theorem we examine in detail the semigroup $S(E, k, \Phi ; A, \tau, \theta)$.
3.3.4 Theorem: Let $S=S(E, k, \bar{\Phi} ; A, \tau, \theta)$. Then

1. (e,a,f) is an idempotent in $S \backslash\{0\} \Leftrightarrow e=f$ and $a=a^{2}$
2. $S$ is regular $\Leftrightarrow A$ is regular
3. $S$ is inverse $\Leftrightarrow A$ is inverse
4. $((e, a, f),(g, b, h)) \in \mathcal{L}_{S} \Leftrightarrow f=h$ and $(a, b) \in \mathcal{L}_{A}$ $((e, a, f),(g, b, h)) \in R_{S} \Leftrightarrow e=g$ and $(a, b) \in R_{A}$ $((e, a, f),(g, b, h)) \in \mathscr{H}_{S} \Leftrightarrow e=g, f=h$ and $(a, b) \in \mathscr{F}_{A}$ $((e, a, f),(g, b, h)) \in \theta_{S} \Leftrightarrow \quad(a, b) \in \mathscr{A}_{A}$.
5. $W$ is a congruence on $S \quad \Leftrightarrow<\mid$ is a congruence on $A$.
6. If $A$ is an inverse semigroup then, for $a, b \in E_{A^{\prime}}$ $(e, a, e) \leq(f, b, f) \Leftrightarrow(e=f$ and $a \leq b)$ or $e<f$.
7. If $A$ is an inverse semigroup then, for $a, b \in E_{A^{\prime}}$, $\{((e, a, e),(f, b, f)) \in \mathcal{\theta} \Leftrightarrow a=b\}$ holds $\Leftrightarrow A$ is $a$ semilattice of groups.

Proof: 1. Let $(e, a, f) \varepsilon \operatorname{Si}\{0\}$ with $(e, a, f)=(e, a, f)(e, a, f)$. Then ef $\neq 0$ and $(e, a, f)=((f e-f)+e, u v,(f e-e)+f)$ where $u=(\tau(f e-f, e))^{-1} a \theta_{f e-f} \tau(f e-f, f)$ and $v=(\tau(f e-e, e))^{-1} a \theta_{f e-e^{\tau}}^{\tau(f e-e, f)}$. Thus $e=(f e-f)+e$ and $f=(f e-e)+f$ so that $k=f e-f=f e-e$ and so $f=f e=e . \quad$ From this we have $u=v=a$ and so $u v=a^{2}$. Thus $a=a^{2}$. Conversely, consider $(e, a, e)(e, a, e)$, where $a=a^{2}$ in $A$ and $e \varepsilon E^{*}$. We have $(e, a, e)(e, a, e)=\left(e, a^{2}, e\right)=(e, a, e)$ so that $(e, a, e)$ is an idempotent in $S \backslash\{0\}$.
2. Assume that $S$ is regular. Let $a \varepsilon A$. We have $(e, a, e) \varepsilon S$ and so, since $S$ is regular, there exists $(f, b, g) \varepsilon S$ such that $(e, a, e)=$ $(e, a, e)(f, b, g)(e, a, e)$. From this we see that $(e, a, e)(f, b, g) \neq 0$ and is an idempotent in S. Thus, by Theorem 3.3.4 (1), we know the form of $(e, a, e)(f, b, g)$. However, $(e, a, e)(f, b, g)=(e f, u v,(e f-f)+g$ ) where $u=$ $(\tau(e f-e, e))^{-1} a \theta_{\left.e f-e^{\tau(e f-e, e}\right)}$ and $v=(\tau(e f-f, f))^{-1} b \theta_{e f-f^{\tau}}(e f-f, g)$. Hence ef $=(e f-f)+g$, and we have $(e, a, e)(f, b, g)(e, a, e)=(e f, u v, e f)(e, a, e)=$ (ef, (uv)w,ef) where $w=(\tau(e f-e, e))^{-1} a{\underset{e f-e}{\theta}}_{\tau(e f-e, e)}$. However, $(e, a, e)(f, b, g)(e, a, e)=(e, a, e)$ so that $e=e f$, and $u v w=a$. If ef $=e$ then $u=a=w$ so that $a v a=a$ and we have that $A$ is regular.

Conversely, assume that $A$ is regular. Let $(e, a, f) \varepsilon S \backslash\{0\}$. Since A is regular, there exists $b \in A$ such that $a b a=a$. We consider $(e, a, f)(f, b, e)(e, a, f)=(e, a b, e)(e, a, f)=(e, a b a, f)=(e, a, f)$ and we have that $S$ is regular.
3. Assume that $S$ is inverse. Then $S$ is regular and so, by Theorem 3.3.4 (2), A is regular. To show that $A$ is inverse we need only, by (1.1.4), show that any two idempotents in $A$ commute. Let $a$ and $b$ be idempotents in $A$. Then, by Theorem 3.3.4 (1), (e,a,e) and $(e, b, e)$ are idempotents in $S$. Thus, since $S$ is inverse, $(e, a, e) X$ $(e, b, e)=(e, b, e)(e, a, e)$, and so $(e, a b, e)=(e, b a, e)$ and we have $a b=b a$.

Conversely, assume that A is inverse. Then, by Theorem 3.3.4 (2), $S$ is regular. Let ( $e, a, e$ ) and ( $f, b, f$ ) be idempotents in $S$. By Theorem 3.3.4 (l), a and b are idempotents in A. Now, $(e, a, e)(f, b, f)=$ (ef,uv,ef) where $u=(\tau(e f-e, e))^{-1} a \theta$ ef-e $\tau(e f-e, e)$ and $v=(\tau(e f-f, f))^{-1} X$ $b_{e f-f^{\tau}}(e f-f, f)$. Also $(f, b, f)(e, a, e)=(e f, v u, e f)$. However $a \theta_{e f-e}$ and ${ }^{\mathrm{b}} \theta_{\text {ef-f }}$ are idempotents in $A$, so that $u$ and $v$ are idempotents in $A$. Hence, since $A$ is inverse, $u v=v u$ and so $(e, a, e)(f, b, f)=(f, b, f)(e, a, e)$ and $S$ is inverse.
4. Let $(e, a, f),(g, b, h) \varepsilon S$ with $((e, a, f),(g, b, h)) \in \mathcal{L}$. Then there exist $(1, c, m),(n, d, p) \& S$ such that $(1, c, m)(e, a, f)=(g, b, h)$ and $(n, d, p)(g, b, h)=(e, a, f)$. From these we have that $(g, b, h)=$ $((m e-m)+1, u v,(m e-e)+f)$ where $u=(\tau(m e-m, 1))^{-1} c \theta_{m e-m} \tau(m e-m, m)$ and $v=(\tau(m e-e, e))^{-1} a \theta_{\text {me }} e^{\tau(m e-e, f)}$. Since $h=(m e-e)+f$ we have that $h \leq f$. By considering ( $n, d, p$ ) $(g, b, h)=(e, a, f)$ we can show similarly that $f \leq h$ and so $f=h$. Hence me-e $=k$ and $v=a$ so that $b=u a$. Similarly, by considering $(n, d, p)(g, b, h)=(e, a, f)$ we have $u^{1} b^{\prime}=a_{n}$ ford $u^{\prime} \in A$, so $(a, b) \varepsilon \mathscr{L}$.

Conversely, let $(e, a, f),(g, b, f) \varepsilon S$ with $(a, b) \varepsilon \mathcal{L}$. Then there exist $c, d \in A$ such that $c a=b$ and $d b=a$. Considering ( $g, c, e)(e, a, f)=$ $(g, c a, f)=(g, b, f)$ and $(e, d, g)(g, b, f)=(e, d b, f)=(e, a, f)$ we see that $((e, a, f),(g, b, f)) \varepsilon \mathcal{L}$.

The result for $R$ can be proved in a similar manner and the result for $\mathscr{H}_{\text {then }}$ follows immediately.

Let $(e, a, f),(g, b, h) \varepsilon S$ and suppose that $((e, a, f),(g, b, h)) \varepsilon d \theta$ Then there exists $(m, c, n) \varepsilon S$ such that $((e, a, f),(m, c, n)) \varepsilon R$ and $((m, c, n),(g, b, h)) \varepsilon \mathscr{L}$. From the above results we have $(a, c) \varepsilon \mathbb{R}$ and $(c, b) \varepsilon \mathscr{L}$ so that $(a, b) \varepsilon \mathscr{O}$.

Conversely, let $(e, a, f),(g, b, h) \varepsilon S$ with $(a, b) \in \mathcal{D}$. Then there exists $c \in A$ such that $(a, c) \in Q$ and $(c, b) \varepsilon \mathcal{L}$. Hence, from the above results, $((e, a, f),(e, c, h)) \varepsilon \mathcal{R}$ and $((e, c, h),(g, b, h)) \varepsilon \mathscr{L}$ so that $((e, a, f),(g, b, h)) \varepsilon \mathcal{O}$.
5. Assume that is a congruence on $S$. Let $a, b \in A$ with (a,b) $\varepsilon \mathcal{H}$ and let $c, d \in A$. By Theorem 3.3.4(4), we have that $((e, a, e),(e, b, e)) \varepsilon \not \mathscr{y}$ and, as $\neq \nmid$ is a congruence on $S, \quad((e, c, e)(e, a, e)$, $(e, c, e)(e, b, e)) \varepsilon \not \psi \mid$. However $(e, c, e)(e, a, e)=(e, c a, e)$ and $(e, c, e)(e, b, e)=(e, c b, e)$ so that, by Theorem 3.3.4 (4), we have (ca,cb) $\varepsilon \neq$. Similarly, by considering ( $(e, a, e)(e, d, e),(e, b, e)(e, d, e))$ we have $(a d, b d) \varepsilon \neq d$ and so is a congruence on $A$.

Conversely, assume that is a congruence on $A$. Let ( $e, a, f$ ), $(e, b, f) \varepsilon S$ with $((e, a, f),(e, b, f)) \varepsilon f \not$. Then, by Theorem 3.3.4 (4), $(a, b) \varepsilon$ WH. Let $(g, c, h),(1, d, m) \varepsilon S$. We consider $(g, c, h)(e, a, f)$ and $(g, c, h)(e, b, f)$. If he $=0$ then both products are zero and so are I/ equivalent. If he $\neq 0$ then $(g, c, h)(e, a, f)=((h e-h)+g$, uv, (he-e) $+f)$ where $u=(\tau(h e-h, g))^{-1} c \theta_{h e-h} \tau(h e-h, h)$ and $v=(\tau(h e-e, e))^{-1} a \theta_{h e-e} x$ $\tau(h e-e, f)$. Also $(g, c, h)(e, b, f)=((h e-h)+g, u w,(h e-e)+f)$ where $w=(\tau(h e-e, e))^{-1}{ }^{b} \theta_{h e-e} \tau(h e-e, f)$. Since $(a, b) \varepsilon \not y$ we also have $\left(a \theta_{\text {he-e }}, b \theta_{\text {he-e }}\right) \varepsilon \notin \mathbb{A}$ as $\theta_{\text {he-e }}$ is an endomorphism of $A$. Hence, as $\mid\{\mid$ is a congruence on $A,(v, w) \varepsilon \mathcal{H}$ and so ( $u v, u w$ ) $\varepsilon$. Applying Theorem 3.3.4(4), we now have $((g, c, h)(e, a, f),(g, c, h)(e, b, f)) \varepsilon \neq f l$. It can be shown similarly that $((e, a, f)(1, d, m),(e, b, f)(1, d, m)) \varepsilon \neq$ and so $\mathscr{A} /$ is a congruence on $S$.
6. Let ( $e, a, e$ ) and ( $f, b, f$ ) be idempotents in $S$. Since $A$ is inverse, $S$ is inverse, by Theorem 3.3.4 (3), and so the set of idempotents of $s$ forms a semilattice. Assume that ( $e, a, e) \leq(f, b, f)$.

Then $(e, a, e)=(e, a, e)(f, b, f)=(e f, u v, e f)$ where $u=(\tau(e f-e, e))^{-1} a \theta e_{\left.e f-e^{\tau(e f-e, e}\right)}$ and $v=(\tau(e f-f, f))^{-1} b \theta \theta_{e f-f^{\tau}}(e f-f, f)$.

Hence $e=e f$ and so $e \leq f$, and also $a=u v$. If $e=f$ then $u=a$ and $v=b$ so that $a=a b$ and $a \leq b$. Thus $e<f$ or $e=f$ and $a \leq b$. Conversely assume that $(e, a, e),(f, b, f)$ are idempotents in $S$ with $e<f$. Then $(e, a, e)(f, b, f)=(e, a x, e)$ where $x=(\tau(e-f, f))^{-1} x$ $b \theta_{e-f} \tau(e-f, f)$. As $e<f, e-f \neq k$ and so $b \theta_{e-f}=1$ and $x=1$. Thus $(e, a, e)(f, b, f)=(e, a, e)$. If $e=f$ and $a \leq b$ then $(e, a, e)(f, b, f)=$ $(e, a b, e)=(e, a, e)$. Hence in either case $(e, a, e) \leq(f, b, f)$.
7. Suppose that $S$ is such that, when $a, b \in E_{A^{\prime}} \quad((e, a, e)$, $(f, b, f)) \in \mathcal{H} \Leftrightarrow a=b$. Let $c \in A$. Then $\left(c^{-1}, c^{-1} c\right) \in \notin \operatorname{in}$ $A$ and so, by Theorem 3.3.4 (4), ((e, cc $\left.\left.{ }^{-1}, e\right),\left(f, c^{-1} c, f\right)\right) \in \mathcal{A}$, where $e, f \in E^{*}$. Hence $C C^{-1}=C^{-1} c$ and so by (1.2.12), since $A$ is inverse, A is a semilattice of groups.

Conversely let A be a semilattice of groups. Clearly if $a \in E_{A}$, by Theorem 3.3.4 (4), ( $\left.(e, a, e),(f, a, f)\right) \in \mathscr{H}$ for $e, f \in E^{*}$. If $a, b \in E_{A}$ and $((e, a, e),(f, b, f)) \in \theta^{\prime}$, where $e, f \in E^{*}$, then, by Theorem 3.3.4 (4), $(a, b) \in \theta$. Thus there exists $c \in A$ such that $c c^{-1}=a$ and $c^{-1} c=b$. However $A$ is a semilattice of groups and is inverse so that by (1.2.12) $c c^{-1}=c^{-1} c$ and so $a=b$.
3.3.5 If we now examine more closely those semigroups of the form $S(E, k, \Phi ; A, \tau, \theta)$ where $A$ is a centric inverse monoid and $E$ has a primitive idempotent then by Theorem 3.3.3(b) we require that $A$ is simple so that $S(E, k, \Phi ; A ; \tau, \theta)$ is a 0 -simple inverse semigroup. However, by [1, Theorem 4.5] A, in this case, is itself completely simple and so by [1, Section 2.7] has a primitive idempotent. Applying Theorem 3.3.4 (6), we readily have that $S(E, k, \Phi ; A, \tau, \theta)$ has a primitive adempotent so that $S$ itself is completely 0-simple. However, in [1, Theorem 3.5] the Rees Theorem determining the structure of completely 0-simple semigroups is stated.

### 3.4 Factorisation of a semilattice $E_{S}$ compatible with the $\mathcal{A}$ structure of $S$

3.4.1 Let $S$ be an inverse semigroup with zero, and semilattice $E$. Then $E$ is said to admit a factorisation compatible with the $\mathcal{\theta}$-structure of $S$ if:- (i) $E^{*}$ is order isomorphic to $F^{*} \times Y$ where $F$ is a semilattice with zero and $Y$ is a semilattice with identity, and where $(f, \alpha) \leq(g, \beta)$ in $F^{*} \times Y<=>(f=g$ and $\alpha \leq \beta$ ) or $f<g$.
(ii) if $e, f \in E^{*}$ and, under the order isomorphism of (i), $e \rightarrow(g, \alpha)$ in $F^{*} \times Y$ and $f \rightarrow(h, \beta)$ in $F^{*} \rightarrow Y$, then $(e, f) \varepsilon \hat{\theta}_{S}<=\alpha=\beta$ in $Y$.
3.4.2 This is a formalisation of the situation described in Theorem 3.3.4 (1), (6) and (7). We thus have that if A is an inverse monoid which is a semilattice of groups then $S=S(E, k, \mp ; A, \tau, \theta)$ is such that $\mathrm{E}_{\mathrm{S}}$ admits a factorisation compatible with the $\mathcal{F}$-structure of S . In fact $E_{S} \backslash\{0\} \cong E^{*} \times E_{A}$.
3.4.3 Theorem: Let $S$ be a 0 -simple inverse semigroup with semilattice E which admits a factorisation compatible wi th the $\mathcal{D}$-structure of s . as in 3.4.1.
Let E* be order isomorphic to $F * \times Y_{n}$ Then $F$ is a 0 -uniform semilattice.

Proof: Let 1 denote the identity of $Y$ and take $E^{*}=F^{*} \times Y$. We show firstly that $\bar{F}=\left\{(e, 1): e \varepsilon F^{*}\right\} \cup\{0\} i s$ a semilattice isomorphic to $F$. Since $\bar{F} \subset E, \bar{F}$ is a partially ordered set. Let $(e, 1),(f, 1) \in \bar{F}$. Then, if ef $\neq 0$, $(e f, 1) \in \bar{F}$. However $(e f, 1) \leq(e, 1),(f, 1)$ so that $(e f, 1)$ $\leq(e, 1)(f, 1)$ this latter product being defined in $E$. Let $(e, 1)(f, 1)=$ $(x, \alpha)$, say. Then $(x, \alpha) \leq(e, 1),(f, l)$ and so $x \leq e, f$ and $x \leq e f$. Thus $(x, \alpha) \leq(e f, 1)$ so that $(e, 1)(f, 1)=(e f, 1)$. If ef $=0$ then $(e, 1)(f, 1)$ $=0$ also. Hence $\bar{F}$ is a semilattice. The mapping $(e, 1) \rightarrow e$ and $0 \rightarrow 0$ is a semilattice isomorphism from $\overline{\mathrm{F}}$ onto F .

Let $e, f \in F^{*}$. Then $((e, 1),(f, 1)) \in \mathcal{A}$ and so $D_{(e, 1)}=$
$D_{(f, 1)}$. Let $B=D_{(e, 1)} \cup\{0\}$ for $e \varepsilon F^{*}$. Because of the
factorisation of $E$ compatible with the $\mathcal{F}$-structure of $\mathrm{S}, \mathrm{D}(\mathrm{e}, 1)=$
$\bigcup_{\varepsilon F^{*}}^{R}(f, 1)=\bigcup_{f F^{*}} L_{(f, 1)}$. Hence $B=\left(\bigcup_{f_{\varepsilon} F^{*}}^{R}(f, 1)\right) \cdot u\{0\}=$ ${ }_{f}\left(\mathbb{U} F^{*}(f, I)\right.$ ) U\{ 0$\}$. Let $x, y \in B \backslash\{0\}$. Then there exist $f, g \varepsilon F^{*}$ $\operatorname{such}$ that $(x,(f, 1)) \varepsilon \mathcal{L}$ and $(y,(g, 1)) \varepsilon \mathcal{Q}$. Thus $S x=S(f, 1)$ and $y S=(g, 1) S$. From this we have $S x y=S(f, l) y$ and $(f, l) y S=(f, 1)(G, 1) S$. From the first part of the theorem we thus have $x y=0$ or $(x y,(f g, 1)) \in \mathcal{D}, f g \neq 0$. Clearly in either case $x y \varepsilon B$ and so $B$ is a subsemigroup of $S$. If $x_{\varepsilon} B \backslash\{0\}$ then we have immediately that $X^{-1} \varepsilon B$ and so $B$ is an inverse subsemigroup of $S$. The semilattice of $B$ is $\bar{F}$. Let $(e, l),(f, l) \varepsilon \bar{F}$ Then, as $((e, l),(f, l)) \varepsilon \mathcal{D}_{S}$ there exists $x \in S$ such that $(e, 1)=x x^{-1}$ and $(f, 1)=x^{-1} x$, from [6, Lemma 1.1]. However $x_{\varepsilon} R_{(e, I)}$ and so $x \in B$. Thus $((e, 1),(f, 1)) \varepsilon \not \mathcal{\theta}_{B}$. Hence by [6, Lemma 1.1] $B$ is 0-bisimple and so, by [10, Theorem 1.2], $\bar{F}$ is 0 -uniform and $F$ is also 0-uniform.

### 3.5 The structure of a type of 0-simple inverse semigroup

3.5.1 In this section we set out to show that a certain type of 0 simple inverse semigroup whose semilattice admits a factorisation compatible with the $\mathcal{S}$-structure of the semigroup is of the form described in sections 3.2 and 3.3. We break the proof into two main sections: the first consists of showing that is a congruence on a semigroup of the type being considered and then examining $\mathrm{S} /$ dot; the second consists of examining the semigroup itself. 3.5.2 Before stating the first theorem we recall from (1.3.1) that $\mu$ denotes the maximal idempotent separating congruence on an inverse semigroup S. Also, from [6, Lemma 3.1] and [6, Lemma 1.2], if $S$
is an inverse semigroup, then $S / \mu \cong S \theta$ where the homomorphism $\theta: S \rightarrow T_{E_{S}}$ is such that $a \theta=\theta_{a}: E_{S} a a^{-1} \rightarrow E_{S} a^{-1} a$, with $e \theta_{a}=a^{-1} e a$ for all $e \varepsilon E_{S} a^{-1}$, is an isomorphism.
3.5.3 Theorem: Let $S$ be a 0-simple inverse semigroup whose semilattice E admits a factorisation compatible with the $\mathbb{D}$-structure this factorisation be given by of $S$. $\operatorname{Let}_{\Lambda^{E *}}=F * \times Y$ where $F$ contains a non zero principal ideal whose group of order automorphisms is trivial. Then $7 d$ is a congruence on $S$.

Proof: We have by Theorem 3.4.3 that F is a 0-uniform semilattice. Hence every non zero principal ideal of $F$ has a trivial group of order automorphisms. From this we can deduce that, if $x, y \varepsilon F$, there exists a unique isomorphism from Fx onto Fy. As in (1.3.10) and (1.3.11) denote this mapping by $\xi_{x, y}$ and so we have $T_{F}=$ $\left\{\xi_{x, y}: x, y \in F^{*}\right\} \cup\{0\}$ with multiplication as described in (1.3.11). We wish to show that $\mathcal{A}$ is a congruence on $S$. By (1.3.1) we have $\mu \subseteq \mathcal{H}$ so that to prove $\nVdash$ is a congruen ce we need only show that $\mathbb{H} \subseteq \mu$. Let $a, b \in \int\left\{0\right.$ bith $(a, b) \in$ If. Then $a a^{-1}=b b^{-1}=$ $(x, \alpha),($ say $)$, and $a^{-1} a=b^{-1} b=(y, \alpha),($ say $)$ : the $Y$-components of the idempotents are equal since $\left(a a^{-1}, a^{-1} a\right) \varepsilon \theta$. Thus $\theta_{a}: E(x, \alpha) \rightarrow E(y, \alpha)$ and $\theta_{b}: E(x, \alpha) \rightarrow E(y, \alpha)$.

The following lemma facilitates the completion of the proof.
3.5.4 Lemma: Let $S$ be a 0-simple inverse semigroup as described in

Theorem 3.5.3. For a $\varepsilon$ S 3 of with $\theta_{a}: E(x, \alpha) \rightarrow E(y, \alpha),(Z, \eta) \theta_{a}=$
$\left(Z \xi_{x, Y}, \eta\right)$ for all $(Z, \eta) \in E(x, \alpha)$.
Proof: We note that if $p \varepsilon E^{-1}$ then $(p, p a) \varepsilon \mathcal{R}^{-1}$ as pa(pa) ${ }^{-1}=$ $\mathrm{paa}^{-1} \mathrm{p}^{-1}=\mathrm{pp}{ }^{-1}$. Also $\left(\mathrm{pa}, \mathrm{a}^{-1} \mathrm{pa}\right) \varepsilon \mathcal{L}$ as $\left(\mathrm{a}^{-1} \mathrm{pa}\right)^{-1}\left(\mathrm{a}^{-1} \mathrm{pa}\right)=$ $a^{-1} p^{-1} a a^{-1} p a=a_{p}^{-1} p_{p a}^{-1}=(p a)^{-1} p a$. Thus $\left(p, a^{-1} p a\right)=\left(p, p \theta_{a}\right) \varepsilon \not A$.

Hence if $(Z, \eta) \varepsilon E(x, \alpha)$ then $\left((Z, \eta),(Z, \eta) \theta_{a}\right) \varepsilon \mathcal{A}$ and so, from the $\bar{D}$-compatibility of the factorisation of $E$, we have $(Z, \eta) \theta_{a}=$ $(w, \eta)$ (say). We note that $E(x, \alpha)=U_{\eta \in Y}\{(p, \eta): p \geqslant x\} \cup U{ }_{Y}\{(p, \delta):$ $\mathrm{p}<\mathrm{x}\}$. $n \leq \alpha \quad \delta \notin \alpha$

For $\eta \in Y$ define $\alpha_{\eta}$ on $F x$ as follows:-

$$
x_{\alpha_{\eta}}=y, \quad 0_{\alpha_{\eta}}=0 \text { and, if } p<x,\left(p \alpha_{\eta}, \eta\right)=(p, \eta) \theta_{a}
$$

It is easily checked that $\alpha_{\eta}: F x \rightarrow F y$ is an isomorphism so that $\alpha_{\eta}=$ $\xi_{X, Y}$ and we have the result.

Returning to the theorem we have that, for all $(p, \eta) \varepsilon E(x, \alpha)$ $(p, \eta) \theta_{a}=\left(p \xi_{x, y}, \eta\right)=(p, \eta) \theta_{b}$ and so $\theta_{a}=\theta_{b}$. From [6, Lemma 3.1] we now have $(a, b) \varepsilon \mu$ and the result follows.
3.5.6 Theorem: Let $S$ be a 0-simple inverse semigroup whose semilattice $E$ admits a factorisation compatible with the $\theta$-structure of
this factorisation be giver by
S. Let $E^{* *}=F^{*} \times Y$ where $F$ contains a non zero principal ideal whose group of order automorphisms is trivial. Then $s / \gamma \nmid i s$ of the form $S(F, k, \Phi ; Y, \tau, \psi)$.

First, by Theorem $3.4,3, F$ is 0 -uniform.
Proof: $\cap$ As' noted in Theorem 3.5.3 we have $T_{F}=\left\{\xi_{X, Y}: x, Y \varepsilon \quad F *\right\}\{0\}$ with multiplication as in (1.3.11). Fix k $\varepsilon \mathrm{F}^{*}$ and define $\Phi(f)$ to be $\xi_{k, f}$ for allfe $F^{*}$. Clearly $\Phi$ is an addition on $F$ with identity $k$. We consider whether the addition is associative. Let e,f $\varepsilon \mathrm{F}^{+}$, where $F^{+}=\left\{x \in F^{*}: x \leq k\right\}$, and $g \varepsilon F^{*}$, then $(e+f)+g=\left(e \xi_{k, f}\right) \xi_{k, g}=$ $e\left(\xi_{k, f}\right) \xi_{k, g}=\left(e \xi_{k, f \xi_{k, g}}\right)=e \xi_{k, f+g}=e+(f+g)$, which shows that the addition is associative.

By Theorem 3.5.3, $\nsim$ is a congruence on $S$ and so by [6, Lemma 3.1] $S / \neq S / \mu \cong S \theta$ where $\theta$ is as defined in (3.5.2). Define a mapping $\phi: S \theta \rightarrow F * \times Y \times F * \cup\{0\}$ as follows:-

$$
\begin{aligned}
& 0 \phi \quad=0 \\
& \left(\theta_{a}\right) \phi=(e, \alpha, f) \text { where } a a^{-1}=(e, \alpha) \text { and } a^{-1} a=(f, \alpha), \text { for } a \neq 0 .
\end{aligned}
$$

This mapping is well-defined; for if $\theta_{a}=\theta_{b}$ then, by $\left[6\right.$, Lemma 3.1], $(a, b) \varepsilon \sqrt[V]{ }$ and $a a^{-1}=b b^{-1}$ and $a^{-1} a=b^{-1} b$. Also if $\theta_{a} \cdot \theta_{b} \varepsilon S \theta$ with $\left(\theta_{a}\right)_{\phi}=\left(\theta_{b}\right)_{\phi}$ then $a a^{-1}=b b^{-1}$ and $a^{-1}=b^{-1} b$ so that $(a, b) \varepsilon$ fland $(a, b) \varepsilon \mu$. Hence, by $\left[6\right.$, Lemma 3.1], $\theta_{a}=\theta_{b}$. If $(e, \alpha, f) \varepsilon F^{*} \times Y \times F^{*}$ then $((e, \alpha),(f, \alpha)) \varepsilon \mathcal{A}$ in $S$ by the $\mathcal{O}$ compatibility of the factorisation of $E$. Hence there exists a $\varepsilon S$ such that $((e, \alpha), a) \varepsilon q$ and $((f, \alpha), a) \varepsilon \mathcal{Z}$. From this we have a $a^{-1}$ $=(e, \alpha)$ and $a^{-1}=(f, \alpha)$ and $\left(\theta_{a}\right) \phi=(e, \alpha, f)$. Combining all this information we have that $\phi$ is a bijection on $S \theta$.

Define $\tau, \psi$ by $\tau^{\tau}(f, g)=1$ for all $(f, g) \in f^{\top} \times f^{*}$ and $\alpha \psi_{e}=1$ for all $\alpha \in Y$, e $\in \epsilon^{*}$, $e \neq k$. To complete the proof we must examine $\left(\theta_{a} \theta_{b}\right) \phi$ and $\left(\theta_{a}\right) \phi\left(\theta_{b}\right) \phi$ for $\theta_{a}, \theta_{b} \in \operatorname{s} \theta_{,} \wedge$ Let $\left(\theta_{a}\right) \phi=(e, \alpha, f)$ and $\left(\theta_{b}\right) \phi=(g, \beta, h)$. If $\mathrm{fg}=0$ then in $\mathrm{S}(\mathrm{F}, \mathrm{k}, \boldsymbol{\Phi} ; \mathrm{Y}, \tau, \psi)$ we have $\left(\theta_{a}\right) \phi\left(\theta_{b}\right) \phi=0$. Also $(f, \alpha)(g, \beta)=0=a^{-1} a b b^{-1} ;$ hence $a b=0$ and $\left(\theta_{a} \theta_{b}\right) \phi=\left(\theta_{a b}\right) \phi=0$ also. If $f g \neq 0$ then, in $S\left(F, k, \Phi_{i} Y,(\psi),\left(\theta_{a}\right) \phi\left(\theta_{b}\right) \phi=(e, \alpha, f)(g, \beta, h)=\right.$ $((f g-f)+e, u v,(f g-g)+h)$ where $u=(\tau f f g-f, e))^{-1} \psi_{f g-f} \tau(f g-f, f)=$ $\alpha \psi_{f g-f}$ and $v=(\tau(f g-g ; g))^{-1} \beta \psi_{f g-g} \tau(f g-g, h)=\beta \psi_{f g-g}$, this simplification being possible as $H_{1}=\{1\}$ and so $\tau(f, g)=1$ for all $f \varepsilon \mathrm{~F}^{+}, \underline{g} \in \mathrm{~F}^{*}$, where 1 is the identity element of $Y$. There are four possible situations:-
(i) $f=g$ and so $u v=\alpha \beta$
(ii) $f<g$ and so $u v=\alpha l=\alpha$
(iii) $f>g$ and so $u v=1 \beta=\beta$
(iv) $f$ and $g$ are incomparable and so $u v=1$.

On the other hand, consider $\left(\theta_{a} \theta_{b}\right) \phi$. We have $\Delta\left(\theta_{a} \theta_{b}\right)=(E(f, \alpha)(g, \beta)) \theta_{a}^{-1}=$ $(E(f, \alpha)(g, \beta)) \theta_{a^{-1}}=E((f, \alpha)(g, \beta)) \theta_{a}-1$ by $[6$, Lemma 2.1]. Similarly $\nabla\left(\theta_{a} \theta_{b}\right)=E((f, \alpha)(g, \beta)) \theta_{b}$. In case (i) $(f, \alpha)(g, \beta)=(f, \alpha, \beta)$; in case (ii) $(f, \alpha)(g, \beta)=(f, \alpha)$; in case (iii) $(f, \alpha)(g, \beta)=(g, \beta)$; in case (iv) $(f, \alpha)(g, \beta)=(f g, 1)$. Thus in each case $\Delta\left(\theta_{a} \theta_{b}\right)=$
$E(f g, \gamma) \theta_{a-1}$ and $\nabla\left(\theta_{a} \theta_{b}\right)=E(f g, \gamma) \theta_{b}$ where $\gamma=\alpha \beta, \alpha, \beta$ or 1 as appropriate. Applying Lemma 3.5.4 we have that $\Delta\left(\theta \theta_{b}\right)=$ $E\left(f g \xi_{f, e}, \gamma\right)$ and $\nabla\left(\theta_{a} \theta_{b}\right)=E\left(f g \xi_{g, h}, \gamma\right)$. However $f g \xi_{f, e}=f g \xi_{f, k} \xi_{k, e}$ $=f g \xi_{k, f}^{-1} \xi_{k, e}=(f g-f)+e$ and $f g \xi_{g, h}=f g \xi_{g, k} \xi_{k, h}=f g \xi_{k, g}^{-1} \xi_{k, h}=$ $(f g-g)+h$, and we have $\left(\theta_{a} \theta_{b}\right) \phi=((f g-f)+e, \gamma,(f g-g)+h)$ where $\gamma=\alpha \beta$ in case (i), $\gamma=\alpha$ in case (ii), $\gamma=\beta$ in case (iii) and $\gamma=1$ in case (iv). Hence $\left(\theta_{a} \theta_{b}\right) \phi=\left(\theta_{a}\right) \phi\left(\theta_{b}\right) \phi$ and we have that $\phi$ is an isomorphism.

We now make the step from obtaining the structure of $s\langle y \neq$ to obtaining the structure of $S$.
3.5.7 Theorem Let $S$ be a o-simple inverse semigroup whose semilattice thisfuctonisation be E admits a factorisation compatible with the $\mathcal{H}$-structure of $S$. Let $\wedge$ given by
$\wedge E^{*}=F * \times Y$ where $F$ has a non zero principal ideal whose group of order automorphisms is trivial. Then $S \cong S(F, k, \Phi ; A, \tau, \psi)$ where $A$ is a centric inverse monoid with semilattice $Y$.

By Theorem 3.4.3, $F$ is 0 -uniform.
Proof: $\cap$ Take $k \varepsilon F^{*}$ to be as in Theorem 3.5.6 and define the addition $\Phi$ as in Theorem 3.5.6. Let 1 denote the identity element of $Y$.

For each $\alpha \in Y$ let $G_{\alpha}=H_{(k, \alpha)}$ and let $A=\underset{\alpha}{\bar{U}} Y_{\alpha} G_{\alpha}$. Then each $G_{\alpha}$ is a group by (1.2.11). Let $x, y \in A$ with $x \varepsilon G_{\alpha}$ and $y \varepsilon G_{\beta}$. Then $(x,(k, \alpha)) \varepsilon \mathscr{A}$ and $(y,(k, \beta)) \varepsilon \mathscr{A}$. However, by Theorem 3.5.3, Sot is a congruence on $S$ and so $(x y,(k, \alpha) y) \varepsilon \mathscr{L}$ and $((k, \alpha, y,(k, \alpha)(k, \beta)) \varepsilon \mathscr{y} \nmid$. Hence $(x y,(k, \alpha)(k, \beta)) \varepsilon y \neq$. But $(k, \alpha)(k, \beta)=(k, \alpha \beta)$ in $E$ and so $(x y,(k, \alpha \beta)) \varepsilon \mathcal{F}$ and $x y \varepsilon G_{\alpha \beta}$. Thus $x y \varepsilon A$ and $A$ is a subsemigroup of s. Moreqver, since $G_{\alpha} G_{\beta} \subseteq G_{\alpha \beta}, A$ is a semilatte of groups. The idempotent $(k, l) \in A$ and is an identity for the semigroup $A$ so that $A$ is a centric inverse monoid with semilattice $\{(k, \alpha): \alpha \in Y\} \cong Y$.

From Theorem 3.5.6 we have that there exists an isomorphism
$\phi: S / \mathcal{H} \rightarrow F^{*} \times Y \times F^{*} U\{0\}$ whereby $0 \phi=0$ and $\left(H_{S}\right) \phi=(e, \alpha, f)$ where
$s s^{-1}=(e, \alpha)$ and $s^{-1} s=(f, \alpha)$, the multiplication in $f^{*} \times Y \times F^{*} \cup\{0\}$ being as described in Theorem 3.5.6.

We select a transversal of the -classes of s
contained in $R_{(k y l)}$ as follows:-
Let $u_{e}$ be the representative of $H_{a}$ where $\left(H_{a}\right) \phi=(k, 1, e)$; we stipulate that $u_{k}=(k, 1)$.

We now use this transversal to obtain a unique form for the elements of $S$ and establish this in the fo llowing lemma.
3.5.8 Lemma. If $x \in S i\{0\}$ there is a unique representation of $x$ in the form $u_{e}^{-1} g_{\alpha} u_{f}$ where $\left(H_{x}\right) \phi=(e, \alpha, f)$ and $g_{\alpha} \varepsilon G_{\alpha}$.

Proof: Let $x \in S \backslash\{0\}$ with $\left(H_{x}\right) \phi=(e, \alpha, f)$. Then $(e, \alpha, f)=$ $(e, 1, k)(k, \alpha ., k)(k, 1, f)$ and we have $\left.\left(H_{x}\right) \phi=\left(H_{u_{e}}\right) \phi\right)^{-1}\left(H_{(k, \alpha)}\right) \phi\left(H_{u_{f}}\right) \phi$ $=\left(H_{u_{e}}^{-1}(k, \alpha) u_{f}\right) \phi$ as $\phi$ is an isomorphism and $7 /$, by Theorem 3.5.3, is a congruence on $S$. Thus $H_{x}=H_{u_{e}}^{-1}(k, \alpha) u_{f}$ and $\left(x, u_{e}^{-1}(k, \alpha) u_{f}\right) \varepsilon \notin \mathbb{H}$. Again using the fact that $\mathcal{H} /$ is a congruence on $S$, we have $\left(u_{e} x_{f}^{-1}\right.$, $\left.u_{e} u_{e}^{-1}(k, \alpha) u_{f} u_{f}^{-1}\right) \varepsilon \mathscr{y}$. However, $u_{e} u_{e}^{-1}=(k, 1)=u_{f} u_{f}^{-1}$ as $u_{e} u_{f} \varepsilon R_{(k, 1)}$. Thus $\left(u_{e} x u_{f}^{-1},(k, \alpha)\right) \varepsilon \mathcal{y}$, and so $u_{e} x u_{f}^{-1} \varepsilon H^{H}(k, \alpha)$ $=G_{\alpha}$. Let $u_{e} x u_{f}^{-1}=g_{\alpha}$ (say) $\varepsilon G_{\alpha}$. Then $u_{e}^{-1} u_{e} x u_{f}^{-1} u_{f}=u_{e}^{-1} g_{\alpha} u_{f}$. However $u_{e}^{-1} u_{e}=(e, \alpha)$ and $u_{f}^{-1} u_{f}=(f, \alpha)$, while $x x^{-1}=(e, \alpha)$ and $x^{-1} x$ $=(\underline{f}, \alpha)$, so that $u_{e}^{-1} u_{e} x u_{f}^{-1} u_{f}=x$ and we have $x=u_{e}^{-1} q_{k} u_{f}$. Thus there is a representation of $x$ in the required form and it remains to prove that it is unique.

Suppose that $x \quad \varepsilon S \backslash\{0\}$ and $x=u_{e}^{-1} q_{\alpha} u_{f}$ and $x=u_{p}^{-1} h_{\beta^{\prime}} u_{q}$. Then $\left(H_{X}\right) \phi=(e, l, k)(k, \alpha, k)(k, 1, f)=(e, \alpha, f)$ and $\left(H_{x}\right) \phi=(p, 1, k)(k, \beta, k) X$ $(k, 1, q)=(p, \beta, q)$ so that $e=p, f=q$ and $\alpha=\beta$. Hence $x=u_{e}^{-1} g_{\alpha} u_{f}$ $=u_{e}^{-1} h_{\alpha} u_{f}$ so that $u_{e} x u_{f}^{-1}=u_{e} u_{e}^{-1} g_{\alpha} u_{f} u_{f}^{-1}$ and $u_{e} x u_{f}^{-1}=u_{e} u_{e}^{-1} h_{\alpha} u_{f} u_{f}^{-1}$. Since $u_{e} u_{e}^{-1}=u_{f} u_{f}^{-1}=(k, 1)$ we now have $u_{e} x_{f}{ }_{f}^{-1}=g_{\alpha}$ and $u_{e} x u_{f}^{-1}=$ $h_{\alpha}$ so that $g_{\alpha}=h_{\alpha}$ and this representation is indeed unique.

Returning now to the theorem, this representation leads
us to define a mapping $\sigma: S \rightarrow F^{*} \times A \times F^{*} U\{O\}$ as follows:-

$$
\begin{aligned}
& 0 \sigma=0 \quad \text { and } s \sigma=\left(e, g_{\alpha}, f\right) \text { where }\left(H_{s}\right) \phi=(e, \alpha, f) \text { and } \\
& s=u_{e}^{-1} g_{\alpha} u_{f} .
\end{aligned}
$$

Clearly $\sigma$ is a well-defined mapping. If $\mathrm{x}, \mathrm{y} \in \mathrm{S}$ with $\mathrm{x}_{\sigma}=\mathrm{y} \sigma=$ (e, $\left.g_{\alpha}, f\right)$ (say), then $x=u_{e}^{-1} g_{\alpha} u_{f}=y$ so that $\sigma$ is injective. Also, if $\left(e, g_{\alpha}, f\right) \varepsilon F * \times A \times F *$ let $x=u_{e}^{-l} g_{\alpha} u_{f}$. Then ( $\left.H_{x}\right) \phi=(e, \alpha, f)$ and $x \sigma=\left(e, g_{\alpha}, f\right)$ so that $\sigma$ is sumjective. To show that $\sigma$ is a homomorphism we need to examine the multiplication and to simplify this we introduce the following lemmas.
3.5.9 Lemma: If $e \varepsilon F^{+}$and $f \varepsilon F^{*}$ then there exists a unique element $g(e, f)$ in $G_{1}$ such that $u_{e} u_{f}=g(e, f) u_{e+f}$.

Proof: Since $\phi$ is an isomorphism on $S M \neq A$ and is a congruence on $S$ we have $\left(H_{u_{e}} u_{f}\right) \phi=\left(H_{u_{e}}\right) \phi\left(H_{u_{f}}\right) \phi=(k, 1, e)(k, 1, f)=(k, 1, e+f)$. Thus ( $\left.H_{u_{e}} u_{f}\right) \phi=(k, 1, e+f)$ and, from Lemma 3.5.8, we have that there exists a unique element $g_{1}$ in $G_{1}$ súch that $u_{e} u_{f}=u_{k}^{-1} g_{1} u_{e+f}=g_{1} u_{e+f}$. 3.5.10 From here onwards we shall, for all e $\varepsilon F^{+}$and $f \varepsilon F^{*}$, denote by $\tau(e, f)$ the unique element in $G_{1}$ such that $u_{e} u_{f}=\tau(e, f) u_{e+f}$. 3.5.11 Lemma: For all e $\varepsilon \mathrm{F}^{+}$and $f \in \mathrm{~F}^{*}$ we have $\tau(\mathrm{e}, \mathrm{k})=(\mathrm{k}, 1)=$ $\tau(k, f)$.
Proof: From (3.5.10), $\tau(e, k) u_{e+k}=u_{e} u_{k}$ and so $\tau(e, k) u_{e}=u_{e}$. Hence $\tau(e, k) u_{e} u_{e}^{-1}=u_{e} u_{e}^{-1}$. However $u_{e} u_{e}^{-1}=(k, 1)$ and we have $\tau(e, k)=(k, 1) . \quad$ From (3.5.10), $\tau(k, f) u_{k+f}=u_{k} u_{f}$ and so $\tau(k, f) u_{f}=u_{f}$. Hence $\tau(k, f) u_{f} u_{f}^{-1}=u_{f} u_{f}^{-1}$. However $u_{f} u_{f}^{-1}=(k, 1)$ and we have $\tau(k, f)=(k, 1)$.
3.5.12 Lemma: For all e,f $\varepsilon F^{*}, u_{e} u_{f}^{-1}=u_{e f-e}^{-1}(e f-e, e)(\tau(e f-f, f))^{-1} x$ $u_{e f-f}$.

Proof: We have $\left(H_{u_{f}} u_{f}^{-1}\right) \phi=\left(H_{u_{e}}\right)_{\phi}\left({\left(H_{u_{f}}\right)}\right)^{-1}$ since $\not \subset /$ is a congruence on $S$ and $\phi$ is a homomorphism. Thus we have
$\left(H_{u_{u_{f}}^{-1}}\right)_{\phi}=(k, 1, e)(f, l, k)=(e f-e, 1, e f-f)$ and, by Lemma 3.5.8, $u_{e} u_{f}^{e_{f}^{f}}=u_{e f-e}^{-1} g_{1} u_{e f-f}$ where $g_{1} \varepsilon G$. However, $u_{e f-e_{e}} u_{f}^{-1} u_{e f-f}^{-1}$ $=u_{e f-e^{u}}^{u_{e f-e}^{-1}} g_{1} u_{e f-f}^{u} u_{e f-f}^{-1}$ and as $u_{e f-e} u_{e f-e}^{-1}=(k, 1)=u_{e f-f} x$ $u_{e f-f}^{-1}$ we have $g_{1}=u_{e f-e} u_{e}^{\left(u_{e f-f}\right.}{ }_{f} f^{)^{-1}}$ From (3.5.10) we have $u_{e f-e} u_{e}=\tau(e f-e, e) u_{e f}$ and $u_{e f-f} u_{f}=\tau(e f-f, f) u_{e f}$. Hence $g_{1}=$ $\tau(e f-e, e) u_{e f} u_{e f}^{-1}(\tau(e f-f, f))^{-1}$. However $u_{e f} u_{e f}^{-1}=(k, 1)$ and so $g_{1}$ $=\tau(e f-e, e)(\tau(e f-f, f))^{-1}$ from which we obtain the required result.
3.5.13 Lemma : Let e $\varepsilon \mathrm{F}^{+} \backslash\{k\}$ and $a \varepsilon A$. Then there exists $a$ unique element $g \varepsilon G_{1}$ such that $u_{e} a=g u_{e}$.

Proof: Let $a \varepsilon A$ with $a \varepsilon G_{\alpha}$ (say). Then $\left(H_{u_{e}}\right) \phi=\left(H_{u_{e}}\right)_{\phi}\left(H_{a}\right) \phi$ $=(k, l, e)(k, \alpha, k)$ as $f$ is a congruence on $S$ and $\phi$ is a
homomorphism. Hence $\left(H_{u_{e}}\right) \phi=(k, 1, e)$ and so by Lemma 3.5 .8 we have $u_{e} a=u_{k}^{-1} g_{l} u_{e}$ for a unique element $g_{l} \varepsilon G_{I}$. However $u_{k}=$ $(k, 1)$ and so $u_{e} a=g_{1} u_{e}$ for a unique element $g_{1} \varepsilon G_{1}$.
3.5.14 Define a mapping $\psi_{e}: A \rightarrow G_{1}$, for all e $\varepsilon F^{+} \backslash\{k\}$, as follows:- $u_{e} a=\left(a \psi_{e}\right) u_{e}$. By Lemma 3.5.13 this mapping is welldefined for each e $\varepsilon F^{+} \backslash\{k\}$. Also, as $u_{e}(a b)=\left(u_{e} a\right) b=\left(a \psi_{e}\right) u_{e} b=$ $\left(a \psi_{e}\right)\left(b \psi_{e}\right) u_{e}$ we have $(a b) \psi_{e} u_{e}=\left(a \psi_{e}\right)\left(b \psi_{e}\right) u_{e}$ so that, on postmultiplying by $u_{e}^{-1}$, we have $(a b) \psi_{e}=\left(a \psi_{e}\right)\left(b \psi_{e}\right)$. Hence for each e $\varepsilon \mathrm{F}^{+}\left\{\{k\}\right.$ we have that $\psi_{e}$ is a homomorphism from $A$ into $G_{1}$. Define $\boldsymbol{\phi}_{\mathrm{k}}$ to be the identity mapping on A .
3.5.15 Lemma: If $e, f \in F^{+}$and $g \varepsilon F^{*}$ then $\tau(e, f) \tau(e+f, g)=$ $(\tau(f, g)) \psi_{e} \tau(e, f+g)$.
Proof: If $e=k$ the result is immediate once we note that $\tau(e, f)=\tau(e, f+g)=(k, l)$, by Lemma 3.5.11.

If $e \neq k$ then by (3.5.10) and (3.5.14) we have $u_{e}\left(u_{f} u_{g}\right)$
$=u_{e} \tau(f, g) u_{f+g}=(\tau(f, g)) \psi_{e} u_{e} u_{f+g}=\tau(f, g) \psi_{e} \tau(e, f+g) u_{e+(f+g)}$.
On the other hand, by (3.5.10), ( $\left.u_{e} u_{f}\right) u_{g}=\tau(e, f) u_{e+f} u_{g}=\tau(e, f) X$ $\tau(e+f, g) u_{(e+f)+g}$. As the addition is associative $u_{(e+f)+g}=$ $u_{e+(f+g)}$ and so $\tau(f, g) \psi_{e} \tau(e, f+g) u_{e+f+g}=\tau(e, f) \tau(e+f, g) u_{e+f+g}$. On post multiplying by $u_{e+f+g}^{-1}$ and noting that $u_{e+f+g} u_{e+f+g}^{-1}=$ ( $k, 1$ ) we have the result.
3.5.16 Lemma: If a $\varepsilon A$ and $e, f \varepsilon F^{+}$then $\left(a \psi_{f}\right) \psi_{e} \tau(e, f)=$ $\tau(e, f) a \psi_{e+f}{ }^{-}$

Proof: If $e=f=k$ the result is immediate since $\tau(k, k)=(k, 1)$, by Lemma 3.5.11. If $e=k$ and $f \neq k$, since $\tau(k, f)=(k, 1)$ by Lemma 3.5.11, we again have the result. Similarly, if $e \neq k$ and $\mathrm{f}=\mathrm{k}$ the result holds. We are thus left to consider the case where $e \neq k$ and $f \neq k$. From (3.5.14), $u_{e}\left(u_{f} a\right)=u_{e}\left(a \psi_{f}\right) u_{f}=$ $\left(a \psi_{f}\right) \psi_{e} u_{e} u_{f}=\left(a \psi_{f}\right) \psi_{e} \tau(e, f) u_{e+f}$, by (3.5.10) also. On the other hand, by (3.5.10), ( $\left.u_{e} u_{f}\right) a=\tau(e, f) u_{e+f} a$ and, by (3.5.14), $\left(u_{e} u_{f}\right) a$ $=\tau(e, f)\left(a \psi_{e+f}\right) u_{e+f} . \quad$ Thus $\left(a \psi_{f}\right) \psi_{e} \tau(e, f) u_{e+f}=\tau(e, f)\left(a \psi_{e+f} \Rightarrow u_{e+f}\right.$. By postmultiplying by $u_{e+f}^{-1}$ and noting that $u_{e+f} u_{e+f}^{-1}=(k, 1)$ we have the result.

We return now to the theorem. The functions $\tau: F^{+} \times F^{*} \rightarrow$ ${ }^{H}(k, 1)$ and $\psi: F^{+} \rightarrow$ End $A$ defined above are shown in Lemmas 3.5.9 3.5.11, 3.5 .15 and 3.5 .16 .to satisfy the necessary requirements for the construction of the semigroup $S(F, k, \bar{\Phi} ; A, \tau, \psi)$. We are now in a position to verify that $\sigma: S \rightarrow S(F, k, \Phi ; A, \tau, \psi)$ is a homomorphism.

Let $s \varepsilon s \backslash\{0\}$. Then $s 0=0$ and $(s 0) \sigma=0=(s \sigma)(0 \sigma) \cdot$ If $s, t \varepsilon \operatorname{si\{ 0\} }$ with $s t=0$ then $(s t) \sigma=0$. Let $s \sigma=\left(e, g_{\alpha}, f\right)$ and $t \sigma$ $=\left(p, h_{\beta}, q\right)$. Then $(s \sigma)(t \sigma)=\left(e, g_{\alpha}, f\right)\left(p, h_{\beta}, q\right)=\left(e, g_{\alpha}, f\right)(f, \alpha, f)(p, \beta, p) X$ $\left(p, h_{\beta}, q\right)$. However $(f, \alpha)(p, \beta)=s^{-1} \operatorname{stt}^{-1}=0$ and so ( $\left.f, \alpha, f\right)(p, \beta, p)$
$\left.=\left(H_{(f, \alpha)}\right) \phi(H(p, \beta)) \phi={ }^{(H}(f, \alpha)(p, \beta)\right) \phi=0$ since $H_{\text {is a congruence }}$ on $S$ and $\phi$ is a homomorphism. Thus $(s \sigma)(t \sigma)=0=(s t) \sigma$.

Let $s, t \in S \backslash\{0\}$ with $s t \neq 0$. Let $s \sigma=\left(e, g_{\alpha}, f\right)$ and to $\neq$ $\left(p, h_{\beta}, q\right)$. From this we have $s=u_{e}^{-1} g_{\alpha} u_{f}$ and $t=u_{p}^{-1} h_{\beta} u_{q}$. Hence st $=u_{e}^{-1} g_{\alpha} u_{f} u_{p}^{-1} h_{\beta} u_{q}$. Applying Lemma 3.5.12 we have $u_{f} u_{p}^{-1}=$ $u_{f p-f}^{-1} \tau(f p-f, f)(\tau(f p-p, p))^{-1} u_{f p-p}$ and so st $=u_{e}^{-1} g_{\alpha} u_{f p-f}^{-1} \tau(f p-f, f) \times$ $(\tau(f p-p, p))^{-1} u_{f p-p} h_{\beta} u_{Q}$. From 3.5.14, $u_{f p-f} g_{\alpha}^{-1}=\left(g_{\alpha}^{-1} \psi_{f p-f}\right) u_{f p-f}$ and $u_{f p-p} h_{\beta}=\left(h_{\beta} \psi_{f p-p}\right) u_{f p-p}$ so that st $=u_{e}^{-1}\left(\left(g_{\alpha}^{-1} \psi_{f p-f}\right) u_{f p-f}\right)^{-1} X$ $\tau(f p-f, f)(\tau(f p-p, p))^{-1}\left(h_{\beta} \psi_{f p-p}\right) u_{f p-p} u_{q}=u_{e}^{-1} u_{f p-f}^{-1}\left(g_{\alpha} \psi_{f p-f}\right) \tau(f p-f, f) \times$ $(\tau(f p-p, p))^{-1}\left(h_{\beta} \psi_{f p-p}\right) u_{f p-p} u_{q}$, since $\psi_{f p-f}$ is a homomorphism. Applying (3.5.10) we now have st $=\left(\tau(f p-f, e) u_{(f p-f)+e}\right)^{-1} g_{\alpha} \psi_{f p-f} X$ $\tau(f p-f, f)\left(\tau(f p-p, p t)^{-1}\left(h_{\beta} \psi_{f p-p}\right) \tau(f p-p, q) u_{(f p-p)+q^{*}}\right.$ However $\left(\mathrm{H}_{\mathrm{st}}\right) \phi=\left(\mathrm{H}_{\mathrm{s}}\right) \phi\left(\mathrm{H}_{\mathrm{t}}\right) \phi=(\mathrm{e}, \alpha, \mathrm{f})(\mathrm{p}, \beta, \mathrm{q})$ since $\mathcal{H}_{\boldsymbol{H}}$ is a congruence on S and $\phi$ is a homomorphism. Thus $\left(H_{s t}\right) \phi=((f p-f)+e, \gamma,(f p-p)+q)$ where $\gamma=\left\{\begin{array}{l}\alpha \beta \text { if } f=p \\ \alpha \text { if } f<p \\ \beta \text { if } f>p \\ l \text { if } f, p \text { are incomparable }\end{array}\right.$
It can be readily be checked that in each of these cases $(\tau(f p-f, e))^{-1} X$ $\left(g_{\alpha} \psi_{f p-f}\right) \tau(f p-f, f)(\tau(f p-p, p))^{-1}\left(h_{\beta} \psi_{f p-p}\right) \tau(f p-p, q)$ is in $G_{\gamma}$ and so, by the definition of $\sigma$, (st) $\sigma=$

$$
\begin{gathered}
\left((f p-f)+e, \quad(\tau(f p-f, e))^{-1}\left(g_{\alpha} \psi_{f p-f}\right) \tau(f p-f, f)(\tau(f p-p, p))^{-1}\left(h_{\beta} \psi_{f p-p}\right) X\right. \\
\tau(f p-p, q),(f p-p)+q)=(s \sigma)(t \sigma) \text { in } S(F, k, \boldsymbol{f} ; A, \tau, \psi) .
\end{gathered}
$$

3.6 Isomorphisms between semigroups of the type $S\left(E, k, \Phi_{i} A, \tau, \theta\right)$

In this section, following some of the notions of [5, Section 4]
we consider certain isomorphisms between semigroups of the type considered above.
3.6.1 Theorem: Let $S=S(E, k, \Phi ; A, \tau, \theta)$ and $T=S(F, 1, \Psi ; B$, $\sigma, \lambda)$ where $A$ and $B$ are centric inverse monoids.
 where $I_{A}$ is the identity of $A$ and $I_{B}$ is the identity of $B$. Then there exist isomorphisms $\alpha: A \rightarrow B$ and $\beta: E \rightarrow F$ with $k \beta=Y$, and, for all e $\varepsilon \mathrm{E}^{*}$, there exists $\mathrm{x}_{\mathrm{e}} \in \mathrm{H}_{1_{B}}$, with $\mathrm{X}_{\mathrm{k}}=I_{B}$, such that $(e, a, f) \psi=\left(e \beta, x_{e}^{-l}(a \alpha) x_{f}, f \beta\right)$. The following conditions are also satisfied:- (3.6.1)(i) (e+f) $\beta=e \beta+f \beta$ for all $e \varepsilon E^{+}, f \varepsilon E^{*}$

$$
\begin{gathered}
\text { (3.6.1) (ii) }\left(x_{e}\right) x_{f} \lambda_{e \beta} \sigma(e \beta, f \beta)=(\tau(e, f)) \alpha x_{e+f^{\prime}} \\
\text { for all e } \varepsilon E^{+}, f \varepsilon E^{*} \\
(3.6 .1)\left(\text { iii) }(a \alpha) \lambda_{e \beta}=\right. \\
x_{e}^{-1}\left(a \theta_{e}\right) \alpha x_{e} \text { for all a } \varepsilon A,
\end{gathered}
$$ e $\varepsilon \mathrm{E}^{+}$.

(b) Conversely, if $\alpha: A \rightarrow B$ and $\beta: E \rightarrow F$, with $k \beta=2$, are isomorphisms and if, for all e $\varepsilon E^{*}$, there exists $x_{e} \varepsilon H_{l_{B}}$, with $x_{k}=I_{B}$, satisfying conditions (3.6.1)(i)-(iii) then the mapping $\psi: S \rightarrow T$ defined by $(e, a, f) \psi=\left(e \beta, x_{e}^{-1}(a \alpha) x_{f}, f \beta\right)$, and $O \psi=0$, is an isomorphism.

Proof: As $A$ and $B$ are centric inverse monoids (3.4.2) holds and so $\left(\left(e, l_{A}, e\right),\left(k, l_{A}, k\right)\right) \varepsilon \mathcal{H}_{\text {in }} S$ for alle $\varepsilon E^{*}$. Thus $\left(\left(e, l_{A}, e\right) \psi\right.$, $\left.\left(k, l_{A}, k\right) \psi\right) \quad \varepsilon \notin$ in T. As $F$ admits a factorisation compatible with the $Q$-structure of $T$ and $\left(k, 1_{A}, k\right) \psi=\left(1,1_{B}, z\right)$ we have $\left(e, l_{A}, e\right) \psi=\left(n, I_{B}, n\right)(s a y)$. Let $\beta: E+F$ be defined as follows: $O B=0$ and $\left(e, l_{A}, e\right) \psi=\left(e \beta, l_{B^{\prime}}, e \beta\right)$ for all e $\varepsilon E^{*}$. Since $\psi$ is an isomorphism we can deduce that $\beta$ is a bijection. Also if e,f $\varepsilon E^{*}$ with ef $=0$ then $\left(\left(e, 1_{A}, e\right)\left(f, l_{A}, f\right)\right) \psi=0 \psi=0$ and so $\left(e, I_{A}, e\right) \psi\left(f, I_{A}, f\right) \psi=0$ so that $\left(e \beta, I_{B}, e \beta\right)\left(f \beta, I_{B}, f \beta\right)=0$ and we have $(e \beta)(f \beta)=0=(e f) \beta$. If $e, f \varepsilon E^{*}$ with ef $\neq 0$ then
$\left(\left(e, I_{A}, e\right)\left(f, I_{A}, f\right)\right) \psi=\left(e f, I_{A}, e f\right) \psi=\left((e f) B, I_{B},(e f) B\right)$. Also, as $\psi$ is an isomorphism, $\left(\left(e, I_{A^{\prime}}, e\right)\left(f, I_{A}, f\right)\right) \psi=\left(e, I_{A^{\prime}}, e\right) \psi\left(f, I_{A}, f\right) \psi=\left(e \beta, I_{B}, e \beta\right) x$ $\left(f \beta, I_{B^{\prime}}, f \beta\right)=\left((e \beta)(f \beta), I_{B^{\prime}}(e \beta)(f \beta)\right)$ as, since $\left(\left(e, I_{A}, e\right)\left(f, I_{A}, f\right)\right) \psi \neq 0$, $(e \beta)(f \beta) \neq 0$. Hence $(e \beta)(f \beta)=(e f) \beta$ and we have $\beta: E \rightarrow F$ an isomorphism with $k \beta=\boldsymbol{t}$.

In this next section of the proof we show that if $\delta \varepsilon E_{A}$ then $(k, \delta, k) \psi=( \pm, \gamma, \nsucceq)$ for some $\gamma \varepsilon E_{B}$. Let $(k, \delta, k) \varepsilon S$ with $\delta \varepsilon E_{A}$. Then by Theorem 3.3.4,(1), (k, $\oint, k)$ is an idempotent in $S$ and so $(k, \delta, k) \psi$ is an idempotent in $T$ so that $(k, \delta, k) \psi=(p, \eta, p)$ (say) where $\eta \varepsilon E_{B}$. We note that, by Theorem 3.3.4 (6), $(k, \delta, k) \leq\left(k, 1_{A}, k\right)$ and so ( $p, \eta, p$ ) $\leq\left(k, l_{A}, k\right) \psi=\left(\underline{1}, l_{B}, t\right)$. Hence, by Theorem 3.3.4, (6), either $p<z$ or $p=z$ and $\eta \leq I_{B}$. Assuming that $p<z$, let $\left(p, l_{B}, p\right)=(n, \mu, n) \psi$ (say), where $\mu \quad \varepsilon E_{A}$. Then as $(p, \eta, p) \leq\left(p, 1_{B}, p\right)<\left(x, 1_{B}, \notin\right)$ we have $(k, \delta, k) \leq(n, \mu, n)<\left(k, 1_{A}, k\right)$. Hence $k \leq n$ and $n \leq k$ so that $k=n$. However $\left(\left(p, 1_{B}, p\right),\left(x, 1_{B}, \eta\right)\right) \varepsilon A$ in $T$ by Theorem 3.3.4(7), and so $\left((n, \mu, n),\left(k, 1_{A}, k\right)\right) \varepsilon \mathcal{A}$ in $S$ so that, by Theorem 3.3.4(7) again, we have $\mu=l_{A}$ and so $(n, \mu, n)=\left(k, l_{A}, k\right)$ which is a contradiction. Thus $p \nmid \notin$. Hence $p=\not$ and $(k, \delta, k) \psi=(k, \eta, \nless)$ is of the required form.

Using the above we obtain the following result. Let a $\varepsilon$ A; then $\left((k, a, k),\left(k, a a^{-1}, k\right)\right) \varepsilon, y_{S}$ and so $((k, a, k) \psi,(z, \gamma, z)) \varepsilon y_{T}$ (say). Thus $(k, a, k) \psi=(1, b, \Varangle)$ where $b \varepsilon B$. We define $\alpha: A \rightarrow B$ as follows:$(k, a, k) \psi=\left(\nmid, a_{\alpha}, \nsucceq\right)$. Clearly $\alpha$ is a bijection. Also if $a_{1}, a_{2} \varepsilon A$ then $\left(k, a_{1} a_{2}, k\right) \psi=\left(x,\left(a_{1} a_{2}\right) \alpha, \notin\right)$. However $\left(k, a_{1} a_{2}, k\right)=\left(k, a_{1}, k\right)\left(k, a_{2}, k\right)$ so that, as $\psi$ is an isomorphism, $\left(k, a_{1} a_{2}, k\right) \psi=\left(k, a_{1}, k\right) \psi\left(k, a_{2}, k\right) \psi=$ $\left(¥, a_{1} \alpha, \pm\right)\left(\neq a_{2} \alpha, \pm\right)=\left( \pm,\left(a_{1} \alpha\right)\left(a_{2}^{\alpha}\right), \pm\right)$ and we have $\left(a_{1} a_{2}\right) \alpha=\left(a_{1} \alpha\right)\left(a_{2}^{\alpha}\right)$, so that $\alpha$ is an isomorphism.

Let $e \varepsilon E^{*}$. $\operatorname{Then}\left(\left(k, l_{A}, e\right),\left(k, l_{A} k\right)\right) \varepsilon \mathcal{R}_{S}$ and $\left(\left(k, l_{A_{A}}, e\right),\left(e, l_{A}, e\right)\right)$ $\varepsilon \mathcal{L}_{S} . \operatorname{Thus}\left(\left(k, 1_{A}, e\right) \psi_{,}\left(\neq, 1_{B}, \pm\right)\right) \varepsilon \mathbb{R}_{T}$ and $\left(\left(k, 1_{A}, e\right) \psi,\left(e \beta, 1_{B}, e \beta\right)\right) \varepsilon \mathscr{L}_{T}$ so that $\left(k, I_{A}, e\right) \psi=\left(z^{\prime}, x, e^{\beta}\right)$ for some $x \in A$. Denote by $x_{e}$ the element in $B$ such that $\left(k, I_{A}, e\right) \psi=\left( \pm, x_{e}, e p\right)$. From the Green's relations above
we also have $x_{e} x_{e}^{-1}=1_{B}$ so that $x_{e} e^{H_{1}}{ }_{B}$. Also $x_{k}=1_{B}$ as $\left(k, l_{A}, k\right) \psi=$


Let $(e, a, f) \varepsilon S_{;}$then $(e, a, f)=(e, 1, k)(k, a, k)(k, 1, f)=(k, 1, e)^{-1} x$ $(k, a, k)(k, 1, f)$. Thus $(e, a, f) \psi=((k, 1, e) \psi)^{-1}(k, a, k) \psi(k, 1, f) \psi$ as $\psi$ is an isomorphism. Hence $(e, a, f) \psi=\left(X, x_{e}, e \beta\right)^{-1}(\neq a \alpha, \neq \neq)\left(X, x_{f}, f \beta\right)=$ $\left(e \beta, x_{e}^{-1}, x\right)(x, a \alpha, f)\left(x, x_{f}, f \beta\right)=\left(e \beta, x_{e}^{-1}(a \alpha) x_{f}, f \beta\right)$.

To complete the proof of (a) we need only check that conditions 3.6.1 (i), (ii) and (iii) are satisfied. We note that if $e \varepsilon E^{+}$and $f \varepsilon E^{*}$ then $\left(e, l_{A^{\prime}} e\right)\left(k, l_{A^{\prime}}, f\right)=\left(e,(\tau(e, k))^{-1} \tau(e, f), e+f\right)=(e, \tau(e, f)$, $e+f)$. Hence $\left(\left(e, l_{A}, e\right)\left(k, l_{A}, f\right)\right) \psi=\left(e \beta, x_{e}^{-1}(\tau(e, f)) \alpha x_{e+f},(e+f) \beta\right)$. However, $\psi$ is an isomorphism and $\left(\left(e, l_{A}, e\right)\left(k, l_{A}, f\right)\right) \psi=\left(e, l_{A}, e\right) \psi\left(k, l_{A^{\prime}}, f\right) \psi$ $=\left(e \beta, 1_{B} e^{\beta}\right)\left( \pm, x_{f}, f \beta\right)=\left(e \beta,(\sigma(e \beta, 1))^{-1} x_{f} \lambda_{e \beta} \sigma(e \beta, f \beta), e \beta+f \beta\right)$. Thus $(e+f) \beta=e \beta+f \beta$, equating the third terms in $\left(\left(e, l_{A}, e\right)\left(k, l_{A}, f\right) \psi\right.$ and $\left(e, l_{A}, e\right) \psi\left(k, l_{A}, f\right) \psi$, so that condition 3.6 .1 (i) is satisfied. Equating the middle terms we have $x_{e}^{-1}(\tau(e, f)) \alpha x_{e+f}=(\sigma(e \beta, 1))^{-1}\left(x_{f}\right) \lambda_{e \beta} \sigma(e \beta, f \beta)$ $=\left(x_{f}\right) \lambda_{e \beta} \sigma(e \beta, f \beta)$. Pre-multiplying both these expressions by $x_{e}$ and noting that $x_{e} x_{e}^{-1}=1_{B}$ we have $(\tau(e, f)) \alpha x_{e+f}=x_{e}\left(x_{f}\right) \lambda_{e \beta} \sigma(e \beta, f \beta)$ which is condition 3.6.1 (ii). To obtain condition 3.6.1 (iii) we consider $\left(k, I_{N} e\right)(k, a, k)$ where $a \varepsilon A$ and $e \varepsilon E^{+}$. We have $\left(k, l_{A^{\prime}} e\right)(k, a, k)=$ $\left(k, a \theta_{e}, e\right)$ so that $\left(\left(k, 1_{A}, e\right)(k, a, k)\right) \psi=\left(k, a \theta_{e}, e\right) \psi=\left(\neq\left(a \theta_{e}\right) \alpha x_{e}, e \beta\right)$. However, as $\psi$ is an isomorphism we have $\left(\left(k, 1_{A}, e\right)(k, a, k)\right) \psi=\left(k, l_{A}, e\right) \psi x$ $(k, a, k) \psi=\left(\neq x_{e}, e \beta\right)(\neq a \alpha, \neq)=\left(\neq x_{e}(a \alpha) \lambda_{e \beta}, e \beta\right)$. Equating the middle terms of $\left(\left(k, l_{A^{\prime}}, e\right)(k, a, k)\right) \psi$ and $\left(k, l_{A}, e\right) \psi(k, a, k) \psi$ we have $(a \theta e) \alpha x_{e}$ $=x_{e}(a \alpha) \lambda_{e \beta}$. On pre-multiplying both these expressions by $x_{e}^{-1}$ and noting that $x_{e}^{-1} x_{e}=I_{B}$ we have $(a \alpha) \lambda_{e \beta}=x_{e}^{-1}\left(a \theta_{e}\right) \alpha x_{e}$ which is condition 3.6 .1 (iii).
(b) We first show that if $\psi$ is as defined then $\psi$ is a bijection. Let $(e, a, f),(g, b, h) \in S$ with $(e, a, f) \psi=(g, b, h) \psi$. Then $\left(e \beta, x_{e}^{-1}(a \alpha) x_{f}\right.$, $f \beta)=\left(g \beta, x_{g}^{-1}(b \alpha) x_{h}, h \beta\right)$. Thus e $\beta=g \beta$ and $f \beta=h \beta$ so that, since $\beta$ is
an isomorphism $e=g$ and $f=h$. Also $x_{e}^{-1}(a \alpha) x_{f}=x_{g}^{-1}(b \alpha) x_{h}=$ $x_{e}^{-1}(b \alpha) x_{f}$. Hence as $x_{e} x_{e}^{-1}=1_{B}=x_{f} x_{f}^{-1}$ we have $a \alpha=b \alpha$ so that, as $\alpha$ is an isomorphism, $a=b$. Thus $\psi$ is injective. Also let ( $m, c, n$ ) $\varepsilon$ T. Then as $\beta: E \rightarrow F$ is an isomorphism, there exists e,f $\varepsilon E$ such that $e \beta=m$ and $f \beta=n$. We note that $X_{e}{ }^{C x}{ }_{f}{ }^{-1} \varepsilon B$ and so, since $\alpha: A \rightarrow B$ is an isomorphism, there exists a $\varepsilon A$ such that $a \alpha=x_{e}{ }^{c x_{f}}{ }^{-1}$ i.e. $x_{e}^{-1}(a \alpha) x_{f}$ $=c$. Thus $(e, a, f) \psi=(m, c, n)$ and we have that $\psi$ is surjective.

We must now verify that $\psi$ is a homomorphism. Let $(e, a, f),(g, b, h) \varepsilon S$ with fg $=0$. Then $(e, a, f)(g, b, h)=0$ and $((e, a, f)(g, b, h)) \psi=0$. Also $(f g) \beta=(f \beta)(g \beta)=0$ as $\beta$ is an isomorphism and so $(e, a, f) \psi(g, b, h) \psi=$ $\left(e \beta, x_{e}^{-1}(a \alpha) x_{f}, f \beta\right)\left(g \beta \xi x_{g}^{-1}(b \alpha) x_{h}, h \beta\right)=0$ and we have $((e, a, f)(g, b, h)) \psi$ $=0=(e, a, f) \psi(g, b, h) \psi$. If $(e, a, f),(g, b, h) \varepsilon S$ with fg $\neq 0$ then $(e, a, f) x$ $(g, b, h)=((f g-f)+e, u v,(f g-g)+h)$ where $u=(\tau(f g-f, e))^{-1} a \theta_{f g-f} \tau(f g-f, f)$ and $v=(\tau(f g-g, g))^{-1} b \theta_{f g-g} \tau(f g-g, h)$. Thus $((e, a, f)(g, b, h)) \psi=$ $\left((f g-f) \beta+e \beta, x_{(f g-f)+e}^{-1}(u v) \alpha x_{(f g-g)+h^{\prime}}(f g-g) \beta+h \beta\right)$. We note that (uv) $\alpha=(u \alpha)(v \alpha)$ as $\alpha$ is an isomorphism and also $u \alpha=((\tau(f g-f, e)) \alpha)^{-1} X$ $\left(a \theta_{f g-f}\right) \alpha(\tau(f g-f, f)) \alpha$. By applying conditions 3.6.1(ii) and (iii) we have $u \alpha=\left(x_{f g-f}\left(x_{e}^{\lambda}(f g-f) \beta\right) \sigma((f g-f) \beta, e \beta) x^{-1}(f g-f)+e^{)^{-1}} \quad x\right.$ $x_{f g-f}(a \alpha) \lambda(f g-f) \beta^{x^{-1}} f_{f-f} x_{f g-f}\left(x_{f}^{\lambda}(f g-f) \beta^{\beta \sigma((f g-f) \beta, f \beta)} x^{-1} f g-f+f\right.$
 $\sigma((f g-f) \beta, f \beta) x_{f g}^{-1}=x_{(f g-f)+e^{(\sigma((f g-f) \beta, e \beta))^{-1}\left(x_{e}^{-1}(a \alpha) x_{f}\right) \lambda}(f g-f) \beta} x^{(\sigma x}$ $\sigma((f g-f) \beta, f \beta) x^{-1} f_{f}$, as $\lambda_{(f g-f)} \beta$ is a homomorphism of B. Also, similarly, we obtain $\left.v \alpha=x_{f g}(\sigma(f g-g) \beta, g \beta)\right)^{-1}\left(x_{g}^{-1}(b \alpha) x_{h}\right) \lambda_{(f g-g) \beta} X$ $\sigma((f g-g) \beta, h \beta) x^{-1}(f g-g)+h^{-} \quad$ Hence $((e, a, f)(g, b, h)) \psi=\left((f g-f) \beta+e^{\beta}\right.$, $(\sigma((f g-f) \beta, e \beta))^{-1}\left(x_{e}^{-1}(a \alpha) x_{f}\right) \lambda(f g-f) \beta^{\sigma((f g-f) \beta, f \beta) \quad x}$ $(\sigma((f g-g) \beta, g \beta))^{-1}\left(x_{g}^{-1}(b \alpha) x_{h}^{\prime}{ }^{\lambda}(f g-g) \beta^{\sigma}((f g-g) \beta, h \beta),(f g-g) \beta+h \beta\right)$. On the other hand, $(e, a, f) \psi(g, b, h) \psi=\left(e \beta, x_{e}^{-1}(a \alpha) x_{f}, f \beta\right)\left(g \beta, x_{g}^{-1}(b \alpha) x_{h}, h \beta\right)$ $\left.=\left(\left(f^{\beta}\right)\left(g^{\beta}\right)-f \beta\right)+e^{\beta}, p q,\left((f \beta)\left(g^{\beta}\right)-g^{\beta}\right)+h^{\beta}\right)$ where
$p=(\sigma((f \beta)(g \beta)-f \beta, e \beta))^{-1}\left(x_{e}^{-1}(a \alpha) x_{f}\right) \lambda(f \beta)(g \beta)-f \beta \sigma((f \beta)(g \beta)-f \beta, f \beta)$ and $q=(\sigma((f \beta)(g \beta)-g \beta, g \beta))^{-1}\left(x_{g}^{-1}(b \alpha) x_{h}\right) \lambda(f \beta)(g \beta)-g \beta \sigma((f \beta)(g \beta)-g \beta, h \beta)$. To show that $(e, a, f) \phi(g, b, h) \psi=((e, a, f)(g, b, h)) \psi$ we need only show that
$(f \beta)(g \beta)-f \beta=(f g-f) \beta$ and $(f \beta)(g \beta)-g \beta=(f g-g) \beta$. As $\beta$ is a
homomorphism we have ( fg g$) \beta=(\mathrm{f} \beta)(\mathrm{g} \beta)$. Also, by condition 3.6.1(i)
$(f g) \beta=((f g-g)+g) \beta=(f g-g) \beta+g \beta$ so that $(f g-g) \beta=(f d \beta=g \beta$ and similarly, $(f g) \beta=((f g-f)+f) \beta=(f g-f) \beta+f \beta$ so that $(f g-f) \beta=$ $(f g) \beta-f \beta$ and the result is proved.

We must lastly check that $\psi$ is an isomorphism for which $\left(k, 1_{A}, k\right) \psi=\left(k, 1_{B}, k\right) . \quad B y$ the definition of $\psi,\left(k, 1_{A}, k\right) \psi=$ $\left(k \beta, x^{-\frac{1}{k}}\left(1_{A}\right) \alpha x_{k}, k \beta\right)=\left(\frac{1}{x} x_{k}^{-1} l_{B} x_{k}, z\right)=\left(t, l_{B}, t\right)$.

### 3.7 Special Cases and Applications

The first special case we consider is that when $E$ is an $\omega$-tree with zero as this is the most complicated case which can actually be computed.
3.7.1 Theorem: Let $E$ be an $\omega$-tree with zero and let $A$ be a centric inverse monoid with identity l. Fix $k \varepsilon E^{*}$ and let $e^{\rightarrow} v_{e}$ be a mapping of $E$ into $H_{1}$ with the property that $v_{e}=1$ for all $e \leq k$. Let $\alpha$ be an endomorphism of $A$ into $H_{1}$ and let $\alpha{ }^{\circ}$ denote the identity

$$
\begin{aligned}
& \text { mapping on } A . \\
& \qquad w_{i, x}=\left\{\begin{array}{l}
\left(v_{x} \alpha^{i-1}\right)\left(v_{x+1} \alpha^{i-2}\right) \ldots .\left(v_{x+i-1}\right), \text { if } i \geq 1 \\
1, \text { if } i=0 .
\end{array}\right.
\end{aligned}
$$

Let $S=E^{*} \times A \times E^{*} \cup\{0\}$ and define multiplication on $S$ as
follows:- $(m, a, n)(r, b, s)=\left(m+t, w_{t, m}^{-1}\left(a \alpha^{t}\right) w_{t, n^{w}} w_{u, r}^{-1}\left(b \alpha^{u}\right) w_{u, s}, s+y\right)$ where $t=[n, n r]$ and $u=[r, n r]$, if $n r \neq 0$, and all other products are zero. Then $S$ is a 0 -simple inverse semigroup whose semilattice admits a factorisation compatible with the $\mathscr{Q}$-structure of S . Proof : The proof consists of showing that $S$, as described above, is in fact of the form $S(E, k, \Phi ; A, \tau, \theta)$ and the result then follows immediately from Theorems 3.3.3 and 3.3.4, and (3.4.2).

The first feature we concentrate on is an addition on E. Since $E$ is an $\omega$-tree with zero each principal ideal of $E$ is an w-chain with zero and so is inversely well-ordered. Hence, by the note following [6, Theorem 3.2], $\mathcal{F}=i$ on $T_{E}$. Thus, if e,f $\varepsilon E^{*}$, there exists a unique isomorphism $\xi_{e, f}: E e \rightarrow E f$ as described in (1.3.10). If $k \in E^{*}$ is fixed, an addition $\Phi$ with identity $k$ can be defined on $E$ whereby $e+f=e \xi_{k, f}$ for all $e \varepsilon E^{+}, f \varepsilon E^{*}$. In the product ( $m, a, n$ ) $X$ $(r, b, s)$ we need to reconcile $m+t$, where $t=[n, n r]$, and $s+u$, where $u$ $=[r, n r]$ with $(n r-n)+m$ and $(n r-r)+s$, respectively. We note that $n+t=n r$ so that $m+t=(n r) \xi_{n, k} \xi_{k, m}=\left(n r \xi_{k, n}^{-1}\right) \xi_{k, m}=(n r-n)+m$. Similarly $s+u=(n r-r)+s$.

We next note that $E^{+}=\{k+i: i \varepsilon N\}$. Let $w_{i, f}=\tau(k+i, f)$ for all i $\varepsilon N$, f $\varepsilon E^{*}$. Then $\tau: E^{+} \times E^{*} \rightarrow H_{1}$ and immediately satisfies condition 3.2.1,(1). We also make the definition that $\theta_{k+i}=\alpha^{i}$ for all i $\varepsilon N$ and set to checking that conditions 3.2.1, (2) and (3) are satisfied. For condition 3.2.1, (2), $\tau(k+i, k+j) \tau(k+i+j, g)=\tau(k+i+j, g)$ as $\tau(k+i, k+j)=1$, since $k+j \leq k$, and so $v_{k+j+n}=1$ for all $n \varepsilon N$. on the other hand $\wedge(\tau(k+j, g)) \theta_{k+i}(k+i, g+j)=w_{j, g} \alpha^{i} w_{i, g+j}=\left(\left(v_{\alpha} \alpha^{j-1}\right) \ldots X\right.$ $\left.v_{g+j-1}\right) \alpha^{i} \times\left(v_{g+j} \alpha^{i-1}\right) \ldots v_{g+j+i-1}=w_{i+j, g}=\tau(k+i+j, g) \cdot n$ Thus condition 3.2.1, (2) is satisfied. For condition 3.2.1 (3) consider $\tau(k+i, k+j) x$ $\left(a \theta_{k+i+j}\right)=a \alpha^{i+j}$ since, as above, $\tau(k+i, k+j)=1$. Also $\left(a \theta_{k+j}\right)_{k+i}^{X}$ $\tau(k+i, k+j)=\left(a \alpha^{j}\right) \alpha^{i} 1=a \alpha^{i+j}$ and we have condition $3.2 .1,(3)$ satisfied.

We note now that, as E is an $\omega$-tree with zero, E contains no primitive idempotents and so, by Theorem 3.3.3 (a), S is 0-simple. The remainder of the result follows directly from Theorem 3.3.4 and (3.4.2).

### 3.7.2 There is also a converse to this result.

3.7.3 Theorem: Let $S$ be a 0 -simple inverse semigroup whose semilattice E admits a factorisation compatible with the $\theta$-structure of S . Let E* as in 3.4.1,
$=F^{*} \times Y_{\wedge} w h e r e F$ is an $\omega^{\text {-tree }}$ with zero. Then $S$ has the form described in Theorem 3.7.1.

Proof: The conditions of Theorem 3.5.7 are satisfied by S . assocuatue
Thus there is annaddition defined on $F$ with $e+f=e \xi, k, f$ where $k$ is an arbitrary fixed element of $\mathrm{F}^{*}$. We have shown above, in Theorem 3.7.1, that if $n, r, m \in F^{*}$ with $n r \neq 0$, then, if $t=[n, n r]$, $m+t=(n r-n)+m$. We define $A$ as in Theorem 3.5.7.

We select a set of representatives $u_{f}$ of the If-classes of $S$ contained in $R_{(k, 1)}$ as in the proot of Theorem 3.5.4, with the following provisos:
Let $u$ be the representative of $H_{a}$, where $\left(H_{a}\right) \phi=(k, 1, k+1)$ and let $u^{n}$ be the representative of $H_{x}$, where $\left(H_{x}\right) \phi=(k, 1, k+n)$ for all $n \varepsilon N$ with $\geq 1$ Aefine $\tau$, 4 as in Theorem 3.5.7. with $n \geq 1$, taking $\phi$ as in Theorem 3.5.7. $\Lambda$ Thus we have $u_{k+n} u_{f}$ $=(k+n, f) u_{f+n}$, for all $f \varepsilon F *$ and $n \varepsilon N$, so that $u^{n} u_{f}=\tau(k+n, f) u_{f+n}$. Define $\tau(k+n, f)=w_{n, f}$ for all $n \varepsilon N, n \geq 1$, and for all $f \varepsilon F^{*}$, and let $v_{f}=w_{1, f}$ for all $f \varepsilon F^{*} \cdot \wedge$ We also have ua $=\left(a \psi_{K \neq 1}\right) u$, for all a $\varepsilon$ A. Let $\psi_{k+1}=\alpha$, so that $\psi_{k+n}=\alpha^{n}$ for all $n \varepsilon N, n \geq 1$. Let $\alpha^{\circ}=\psi_{k}$, the identity automorphism on A.

From Theorem 3.5 .7 we have that $S$ is of the form $S(F, k, \Phi: A, \tau, \Psi)$. From the results obtained above we have $S \cong F * \times A \times F * U\{0\}$ with the following multiplication in $\left.F^{*} \times A \times F * \cup 0\right\}:-$ $(m, a, n)(p, b, q)=\left(m+t, w_{t, m}^{-1}\left(a \alpha^{t}\right) w_{t, n} w_{u, p}^{-1}\left(b \alpha^{u}\right) w_{u, q}, q+u\right)$ where $t=$ [ $n, n p]$ and $u=[p, n p]$, if $n p \neq 0$; all other products are zero.

The mapping $\alpha$ satisfies the requirements of Theorem 3.7.1 and we now need to check that $v_{e}$ and $w_{i, e}$ are as required. We note that if e $\varepsilon F^{+}$then $v_{e}=v_{k+i}$ for some $i \varepsilon N$ and $v_{e}$ is such that $u u_{k+i}=v_{e} u_{k+i+1}$, i.e. $u^{i+1}=v_{e^{u}} u^{i+1}$. Thus we have $v_{e}=(k, 1)$. Examining $w_{i, f}$ we see that $w_{l, f}=v_{f}$ for all $f \varepsilon F^{*}$. We assume that for $i=p, w_{p, f}=v_{f} \alpha^{p-1} v_{f+1} \alpha^{p-2} \ldots v_{f+p-1}$ is true. We have $u^{p+1} u_{f}=\left(w_{p+1, E}\right) u_{f+p+1}$. However $u^{p+1} u_{f}=u\left(u^{p} u_{f}\right)=u\left(w_{p, f} u_{f+p}\right)$ $=\left(w_{p, f}\right) \alpha u u_{f+p}=\left(w_{p, f}\right) \alpha w_{1, f+p} u_{f+p+1}$. Hence $w_{p+1, f}=\left(w_{p, f}\right) \alpha w_{1, f+p}$ and the condition regarding $w_{i, f}$ is proved.
3.7.4 Theorem: Let $E$ be a 0-direct union of $\omega$-chains and let $A$ be a centric inverse monoid with identity 1 . Let $\alpha: A \rightarrow H_{1}$ be an endomorphism with $\alpha^{\circ}$ the identity mapping on $A$.

Let $S=[(N \times N) \times(I \times I) \times A] \cup\{0\}$ and define a multiplication on $S$ as follows:- $((m, n),(i, j), a)((p, q),(j, k), b)=((m-n+t, q-p+t),(i, k)$, $a \alpha^{t-n} b \alpha^{t-p}$, where $t=\max (n, p) ;$ all other products are zero. Then $S$ is a 0-simple inverse semigroup whose semilattice admits a factorisation compatible with the $\theta$-structure of $s$. Proof: The proof consists of showing that $S$ has the form of the semigroup described in Theorem 3.7 .1 and the result is then immediate. First a 0-direct union of $\omega$-chains is, as described in (2.6.4), of the form $N \times I$ U\{0\} and is a special type of $\omega$-tree with zero. The only non zero products in $N \times I$ are those of the form $(n, i)(m, j)$ with $i=j . ~ T a k e ~ e a c h ~ v_{e}=1$ in Theorem 3.7.1. With $E^{*}=N \quad \times I$ the multiplication on $S$ in Theorem 8.7 .1 is thus $((m, i), a,(n, j))((p, j)$, $b_{j}(q, i \boldsymbol{V})=\left((m+t, i), a \alpha^{t} b \alpha^{u},(q+u, b)\right)$ where $t=[(n, j),(n, j)(p, j)]$ and $u=[(p, j),(n, j)(p, j)]$. Thus, if $x=\max (n, p), t=x-n$ and $u=x-p$, so that $((m, i), a,(n, j))\left((p, j), b,(q, W)=\left((m+x-n, i), a \alpha^{x-n} b \alpha^{x-p}\right.\right.$, $(q+x-p, h)$ which is the same product as defined in the statement of Theorem 3.7.4 and so the result is proved.

### 3.7.5 The converse of this result is as follows:-

Theorem: Let $S$ be a 0-simple inverse semigroup whose semilattice $E$ admits a factorisation compatible with the $\theta$-structure of $s$. Let as in 3.4.1,
$E^{*}=F * \times Y_{,}$where $F$ is a 0-direct union of $\omega$-chains. Then $S$ has the form described in Theorem 3.7.4.

Proof: Clearly $F$ is an $\omega$-tree with zero and so the conditions of Theorem 3.7.3 are satisfied. We have shown, in the proof of Theorem 3.7.4, that if $(m, i),(n, j),(r, j) \varepsilon F *$ then, if $t=[(m, j),(r, j)(n, j)]$ and $x=\max (n, r)$, we have $(m+t, i)=(m+x-n, i)$.

Fix $(0, z) \varepsilon F^{*}$ and, as in Theorem 3.5.7, choose a set of
representatives of the

$$
\text { H-classes of } S \text { contained in } R((0, z), 1)
$$

as follows:-
Let $u$ be the representative of $H_{a}$, where $\left(H_{a}\right) \phi=((0, z), 1,(1, z))$ and let $u^{n}$ be the representative of $H_{x}$, where $\left(H_{x}\right) \phi=((0, z), 1,(n, z))$ for all $n \varepsilon N, n \geq 1$, and
let $i_{x}$ be the representative of $H^{\prime} y^{\prime}$ where $\left(H_{y}\right) \phi=((0, z), 1,(0, x))$ for all $\mathrm{X} \varepsilon \mathrm{Y}$, and
let $u^{n_{i}}$ be the representative of $H_{w}$, where $\left(H_{w}\right) \phi=((0, z), 1,(n, x))$, for all $\mathrm{n} \varepsilon \mathrm{N}, \mathrm{n} \geq 1$ and all $\mathrm{x} \varepsilon \mathrm{Y}$.

We also stipulate that $i_{z}=((0, z), 1)$.
With these representatives we consider the mapping $\tau$ defined in Theorems 3.5.7 and 3.7.3. Firstly we note that $\mathrm{F}^{+}=\{(n, z): n \varepsilon \mathrm{~N}\}$ and so for all $(n, z) \in F^{+}$and $(m, x) \varepsilon F *$ we have $u_{(n, z)} u(m, x)=$ $\tau((n, z),(m, x)) u_{(n+m, x)}$. However $u_{(n, z)}=u^{n}, u_{(m, x)}=u^{m} i_{x}$ and $u_{(n+m, x)}=u^{n i \phi m} i_{x}$. Hence $u^{n} u^{m} i_{x}=\tau((n, z),(m, x)) u^{n+m} i_{x}$, from which we immediately have that $\tau((n, z),(m, x))=((0, z), I)$. Hence, for all $(n, x) \varepsilon F^{*}$ we have $v_{(n, x)}=\tau((1, z),(n, x))=((0, z), l)$. Using this result in Theorem 3.7 .3 we thus have a semigroup as described in Theorem 3.7.e.
3.7.6 Theorem: Let $A$ be a centric inverse monoid with identity element 1. Let $\theta: A \rightarrow H_{1}$ be an endomorphism with $\theta^{0}$ denoting the identity automorphism on A.

Let $S=(N \times N \times A) \cup\{0\}$ and define multiplication on $S$ as follows:- $(m, n, a)(p, q, b)=\left(m-n+t, q-p+t, a \theta^{t-n} b \theta^{t-p}\right)$ where $t=$ $\max (n, p) ;$ all other products are zero. Then $S$ is a 0-simple inverse semigroup whose semilattice admits a factorisation compatible with the $N$-structure of $s$.

Proof: This is a modification of Theorem 3.7.4 since an $\omega$-chain with zero is isomorphic to $N \cup\{0\}$ and an $\omega$-chain with zero is, trivially, a 0 -direct union of $\omega$-chains. In fact we have exactly the situation of Theorem 3.7.4 mith $|I|=1$. The theorem follows immediately.
3.7.7 Theorem: Let $S$ be a 0-simple inversec semigroup whose semilattice $E$ admits a factorisation compatible with the $\mathcal{N}$-structure of $S$. Let $E^{*}=F^{*} \times Y$ where $F$ is an $\omega$-chain with zero. Then $S$ has the form described in Theorem 3.7.6.

Proof: Since an $\omega$-chain with zero is a 0-direct union of $\omega$-chains S satisfies Theorem 3.7.5. However $\mathrm{F}^{*}=\mathrm{N}$ in this case, i.e. |I|
$=1$ and so we have exactly the form described in Theorem 3.7.6.

The results of Theorems 3.7 .6 and 3.7 .7 were obtained by
Munn in [11, Theorem 3.3].
The special cases obtained so far have been obtained by successive modifications of $E$ in $S(E, k, E ; A, \tau, \theta)$. We obtain a further special case by taking $E$ to be an $\omega$-chain with zero as in Theorem 3.7.6 and, in addition, taking $\mathrm{E}_{\mathrm{A}}$ to be a finite chain.
3.7.8 Theorem: Let $A$ be a centric inverse monoid with identity element 1 whose semilattice is a finite chain. Let $\theta: A \rightarrow H_{1}$ be an eddomorphism with $\theta^{0}$ denoting the identity mapping on $A$.

Let $S=(N \times N \times A) U^{\prime}\{0\}$ and define multiplication on $S$ as follows:- $(m, n, a)(p, q, b)=\left(m-n+t, q-p+t, a \theta^{t-n} b \theta^{t-p}\right)$ where $t$ $=\max (n, p) ;$ all other products are zero. Then $S$ is a 0-simple inverse $\omega$-semigroup.

Conversely, every 0-simple inverse $\omega$-semigroup is of this form.

Proof: Clearly $S$ satisfies the conditions of Theorem 3.7.6 and so is a 0 -simple inverse semigroup. By Theorems 3.7.6 and 3.3.4, and (3.4.2) $E_{S}$ admits a factorisation and $E_{S}^{*}=N \times E_{A}$. However, if $E_{A}=\left\{e_{1}=1>e_{2}>\ldots>e_{d}\right\}$ (say) then $N \times E_{A}=\left\{\left(0, e_{1}\right)>\left(0, e_{2}\right) \ldots\right.$ $\left.>\left(0, e_{d}\right)>\left(1, e_{1}\right)>\left(1, e_{2}\right)>\ldots\left(1, e_{d}\right)>\ldots\right\}$. Thus $N \times E_{A}$ is itself an $\omega$-chain and so, in the terminology of [7], $S$ is an $\omega$-semigroup with zero.

Conversely, let $S$ be a 0 -simple inverse $\omega$-semigroup with
semilattice $E$ where $E^{*}=\left\{e_{i}: i \varepsilon N\right.$ and $\left.e_{i}>e_{j} \Leftrightarrow i<j\right\}$. By [7, Lemma 4.3 (iii)] there exists $d \varepsilon N, d \geq 1$, the number of non zero $\theta_{-c l a s s e s ~ o f ~} S$, such that $\left(e_{i}, e_{j}\right) \in \theta \Leftrightarrow \quad i \equiv j$ (mod d). We consider the mapping $e_{i} \rightarrow(n, s)$ where $i=n d+s$ and $0 \leq s<d, n E N$. Thus, if $e_{i} \nrightarrow(n, s)$ and $e_{j} \rightarrow(m, t)$ then $\left(e_{i}, e_{j}\right) \varepsilon \mathcal{L} \Leftrightarrow s=t$. Also $e_{i}<e_{j}<=>\quad i>j, i . e . n d+s>m d+t$. However nd+s $>m d+t$ $\Leftrightarrow n>m$ or $n=m$ and $s>t$. Hence we see that $N \times\{0,1,2, \ldots$, $\mathrm{d}-1\}$ is a factorisation of $\mathrm{E}_{\mathrm{S}}$ compatible with the $\theta$-structure of S . From this we have that $S$ satisfies the conditions of Theorem 3.7.7 and the result follows.

This result was obtained in [2] by Kochin and in [7] by Munn.

The final simplification in this pattern is to take $\left|E_{A}\right|=1$, so that $A$ is a group. The following is then the case:-
3.7.9 Theorem: Let $A$ be a group and let $\alpha$ be an endomorphism of $A$ with $\alpha^{0}$ denoting the identity automorphism on $A$.

Let $S=(N \times N \times A\} \cup\{0\}$ and define multiplication on $S$ as follows:$(m, n, a)(p, q, b)=\left(m-n+t, q-p+t, a \alpha^{t-n} b \alpha^{t-p}\right)$ where $t=\max (n, p):$
all other products are zero. Then $S$ is a 0-bisimple inverse $\omega$-semigroup.

Conversely, every 0-bisimple inverse $\omega$-semigroup is of this form.

This result was established by Reilly in [12, Theorem 3.5].

Another chain of special cases can be obtained by returning to the original $S\left(E, k, \Phi_{;} A, \tau, \theta\right)$ and taking $A$ to be a group. 3.7.10 Theorem: In $S(E, k, \Phi ; A, \tau, \theta)$ let $A$ be a group. Then $S(E, k, \Phi ; A, \tau, \theta)$ is a 0 -bisimple inverse semigroup.

This is immediate from Theorems 3.3.4 (3) and (4). It is the special case of McAlister's result stated in Corollary 3.1.3.

If we now return to Theorems 3.7 .1 and 3.7 .3 and make the additional modification that $\left|\mathrm{E}_{\mathrm{A}}\right|=1$ we have the following result. 3.7.11 Theorem: Let E be an $\omega$-tree with zero and let $G$ be a group with identity l. Fix $k \in E^{*}$ and let $e \rightarrow v_{e}$ be a mapping of $E^{*} \rightarrow G$ with the property that $v_{e}=1$ for all $e \leq k$. Let $\alpha$ be an endomorphism of $G$ with $\alpha^{\circ}$ denoting the identity automorphism on $\mathbf{A}$. For each pair $(i, x) \varepsilon N \times E^{*}$ define $w_{i, x}=\left\{\begin{array}{l}v_{x} \alpha^{i-1} \ldots v_{x+i-1} \quad(i \geq 1) \\ 1 \quad(i=0) .\end{array}\right.$

Let $S=\left(E^{*} \times G \times E^{*}\right) \cup\{0\}$ and define a multiplication on $S$
as follows:- $(m, a, n)(r, b, s)=\left(m+t, w_{t, m}^{-1} a \alpha^{t} w_{t, n} w_{u, r}^{-1} b \alpha^{u} w_{u, s}, s+u\right)$ where $t=[n, n r]$ and $u=[r, n r]$ if $n r \neq 0$; all other products are zero. Then $S$ is a 0-bisimple inverse semigroup whose semilattice is an $\omega$-tree with zero.

Conversely, if $S$ is a O-bisimple inverse semigroup whose semilattice is an $\omega$-tree with zero, then $S$ has the form described above.

Proof: Clearly $S$ has the form described in Theorem 3.7.1 and so is of the form $S(E, k, \Phi ; A$, ,,$\theta)$ where $E$ is an $\omega$-tree with zero and A is a group. Thus by Theorem 3.7.1, S is a 0-simple inverse semigroup. Also, by Theorem 3.3.4 and (3.4.2) the semilattice of $S$ is an $\omega$ tree with zero and, applying Theorem 3.3.4, (4)
is 0-bisimple.

Conversely, if $S$ is a 0-bisimple inverse semigroup whose semilattice is an w-tree with zero, $E_{S}$ can be considered as having a factorisation $E_{S}^{*} \times\{1\}$ which is compatible with the $\theta$-structure of S . Thus by Theorem 3.7 .3 the result follows. This result was stated by McAlister in [5, Theorem 6.1]. 3.7.12 This modification brings us to a result stated in Theorem 2.6.15 and spotlights the overlap of the situations described in Chapter 2 and Chapter 3. The results deduced from Theorem 2.6.15 follow automatically from Theorem 3.7.11.
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## APPENDIX

Revised version of the proof of Theorem 2.6.2(ii) and of 2.6.3. 2.6.2 Theorem:

Proof: (ii) From Theorem 2.5.3, S is of the form $S\left(E, T, k, G_{i} ; \gamma_{i} ; e, \nabla_{f}\right)$. Since $S$ splits over $\mathcal{H}$ there exists a set of representatives $A$ of the ff-classes of $S$ which forms a subsemigroup of $S$. Assume that $A=\left\{r(f, g): f, g \varepsilon F^{*}\right\} ;$ where, in the notation of $(2.5 .2)$, $\left(H_{r(f, g)}\right) \varnothing=(f, g)$. Then $r(f, g) r(p, q)=r((f, g)(p, q)) \ldots \ldots 2.2(a)$ This follows as the set of representatives is a subsemigroup of $S$ and $\left(H_{r}(f, g) r(p, q)\right) \varnothing=(f, g)(p, q)$. Also $r(f, g)(r(f, g))^{-1}=f$ and $(r(f, g))^{-1} r(f, g)=g \ldots . . . . . . . .2 .6 .2(b)$.

It is also imnediate that $(r(f, g))^{-1}=r(g, f) \ldots \ldots . . .2$........2(c). This follows as $r(f, g) r(g, f) r(f, g)=r((f, g)(g, f)(f, g))$, by 2.6.2(a), i.e. $r(f, g) r(g, f) r(f, g)=r(f, g)$.

For all $f \in E^{*}$ let $u_{f}=r(e+i, f)$ where $\mathscr{I}=i$. We now show that these elements $u_{f}$ satisfy conditions (a), (b), (c) and (d) of Theorem 2.5.3.
(a) Let $i \varepsilon N$ with $0 \leqslant i \leqslant k-1$ and let $f \varepsilon E^{*}$ with $f=i$. Then $u_{e+i} u_{f}=r(e+i, e+i) r(e+i, f)=r(e+i, f) b y 2.6 .2(a)$ and so $u_{e+i} u_{f}=u_{f}$ and $u_{e+i}=e+i$.
( $m_{\text {) }}$ Let $n \varepsilon N$ with $n \geqslant 1$. Then $u_{e+k}^{n}=(r(e, e+k))^{n}=r\left((e, e+k)^{n}\right)=$ $r(e, e+n k)=u_{e+n k}{ }^{\circ}$
(c) Let $n, n \in N$ with $n \geqslant 1$ and $0 \leqslant n \leqslant k-1$. Then $u_{e+n+n k}=$ $r(e+m, e+m+n k)=r((e+m, e+m)(e, e+n k))=r(e+m, e+m) r(e, e+n k)=$ $(e+m) u_{e+k}^{n}$.
(d) Let $f, g \varepsilon \mathbb{E}^{*}$ with $I=g=i$. Then $u_{f}^{-1} u_{g}=(r(e+i, f))_{r}^{-1} r(e+i, g)=$ $r(f, e+i) r(e+i, g)$ by 2.6.2(c). Thus $u_{f}^{-1} u_{g}=r((f, e+i)(e+i, g))=$ $r(f, g)$.

With the notation of Theorem 2.5.3 we now examine the definition of $m_{t, f}$. We have $m_{t, f} u_{f+t}=u_{e+i+t} u_{f}$ where $\underline{f}=i$. Let $p=$ fit then we have $n_{t, f} r(e+p, f+t)=r(e+p, e+i+t) r(e+i, f)=$ $r((e+p, e+i+t)(e+i, f))$ by 2.6.2(a). Thus $m_{t, f^{r}} r(e+p, f+t)=$ $r(e+p, f+t)$. Hence $n_{t, f}=e+p$, the identity of the group $G_{f+t \cdot}$ From this we see that for all $f \varepsilon \mathcal{B}^{*}, \nabla_{f}=m_{l, f}$ is the identity of the group $G_{\underline{x}+1}$ •
2.6.3 From the above theorem we have a necessary and sufficient condition for a O-simple inverse semigroup whose semilattice is an $W$-tree with zero to split over $\mathcal{f}:$ namely that it be isomorphic to a semigroup of the form $S\left(E, T, k, G_{i}, \gamma_{i}, e, \gamma_{f}\right)$ where, for all $f \varepsilon E^{*}$, $\nabla_{f}$ is the identity of the group $G_{f+1}$. However a sufficient condition forfthis to occur is that there exists a set of representatives $u_{f}$ of certain $f$-classes of $S$ satisfying conditions (a), (b), (c) and (d) of the proof of Theorem 2.5.3 and such that, for all fe $\mathrm{E}^{*}$ and all $t \varepsilon N, u_{e+i+t} u_{f}=u_{f+t}$, where $f=i$.

