




SUMMARY.
The present study aims at evaluating structures and 
transfer in text strings. 42 text strings written by 
(younger and older) and 22 text strings written by adults 
ti=̂ ts newspapers and childrens books) were analysed in three 
ways ’ Firstly by simple statistical means, secondly by a time 
serr;*= analysis based on Fourier analysis and thirdly by a pat
tern eyaluation analysis based on the Fast Fourier Transform, all 
three methods having been developed for this analysis.
The analysis involving simple statistical means was based on my 
discovery that the distribution of 'new; words along any 
tert string is one of exponential decay . In a double 
looarithmic coordinate system each text string can be 
bv'a straight line determined by the two parameters. intercept 
and Gradient B. both a function of how fast the vocabulary b 
coLs IxhaCste; as the string is extended. The numerical values 
of A and B were established for all the text strings, e ore 
after permutation of the words in each text string, wa
shown that the permutation of the strings caused intercept A to 
increase and gradient B to decrease significantly thus ®
that A is invertedly, B directly related to sequential structure. 
The analyses established that adult text strings have a ^»9f|er 
iLel of sequential structure than do childrens strings and that 
amongst adults, popular newspapers have the highest level 
structure as well as the highest vocabulary.
A computer model (the ’model of best fit )
was created in which the sememe evaluation .
fer of the human ’linguistic device’ - two features s'"®
easily simulated by a computer - is instead ^  ,
procedure which lends itself to computer ®nd numer^
analysis. In this model each incoming word is *«**"®*^^^
’reference field’ and sememe evaluation and information transfer 
are seen in terms of length of text string between reappearances 
of words. Before the text strings of this ^^ody were subjected to 
power spectral analysis, they were processed by this model
best fit’.
The two different methods of Fourier analysis gave virtually 
identical power spectra when applied to the same ex ^
The Mean Power Density <MPD) and the Variance (CHI.) were mea 
sured from the power spectra of 25 of the I f  Amount
and all 22 adult text strings. Although f ^ y  a * ®"°“2n
MPD’s were consistently higher for adults th higher
confirming earlier findings that ad(Jl s .. sioni-
seqential structure than childrens ® c h 12 of the
fiance level did not quite make it to the 5/. ^
spectra turned out to be much more signi i®an y «radient B
age and language development than was the
earlier. The ’reference field’, defined in the
parameter with the highest correlation with ^uage deyel p .
The popular press had the highest MPD, CHI. and 
field’ of all text strings. Both MPD and CHI2 “® f ® « ® f  
permutation although only the difference Wi regar .
significant. Both emission and absorbtion “f ®
in all the power spectra. It was suggested that these features 
represent generative and filter (lexical) functions of the lin 
guistic device’. The position of two of the peaks in the P°“f  
spectra were shown to be common to most of . T*’_ i._f
were F-0.484 in the chil'drens spectra and F=0.375 in the ad 1 
spectra. Finally it was shown that when a grammatical category 
<eg. nouns) were weighted in different text s rings, 
peak(s) appeared at about the same frequency in ®  ̂ -.»ai-or*
spectra, suggesting that identical, grammar speci ic, gen 
and filter functions were involved in the generation of 
different text strings.
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All in the oolden eUernoon 
Full leisurely m glide;
For both our oers. with little skill. 
Bv little  arts are plied,
Nhile little  hands eake vain pretence 
Our wanderings to guide.

C.L. Dodgson.

PREFACE.

.... .... ...... . " r . :
i„ tk, infoTMti» tkM rrt.cl ‘ ' i j ' f j i  this tki. th.iis k.iin. «itb .« .«..iMtiim

The text strings written bv adults and used in J  However, even if the database of this
.ritt.» by chlldr.. b ... b«n ' ' “ “ / f “ '  “  ^  .♦  .».k» ‘ « t  . t r i . , . .  TI» «in

. .  « . . t i t . , . ir r ... . ..» , «.b . t n . , .

exhibit.::/r  r .: r r ; ; r r .r : r  s ; ;= r ; j ; r  r.r? s r. “ “
Tb. ....... Ok tb. ..t.biiob,j c o b c o o t o ‘'^^«.»¡‘''̂ .1'“  «ti««

Tb. b u . « t . . .  Ok .y y.«.rcb b „  b«b to ,.kb . « « ^ 0  t b .« ¡ { ; r : r ; b : r : . : ; ; ; . : ^ " « Ä
features, aaongst the general structures in te ^ »linguistic device’ is seen very euch as a 'black
rather than just the output froe the device . J ’ Because f̂ the successful application of Fourier

r ; , , r  to‘ ^ . r
structures in the text strings used in this study.

:r. v::,:r:. rr..r.r,
uith no 'huaan touch’ . This in turn has «ant hat even if ^  crude atteigit to
’ linguistic device’ functions eay have soee re eva , k-Binnino and even if  this sieulation of cognitive lan-
siiulate cognitive language processing. **"**'̂ ’’ ’ jn’ this thesis do indeed suggest that the Fourier
guage processing has obvious li.itations, the resu ts p r a te d  1 th » J|.is 
analyses have picked up so« of the underlying structures of the text strings.

In spite of the present rewarch not being based on of so« of the
of this study can be seen as graphic representations 0 g ^  analysis, pre«nted

caution.

tbi. tbMif C« I» r ..i  Ob 0.V«-.! It« »*«•*'*» yo. kMl Ibio to
.t t i« ,  - «  k.r kro. tb. ’ full l .l» r .ly  «  »M j- ok b. J. ^ '»  “ J " “  "» ”  tb.
b. tb. c.«, ,« . . . .  Utib, It t«. «rioo.1,. t l T oitotiftic. ib.oly«l ib tb. „.lootiob ok tb. r«« lt. i .  oot .  cobHitio. to th. ,
tb. Hirit ok Mit ok tb. rM.«rtb ib tbii otobv «« tb»t ok “  M vK 'íbtü^'to  bo oor. tb«i »  »«ploro-.itoTbotib,.itb--..ttb«,.,..-». wo.it. ‘tory trip along the banks of substance Md fori on that gold« a

A . 6.
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CHAPTER 1- 
INFORKATION THEORY.

The mathematical diecipline. which ie nowtheory, wa» bounded by the American engineer C.E. Shannon in i 
in 2 articles "A mathematical theory of communication in Bell 
System Technical Journal. The term »information theory', which 
was not coined by Shannon himself, is an unfortunate choice, 
since it tends - due to the common sense meaning of "information 
- i^glye raise to expectations, which the theory cannot satisfy.
The theory deals with the transmission and reception of
and the statistical considerations of error and success in
process. Information in this sense has nothing to do with
and says nothing about the yalue of the information in itself.
Information in these terms is an absolute guantity
same numerical yalue for any obseryer.mation, which the theory takes no account of, wouldbe a relatiye guantity and would haye different yalues for diffe
rent obseryers.
The theory is based on statistics and applies to the following 
oroblem- After an experiment with a giyen number of possible h^rb^en Tully%.pIored, we will haye gained eome anfor- 
mation. Can we measure this information:
As this information can 
as haying been present 
influence transformed

not arise from nothing we will regard it 
in some form in the system before our 

this form into information-
WhatWhat i< this substance then that Letdo I mean when I say that it is transformed into ‘ ‘ jthe situation before an experiment is carried 

situation. You are setting up the new TV- 
around you in admiration of your 

set on and try to find the
bio grey frame of black and proper cnanneis. m e  .ere... *- --- - « 9  9r ^ example

white dots Jumping about in the millions» a P 9 -i«.-*:r-ciniccall randomness and an electronic
you turn the channel selector, the
along the line of search changes
black and white. The
together by a monkey.

audience will boost your ego by tellingamicable discussion will
of. One and each of

us try and compare 
out with a well known 
set and eyerybody is gathered 
anticipated skills. You switch tl 

channels. The screen is but 
ng about

of what a mathematician would 
engineer would call noise. As 
random pattern here and there 
into lumpy conglomerations of 
looks like a Jigsaw puzzle put 
the grateful
picture is there and some

whole thing 
By this time 
you that the 
arise as to 
your little 

a solutionwhat the picture is a picturherd will analyse this near-random pattern and suggest 
and .yantually on. mugg..tlon will change .y.ryb^y • 
of th. .cr..n a. being a puzzle and .yerybody will 
”oh" and "of course", and so a reference has beenitself ath<

and "of course", 
whole random pattern suddenly reyeals

found by which 
a picture of
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someth1 na.
uih.t haopened in this example - i-f we strip it et its homelv 
«■moBDhere - was. that we decreased the level e-f randomness in a 
svs?em bv applvino a structure to it. therebv transform.no some 
o-f the randomness into in-formation.
The potential -for information or the form which can be transfor
med tmto information is called entropv with a term borrowed from 
th^ field of thermodynamics. Entropv is a measure of the lack of 
structure and if we take a common thino like water as an . example 
Bert look at what happens on a molecular level when we chanoe the 
nnlei-ntllrn orthe w^ier. we can pet an idea of what entropv is a 
measure of. Let us imaoine, that we could maqnifv a lump of ice 

much that we could see the very molecules; we would then see 
them quite stationary. Although the molecules would themselves 
writher about a little. thev would still stay within a confine 
space and fixed distance to other molecules all 
impression of a structure, which is of course the crystalline 
it^ucture of ice. As we heat the ice - as we increase the entropy 
if the "subsystem" ice-water - the increasing fn^rogv will 
eventually - when this subsystem has reached a level of entropy 
which we in our human "system" call zero centigrade - break the 
bind.nos between the water molecules giving them
i T t L  which represents the human reality and
the subsystem ice-water,that the ice has melted. As we increase 
the tLperature of the water. or. increase the entropv of the 
subsystem water. the water molecules move
r-Andom until the entropv has reached a level. where anv adoicio 
nal input o-f entropv will give the water molecules 
to escape the subsystem and move into our "system".
"system" the temperature of the water is now hundred centigrade,
a " r  the escaped molecules are called ‘S t . . . ' ' .  J > .  : K L ‘^:ubsvs! 
water boils. The boiling point of water represents this «“bsvs
terns highest deoree of randomness. temperature,
of structure. It is clear enough ngw. that there is *
tween temperature. entropv and randomness on one side
mation and structure on the other side. Thev «’'®
wavs of exoressino the same concepts in different systems. I
equallv clear now. that as we increased the temperature in
system. we increased the entropv and the randomness in the sub
svstem.
As a simple experiment let us take the throw of a dice. ] *  
dice is unbiased we know that each of the six faces has an equal
chance o-f 1/6 th of comina up.

we throw the dice we are UNCERTAIN about which
Of the concept of 'uncertaintv' we »hall use the 

of thermodvnamics of 'ENTROPY' and we 
of the eKperiment before the throwing

Before
come up. Instead 
concept from the theorv 
shall define the entropy H
of the dice as

H <T) log <6)
We now know. that before the dice had come to rest we an
uncertaintv. or entropv as we have chosen to ca exists
After the dice has come to rest the uncertainty no 
- the entropv has become zero - and we have qained some »nf^"« 
tion. The entropv. which was loq<6), has become zero and it seems
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i-essonable to equal the amount of information qained with the 
»mount of entropv lost. If we look at what has taken place during 
th^ Lpertment? we could clarify the transfer of entropy into 
information like this:

Before the experiment 
Experiment fullv explored

ENTROPY 
log(6) 
O

INFORMATION
0

1 og <6)

As we can see. entropv and information are reciprocal, 
this reason information is sometimes termed "negentropv . 
not a very helpful concept however, and is mentioned here
a curiositv.

and for 
This is 
onlv as

More generalIv 
experiment with

we have that the information 
N equally possible outcomes is

I <E) = loo<N)

gained from the

<2 . 1 )

Locking at equation (2.1) we can see, that ¡’‘^her the ^““^er
of possible outcomes of the experiment, the higher *
fer of entropv into information taking place during the experi 
lint. Inrihere is theoretically no limit to
I. It is easy to see too, that if there is only one possible 
outcome then the entropy is zero (log 1 - O) “"J
case can not be anv transfer of entropy into information, we get 
the perfectly reasonable result that there is no information 
gained from an experiment with only one outcome.
In the field of thermodvnamics, from where the concept 
c o l s ,  the logarithm used is the so
base of which is e = 2.71828.. We could choose what ever base we 
wanted. but dealing with signals and
hardware the obyious choice would be a f ’„
Since so many situations in communication can be described
terms of 2 
write log 
rithm with

statess 
i n the 

base 2.

"low level - high level" or "0 - 1 
future we will therefore understand

', When we 
the loga-

For all logarithmic functions 
looarithm — we have that

- whatever the base of the

log<N)» O for N * 1
so, recalling the experiment with only one outcome, does not
depend on which base we haye chosen - the information ♦
an experiment with only one possible outcome is always zero.
Let us consider a pack of 32 different cards ofselect one at a time - and put it back - until we «ce shure thatwe haye been through them all. As 32 equals 2 in power 5 the
logarithm of 32 is S and the informativ gain^ is 5. It has
become customarv in information theory to ••V • l̂ouid savinformation is "bit" (short for "binary digit ), so we would say
that the information gained is 5 bit.
Let us now consider two separate packs of cards each 32 different cards and let us keep picking 2 cards, °ne from each
pack. until we find no new combinations of Soneeach time. The number of possible ways in which this can be don



page

4. 3-’»T2 «nd the Information derived from this experiment
ihereiore be loo<32*32) - loq 1024 - 1 0 bit. This -eems 
^  ™!hle mince we would have expected to qain twice am much 
::::r::?l:n “i r L  thi. experiment as^we^had from the above^ men-
ustnfa r^q^rlth^i; funcUon in <2.1) im the additive propertv of
such •functionSa
Ue have - in our imaoinarv experimentm - mo far dealtAm it im often more practical to ume probabi 11 tiem 

°will change <2.1) to accommodate probabi1itie* rather than 
nLber of outcomemT To return to the throw of a dice, we know, 
ihaf each of the 6 facem ham an equal chance of cominq up and we 

♦■hai- the orobability o*f any single -face coming up is '
More qenerally we have that the probabilitv P that one particular 

out of N possible outcomes will occur is equal to 1/N 
where N is the number o-f possible outcomes, and i we w 
substitute number of outcomes with probability in <-u.l> we ge

logarithm to 
i n+ormati on

I <E) « -log<p)
a number between O and 
derived "from <2e2) is

i tsel -f 
course

< 2 . 2)

nega- 
sti 11Since the 

tive, the 
positive.
Similar to our considerations regarding <2.1) we realise, by
lookina at <2.2), that the smaller the explorL!is the information qained when the experiment is fullv explorea.
It is important at this staqe to emphasize, .

^ A. m s And voQ do not aiak©information theory is a stical assessmentsiudqements on single cases in statistics. St . . j iudge-
are retrospective by nature, and when wements likei the probability that one particular face of a die
comes up is i/6, we are reallv in ^he
sinqle outcome of a  ̂ throw a dice manvstatement is the assumption that if differentfimoe — and that means# more times than there ar outcomes - then this particular face in question would come up
(ideally) 1/6 of the times.
It is important to understand that if it was not 
simplification we should not be talkinq
experiments at all. Many introductions qainedto emphasize this and often state the information qained
from the throw of a dice would be -xoerl-
hiqher the number of different possible „Zte^e is
ment. the hlqher is the information ««i"**̂ ,***’*"
picked or confirmed. Thi. 1. not the case. I «i*“
this more thorouqhly. At this point I •*“ * ^“*‘ ‘‘r“ * Jj“w ^an
information I— loq<l/N) is the amount Ixperiment
(ideally) be qained from the FULL
with N equally possible outcomes, NOT the pick ■ P sinqle 
come. If we do want to look at sinqle «ctipn« »i“« throw of a dice, we will then haye to talk «P^t th« «v« «0 
information psr outcome, which in the case o a

I(each face)-l/6*I(dice) bit — l/6(logl/6) bit
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which more generally, for the e>:periment with N equally possible 
outcomos can be written

I < average) ■*"1/N>1 OQ < 1/N) bit
■»-plog(p) bit (2.3)

Now let us consider what would happen if the dice was biased. The 
orobabilitv of each face coming up would no more be exactly 1/6. 
When we counted the number of times each face had come up after 
i^eat number of throws we would find that someup more than 1/6 of the total number of thrws and some had 
turned up less than 1/6, but the sum of the fractions would of
course still be 1.
1+ we were to sum up these different amounts of information we 
could of course write that

I<dice)= I(face 1)
I (face 2)* 
1 (face 3)

~p^log(p^) bit 
~p log(p^) bit 
“P^log(p3,) bit

■¥ I (face 6)—"P4,log(pt.) bit
(where p +P *p...*P again equals 1), but the established way of
expressing this summation would beH, « 4

I (dice) * “J%^^log(PK> bit
or more generally where the case is not a dice but an experiment 
with i outcomes

I (exp ) * -^p^log(Pvt_) bit (2.4)
This is in fact the main theorem - sometimes called ^be first 
eguation - of the information theory. Again the sum of all the 
different probabilities eguals 1 or put another way

and we can see now, thaV'’(2.2) is iust that special 
where all outcomes are equally probable and ‘ately can set p - 1 without special concideration to differing
probabilities of single outcomes.

A couple of practical examplest
If we substitute in (2.4) with the relevant values for
biased coin we get that the information gained after several
throws is I (coin)— ZP.5*log(0.5) bit 

- 1 bit i
and likewise, the substitution in (2.4) with the values for an 
unbiased dice would give

I (dice) — ^O. 167*log(0.167) bit
« 2.6 bit
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which again is the information gained after experiment "dice' is 
fullv exhausted.

peplections o n information t h e o r y.
The relevance of information theory to the research presented in 
this thesis arises from the idea that a natural text string in 
^ome respects can be compared to a succession, of dice throwings. 
At every encounter with a word in the string our linguistic 
device selects one meaning of a word from a number of possible
meanings.
As explained much more thoroughly in chapter 8, most of the words 

u «  h.ve a number o. u.e., each with .mailer f  
tion in meaning. The particular meaning of a word string depends on the context in which the word is embedded. When 
one particular use of a word, out of a numberhas been established, we have established the meaning of the word 
l” itrpartiLlar conteMt. From th« introduction to information 
theory above, we know that when we, out of a number of possible
outcomes, establish one single outcome, ® “̂theinformation. The greater the number of possible ^
greater is the transfer of information, once the 
L s  been established. Roughly speaking, the number of 
outcomes is given bv the number of possible uses of a word. When 
we have established which use of the word makes most sense in the
given context, we have the result of the ®^^®r^Tw" mforma- 
meaning of the word in this particular obvioCslv ation transfer has taken place as a result. ^^^®,^® very crude attempt to apply the principles of Information Theory 
to language perception, but I think that the similarities shall 
become more striking in later chapters.
More qenerallv, one of the problem, «ri.inq from 
plain a .tatl.tical model like information
attemptlnq to apply it to human rea.oninq, i. that "
move into human perception and lanquaqe, ** •*'• „cn-mathema- manv-valued, often concealed quantities, all hlqhly non mathema
tical ground.
Take for example the word ’dice’ used in the chapter in a describtion of a simplistic experiment. 
start the experiment ’throw of a dice’ without any
all. we should not h.ve used the word dice since " " = ^ 1
of ’dice’ is already the knowledqe of six faces ^ .
tlvely with the number, on. to six| three ‘"P“'"**"* °!
information. W. should have used a word like ’ f ‘of ’dice’. However, ‘n most of real-life experiment. ^  do not
start out with zero information. We start out with both knowledqe 
about initial conditions and sxpsctations about outcome.
This leads us to a very important point. Contrary to the 
Sion one gets from most introduction, to 
information is NOT hanging around in big b a l l ^ s
pierced by inquisitory minds- To gain information a ou ^ ^
you have to put as much IN to the system as you want to get out 
in theory. In practice however, you will always 
into the system than you want out because of inevitable
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I uB ao back to the dice. Because of the information inherentLet UB go bac ^ already before we start
in our 1«̂ ®® expectation as to how the output will be
structured and we use this structure to retrieve the

X - Which Of the siK number of eves came up. This isinformât on which of information in real life. We
I Z "  llrlltlrli - :r tnform^tlon - .rom .o»e .v.te™. to retrieve 
informatrorfrom other .v.tems. .l«av» "»vlng forward, and back- 
l^rd^ between randomne.s and .tructure, .ometimee increasing, ——- in one system to retrieve information from anotherrandomness c^ of this duality, this balance between input and

t h d  eguaiiddfor the ;easure of information arrived at
«r?ïer in this paper are not only measures o+ the information 
« r  can get ouî of a system, they are as well measures of the 
minimum amount of information needed to put into a system 
'•map” or understand this system.
Tn illustrate this point let us return to the tossing of a coin. 
L  you remember, we calculated the Information gained from this 
'eroeriment’ (several tosses of the coin) as being 1 
this is at the same time the (minimum) information needed to
"map" the system "coin".
The fact, that we bv inputting only one bit into a *Vstem can map 
this system is used in the very efficient way
retrieval called binarv search. This is basically ^
dividing the masses of information, that have to be searched, 
into two subgroups and establishing which of the two 
the wanted information. When this subgroup has 1.
group is itself divided into two groups and so
until in the end one of the two groups is the wanted element of 
information.
It is often difficult, if not impossible,
directional flow of entropy and inf^mation in a
between a system and any number of subsystems. This is because
the degree of structure in one system depends on “
system we compare it to, and although we *"
exact measure of the entropy of one system, it still depends 
the entropy of another system whether the flow of information
would g^one wây or another. It is entirely like two Jars of warm
water. If I hold them in my hands, they may both
that is, the entropy is decreasing in both J»’'®. "^’̂ • " ‘"^ted
my hands, but interconnected by a hose and ‘’**’•7"*® __,,tiyely 
from the enylronment the entropy will f l ^  from the 
warmer iar to the other Jar until the entropy ha. "
equilibrium in the two jars. This Entirely
structure and flow of Information or entropy
upon which system we decide to use as our frame of reference.

It is our fate as human, that we are the ?“ *'**’*", .J®
direct and increase the flow of entropy and information • * » “ **• 
We are like little creatures hungering for for us
first genetically inherited structures make it “®
to structure an otherwise random flow of 
tragic and incomprehensible fact that we moye, 
through ever increasing structures always “*‘"P 
structures to create new more complex ones until ultimat y 
structures — you and 1 ~ dissolves
From the second law of thermodynamics we know that the overall
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»mount of entropy of all the »v«tem« involved in an exchange of 
ontropv or information can never decrease. It can remain entropy Because of this fact. all our harnessing of the
entropy around us. all our wrenching structures from randomness 
!s T^som^respects futile. We are merely redistributing struc- 
tSres We may have been creating structures in one system where 
iher^were randomness before, but this has only been possible at 
the expence of structures in one or more other system/s.
T shall not dwell with the extent of this Chinese box of 
Lbsvsiems-systems-supersystems, only state that the intrinsic 
losses in all heat transfer from any system to its surrounding 
ivstems always entails that the total amount of entropy - all 
systems taken into consideration - will increase, and conseguent 
Iv the total amount of entropy/heat/randomness *»
and leading us slowly, but surely, to the grand structureless 
finale Whether your temperament considers our chínese box moni
tored ir not, the fact is that its surface is getting hotter all
the time.

A\
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2. INFORMATION THEORY IN LINGUISTICS.

entertaining.
TO under.fnd the llmit.tlon. ot ^^^Telinguistic point of view we will have to dwell for 
what can be termed different depths of language.
The building blocks of our language are the words *"are m a U  up of sounds or graphic representations of these like 
![[ This is termed the surface sructure of the Ianthe •ip';»*’**; J*’** "  , language shows its greatest
variation, Ind it is on the surface that we find the greatest 
differences between languages of different speech communities.
Exactly how you consider words to transfer the kind 
action which we term "meaning"you chose to venture. The development ‘"SUi«*!«
past couple of generations - or in some aspects o

of mental 
of thought 
over the 
the pa«t

century - has not been unlike a
guage. Initially total P<'«-“ =P“P***°" followed bysoell of absorbtion into syntactics and grammar ****^^° 
the exploration of the meaning of "meaning . At pros , rat Unguistics is exploring the very generating of meaning
structure*.
It is obvious, that words in some sense evoke
oniy'’?umprcong?^er!;!«on^‘‘on*2'bIcUrounrof%indomn.«

r “ “i:
lentencn“'^err%nirwhlt^they ire beceu*. «e
such. Although lit m s t
:r*':hr:?;t";f ih.‘i” enectually no man'sIt is sufficient for our present purpose to point ~t, that t h e ^
are at least four disciplines in our studyneed to consider. two - phonology and "»■'phology
the surface »tructure. of ^;"2::o2^•‘?-v:?^?^ke " e  g^i^lltical semantics dealing with the "deeper levels i i x e c n e v  dealing analysis or synthesis of sentences and, for semantics, dealing
with meaning and connotatione
There is some confusion es to the
linguistic disciplines mentioned above. Me *'*̂ « “**‘"
••level*«i phonology, morphology, eyntax * bu^con*!-linguists do not *ee morphology a* a special j ?
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der the matter dealt with partly by phonology, partly by myntax. 
Another couree for confusion ie the uee of the term “grammar“. 
Some linguist* tend to *ee the two middle levels, morphology and 
«vntaxe a* the one termed ''grammar" and leave phonology and 
semantics out- Other* put the three upper levels, phonology, 
morphology and syntax, under the one heading "grammar , but leave 
semantic* out. Most recently "grammar" has been taken to mean 
Semantics as well. This is mainly due to Chomsky considering his 
transformational grammar dealing with semantics as well as syntax.
The reason that we need at least two dicliplines to cover the 
research into the surface level of language is of course, that we 
perceive language in at least two different waysi through the 
eyes and through the ear*. We say, that we perceive language 
through a visual and through an auditory channel.
PHONOLOGY is the discipline which deals with the reception of the 
sounds through the auditory channel 5 the single sounds which we 
join together and perceive as words. These sounds, which are the 
Smallest units we are able to distinguish from each °^her, are 
called phonemes and most languages operate with 30 - 40 of these. 
Examples of these are the different sound qualities which conso
nants and wovels acquire in their different combinations. A1 
though we are able to distinguish these different phonemes, this 
is not due to the acoustic stream of sound* actually 
of discrete units. It is easy to show electronically that on the 
acoustic signal level there exist no such discrete ^
segments and that at any given instant of
several phonemes coexists in the sound wave. This means, that on 
thracoustic level the signal is not segmented. However, -nc. w. 
perceive it as being segmented, somewhere along the auditory 
channel our perceptual system must impose
signal. Recent research (1) indicates that this *hili-
acquired after birth, but that we are indeed born with the abili
ty to segment the incomming signal continuity.
The MORPHOLOGY -the cl ..»if ic.tion end conjugation of "
is the more readily acc.s.ible entrance into the human l^guage 
behaviour and the more objective- There is e
discussion in matters concerning the spelling or =°"J“?ation of 
words and a wide scope for attempts to create forma ■ 
which simulate the grammatical constructions of our language 
function on ths surfacs Isvel.
In morphology we classify words primarily 
function, but as the function of a word is
ted to its meaning, the meaning too comes into .tlon. The smallest measuring unit in morhology i« ‘he *°^Phem 

is the smallest carrier of meaning. If we take •
■ we have a word wich is made op ofsignalling a well known creature and the second, s •»g"»*

____  plural. in European liguistlcs it has h*»"
distinguish between semantic morpheme like dog an gram 
morpheme like “s“. but the move is towards the American pract 
whsre morphcm i

'.« 'I

whi ch
"dogs'
"dog"
1 ingt

in th® wid«r sense.
Whereas morphology deals with the analysis of 
SYNTAX is the discipline dealing with the

single 
analysis

words,
and

•' >1

1 •• ¡1
'• »si

t ■■

.

n Litky ft ahafTS).
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theoretical »yntheei« of Mhole »entences from the basic units, 
morphemes and sememes. It is in the attempt to find out what 
constitutes the transformation, from the basic units of the lan
guage function to a meaningful sentence in either its phonetical 
or graphic representation, that the generative grammar has seen 
its most recent development into the so called transformational 
grammar, which in spite of being a major step towards a model of 
the human language function is, as 1 see it, a descriptive rather 
than explanatory model in the sense that it details the routes 
between the different levels of our language function, but not 
the vehicles of the transformations.
In SEMANTICS we move into a far more difficult and subjective 
area of language behaviour in as much as we are concerned with 
the meaning of the words we use and try to classify words accor
ding to common areas of meaning e.g. Child, colt and calf are all 
classified as “offspring'* thereby attributing child, colt and 
calf the same “semem"i offspring.
In semantics the issues become very complex because the connota
tions created in human minds, even for the same word, to a high 
degree depends on the background and experiences of each human 
mind concerned. But even so, it is in the varied field of semems 
that the human mind picks its information. It is by pinpointing 
thee connotation from a number of possible connotations that the 
receiving mind extracts the information from a statement.
APPLYING INFORMATION THEORY TO THE SURFACE LEVEL.

■* • J

Let us imagine that --- string n letters
long. For this purpose we will regard space as a letter. Since 
there are 26 letters in the English alphabet and we add the space 
we operate with a total of 27 symbols. If these symbols were 
equally probable we would have from <2.1) that the information 
contained in this textstring would be

ntlog(27) bit 
n* 4-76 bit 

or
4.76 bit pr letti

This is of course not the real value since each lei
r with the same frequency in the languagle-
letter probabi1ity letter probabi 1
space 0.1859 N 0.0574

A 0.0642 0 0.0632
B 0.0127 P 0.0152
C 0.021B Q 0.0008
D 0.0317 R 0.0484
E 0.1031 8 0.0514
F 0.0208 T 0.0796
G 0.0152 U 0.0228
H 0.0467 V 0.0083
I 0.0575 w 0.0175
J 0.0008 X 0.0013
K 0.0049 Y 0.0164
L 0.0321 z 0.0005
M 0.0198

not
r 1

J  ‘I

TABLE 1. The probability of occurence of different letteri
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There «re »everal different accounts of the frequencies of the 
different letters in English littérature, the problem being of 
course that the results depend on i«fhich kind of littérature you 
choose to base your statistics on. Table 1 gives the different 
probabilities of letters and space according to Reza (1).
Given the different probabilities from table 1. and the equa
tion (2-4) which we arrived at earlier, we are now able to give a 
more realistic value for the average information per letter.
Let p be the 
( j = l , 2 , 3 . . . , 2 7 ) .  
now be written

probability of the j’th letter in table 1, 
According to (2.4) the average information can

¿*27
p *log(p ) bit

» 4.03 bit per letter
More refined considerations regarding the structure of English 
(e.g. how great is the probability that the letter e follows the 
letters th p(elth)) further reduced the information pr letter 
to 3.1 bit. Other considerations regarding the bindings within 
the English language allowed Shannon to calculate that

x..)'̂ '̂ 2.0 bit
Involving more than 7 letters in his calculations over the bind
ings and structures in English, Shannon found, did not decrease 
the average information per letter significantly and so 
average information per letter “ 2 bit. If we compare 
to the theoretically possible of around 4.7 bit per 
rived at above, we realise, that because of the 
already present in the language we can only transfer 
of the theoretically possible information per letter.

et the 
this value 
letter ar- 
structures 

about half

ThiThis leads us to another important concepti REDUNDANCY, 
measure of the degree of certainty in the transfer of the 
information and was introduced by Shannon in 1948.
The relative redundancy is defined as 1 minus the ratio between 
the actual information gained and the information it would have 
been theoretically possible to transfer

relative redundancy ■■ 1 -
actual information 
maximum information

(3.1)

According to what we have stated above, the relative 
of English is 2 bit

relative redundancy ■ 1 - ----- “ 57%4.7 bit

Studies of other European languages show,^ that the 
redundancy in these languages too is 50 — 60%, but lik« 
is in English — depends on a variety of factors, degree 
culty of the text being the most obvious one.

• • • • •M AmaIIAKI

redundancy

relative 
> the case 
of diffi-

1) F.N. lin«U9èli.

‘Si
(t .r

41
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It ie a mi«take to Judge redundancy on it« name. Redundancy is 
very “far -from being redundant in language. It is because of the 
redundancy that we are able to understand a message even «inen 
some of the information is missing. If you have tried to wrench 
meaning from the loudspeakers on a railway platform, you wi1 know 

talking about. Not to mention some peoples handwriting 
mtirely on the redundancy in language for decoding 

But apart from these extremes, we rely - to a
iven in everyday conversation to

what I am 
which depend 
of the message, 
lesser degree ~ on

apart 
redundancy

check that we understand what is being communicated to us.
Me can see from <3.1) that the relative redundancy and 
the information are reciprocal. If we try to increase the 
certainty that the information is transferred correctly, we can 
only do this on the expense of the information itself. If we try 
on the other hand to increase the transfer of information to the 
theoretically possible, we will be left with no redundancy and no 
chance of knowing whether the received message was ^popular way of putting this i«i If we get lOOV. certainty that the 
information is transferred correctly there will be no inf^mation 
left, and if we want lOOV. information transferred, we will not be
able to understand it!
As I have explained, the redundancy in the language is mainly due 
to the structures and bindings within the language. It is not the 
other way round. The bindings or the structures of a 
NOT a result of the redundancy of a language and we can NOT Judge 
the internal structures of a language by assessing the redundancy 
of the language. I am emphasising this because Quite a few 
attempts have been made in the past to evaluate till
ties of a text by measuring the redundancy. Thewill be evident from the following approximations to English, all 
constructed by Shannon.
Here is a first order approximation!

AI NGAE ITF NNR ASAEV OIE BAINTHA HYR 
QO POER 9ETRYBAIETRWC0 EHDUARU EU C F 
T NSREM DIY EESE F O SRIS R UNNASHOR

The letter, .nd .p.ce .ppe.r with the right frequencie., but .re 
otherwise independent of each other.
Here is second order approximation to English!

URTESHETHIN6 AD E AT FOULE ITHALIORT W 
ACT D STE MINTSAN OLINS TWID OULY TE T 
HIOHE CO YB TH HR UPAVIDE PAD CTAVED

In thi. .ppro.im.tion the letter, end .pece «PP-jr'frequencic. AND each letter appear with the right probability to 
the letter preceding it.
And finally a third order approximation by Shannon!

TANKS CAN OU ANS RECON THATTED OF TO S 
HOR OF TO HAVEMEM A I HAND AND BUT 
WH1S8ITABLY THERVEREER EIBHTS TAKILLIS TA

V. . '

f

'•'t

’.I

* 'I
, tl

In this approximation the conditions are like above, but each
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letter appear» with the right probability to the TWO letters 
preceding it»
Approximation» of »till higher order» can be con»tructed, but the 
complexity of the mathematic» involved »oon outweigh» the 
usefulIne»» of the exercise. I think you will agree, that it 1 » a 
feature of the third order approximation that it is possible to 
recognize it as an attempt to reconstruct English. I will »hortly 
»how you some third order approximations of French and German and 
vou will see, that these too are recognizable as being 
approximations of a particular language. It is though,
that nothing like real language can be constructed in this way.
Apart from the entertainment of getting closer and closer to 
something that looks like language, there is the important 
I mentioned before, that we can not judge the structures of the 
language by measuring the redundancy. Just try and measure the 
redundancy of the textsamples above! Your ability of predicting a 
letter - let alone a ''word" - will not exceed chance, and yet 
the text is highly structured.
Here are some third order approximations of German and Frenchx

BET FREINER SOMMEIT SINACH GAN TURHATT 
ER AUM WIE BEST ALLIENDER TAUSSICHELLE 
LAUFURCHT ER BLEINDESEIT UBER KONN
JOU MOUPLAS DE MONNERNAISSAINS DEME U 
S VREH BRE TU DE TOUCHEUR DIMMERE LL 
ES MAR ELAME RE A VER IL DOUVENTS SO

I think 
which!

you will agree, that there is little doubt which is

Although I do not want to .nl.rge -further on th. .ttempt. to 
svnthesiie language, I have to eontlon that attest. 
nature to the above approximations have been made on a 
level. Words have been labelled according to their grammatical 
function < e.g. adverb, noun ) and possible order in a sentence. 
The game in this case consists of letting a computer program pick 
members of different word categories and try to construct a 
sentence. Needless to say the value of this has »0 far not 
ceeded the entertainment value.
Parallel to the attempts to synthesize language on a 
cal level has of course gone the attempts to .
first and most obvious have been within the "diachronic (1) fi 
of research <diachronic - through time) 1 The history J*"'
guage, the origin of words, the change of words over gener 
etc. This field of research goes back literally hundreds of Y®* 
(e.g. Plato's Kratylos) and is still a very important per 
modern language science.
The area which we shall deal with is termed the 
field of research (synchronic “ same time) and is a 
implies the area where those elements of language

lynchronic" 
the name 

behaviour.

U Ikt itru 'lyncTMic* mi *4iKreiic* et betk An tt tN tf 
tW (smiei tf mieli ttrtctetl liuftittic, Feiitwi it 
Smuvi.

•> 11

* *1
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Mhich are more or less independent of time, are 
research. Most of the present language science
field.

the object of the 
lies within this

REFLECTIONS ON LANGUAGE SCIENCE VS. LANGUAGE BEHAVIOUR
Before we venture into the realms of language science, it is 
important that we do not loose the perspective. When we talk 
about a text, analyse a piece of literature or enjoy a poem, we 
tend to regard it as if we are dealing with the language 
••substance" itself, to such an extent, that while I am making 
this very statement, I am painfully aware, that you probably do 
not understand what I am trying to put over to you. What I mean 
is, that while we enjpy one of the above activities we do not 
consider ourselves in any way attending a kind of shadow perfor
mance. We do not even wonder whether we are dealing with the 
"real" thing! I will try and make myself a little clearer.
We take reading and writing for granted. Although we have to 
learn to read and write and although we take it for equally 
granted that some unfortunate people will remain illiterate, we 
still consider literacy the necessary path to an inter-human 
language universe.
To keep your perspective, I must remind you, that the space of 
time in wich humans have tried to communicate in writing is •
minute fraction of hundreds of thousands of years saturated with 
spoken human language. There is nothing in our present knowledge 
about language which indicates, that the quality of a language, 
its beauty or its ability to express the human condition is in 
any way depending on it having a graphic representation. We know 
many societies which do not communicate in writing, but we do not 
know of any primitive human languages.
A man mumbles a wordj scratches a little with his knife in a 
stick and sends the stick with his messenger miles away to 
another man who looks at it and says exactly the same word 
without fail. This is magic. But it is a magic that we can not 
see anymore. This is OUR problem. A problem of literacy. We are 
so used to reading and writing, that we do not pay it a though , 
that reading and writing are only symbolic representations for 
the genuine language behaviour, and whereas language behaviour is 
an intrinsic part of human behaviour, literacy is not.
Quite a portion of research in linguistics still seems 
based on the assumption that language behaviour and 
language is one and the same, or indeed, that humans did not 
really have a language till they developed writing.
If we look at the morphological level again, it is obvious, that 
meaning is extracted not only from the words used, but - among 
many other things - from the strict succession of these weirds. 
A blind Venetian is not the same as a Venetian blind. There is no 
need to give further evidence of how a change in the successif 
of words can change the meaning of a sentence, and indeed the 
meaning of the words themselves - the connotations. And yet, 
under the assumption that words are words whatever way you 
at them, an obsession with word statistics grew up in the 
ties. An obsession with the number of different words the indivi 
dual could produce, and a lot of work went into counting words in

■*.

I

•'t
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the littérature and 
great - according to

labelling authors - the great and the not so 
their vocabulary.

The rapid changes of the social structures in the thirties 
created a real or an imagined need to isolate the sheep from the 
aoats and so the age of the word counting began. A tedious task 
indeed as it all had to be done "by hand" until the development 
of the electronic computer had reached a stage in the fifties, 
where it was almost crying out for the kind of crude sorting and 
counting involved in measuring vocabulary and so the whole thing 
took off in an unchallenged pandemonium. Words and computers are 
powerful magic indeed. More powerful than just words.
To concentrate on single words, rather than sentences, for what
ever reason, was, I think, the greatest pitfall of linguistics so 
far. The importance of dealing with the continuum of speech, 
rather than the single units, whether it be in its phonological 
or its graphic representation can not be emphasized enough. But 
the obsession with wordcounting is still with us. Not only does 
it thrive well in the so called "type token ratio"<1), but the 
concept of a vocabulary still occupy peoples mind as if it was 
something real, something aggreed upon in linguistics. The con
cept of a vocabulary - whether internal in a human brain - or 
external in a text, is a fallacy. The concept of a vocabulary is 
intrinsically linked to words detached from their context. But 
words detached from their context are no longer part of a Ian 
guage behaviour. They are just lumpy conglomerations on a back
ground of randomness.
I shall in a later chapter show how little the concept 
lary has to do with language quality. This has indeed 
ted out several times in the past, most strikingly

Labov in his anlysis of the languagein New York (2). It still remains 
though, who in this respect are devant- 
probably pre—occupied from being in the 
they are, with the attempts of conforming

can linguist 
different social strata 
picked up by the media 
garde beyond belief, 
trade of wordselling as

of vocabu- 
been poin- 

by the Ameri- 
behaviour of 

to be

to the other gigantic fallacyi the language norm.
a human is not very 
has it changed very 

we have detached
We must not forget, that the reality of being 
different from individual to individual, nor
much through the hundreds of thousands of years  ̂ ^refined language behaviour. The 

and not being able to 
__ _____ the dramatic difference

between human 1anguage

inourselves as the ultimati difference between being a Shakespeare 
spell properly is microscopic compared tobehaviour and the spontaneous language
behaviour of other primates.
Although the commonly held view untill very recentlyi"The ability 
to acquire and use human language does not depend on being n e

1) Tyfi tekm ratiti Tie ratio bttoom tie miofcor ol tfiffirtot 
•orii mi tka total aaofcor of œët io a toitotriof. A lotkod 
Itili oitfoly moi, oiftcially io UM, to jo4fi tie vocaboley mi 
iifficalty of a to«t. Tho ootM tocooto pof’ticolarly fecical, 
■kM tkf toit laoflff §r§ of Aiffeiflt looftk, tioco the Mokor 
of tfiffariot Nordi in a toitotriof can bo obom to fall npoNO* 
tially iitk tki lofiftk of tbo toitatrio|.
2) Labov(m4),ilV70).

I ■•‘il

t





page 19

3. LINGUISTIC MODELS RELEVANT TO THIS COURSE.

We have seen, that information theory evaluate* 
according to probability of occurrence, e.g. the 
carried by a sentence depends alone on how rare this 
within a chosen sample of sentences. A* stated in 
information theory does not deal with the problems of 
the human value of information.

information 
information 
sentence is 
chapter 1, 
meaning or

In this chapter I shall begin by introducing you to the first 
attempts to simulate human language by means of formal logic. The 
approach comprised some simplistic aspects of grammar and mean
ing. The model was developed by Y.Bar Hi 11el and Rudolf Carnap in 
the early fifties - a few years after Shannon had published his 
information theory and bears the hallmark of that last great 
period of confidence! Logical Positivism.
The next decade, the late fifties and the beginning of the six
ties, saw the move within linguistics away from the "clear and- 
cut" rather unrealistic optimism of the above theories and to
wards a more embracing common—sense approach searching for struc 
tures which were reaching INTO the language rather than moulding 
the surface of it. The clearest example of one such theory was 
the IMMEDIATE CONSTITUENTS analysis.
Again the demands for computability influenced the trend in 
linguistics. The logistic model* of the positivistic era on one 
hand and the downward structuring models of the following decade 
on the other were eventually united in one form of generative 
grammar, TRANSFORMATIONAL GRAMMAR which has been most influenced 
by the American linguist Noam Chomsky. I shall later in 
chapter introduce you to both "immediate constituent* analysis 
and "transformational grammar", but before I enlarge upon any of 
the recent trends within the linguistic field, I would like to 
correct a misapprehension about generative grammar.
Generative grammar is not, as the sudden attention paid to it in 
recent years might suggest, a new theory. Any grammar consisting 
of a set of rule* which makes it possible to describe the struc
ture of an infinitely large number of sentences may be called 
"generative". Traditional grammar was generative in that sense. 
What is a recent development within generative grammar though, is 
the attempt to formalize explicitly the rule* of the grammar, in 
an attempt to make it possible to specify which rule* and which 
basic elements (phonemes, morphemes and sememes) have g w e  into 
the generating of any correct meaningful sentence. This 
within he generative grammar was mainly due to Y.Bar—Hillel and 
Rudolf Carnap's attempts to formalize human language (1).

1) T .l t r H I i l l t l  and R.Cimap (1990). ■ R.CarMp (1991).

i
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BAR-HILLEL a n d RUDOLF CARNAP'» MODEL.
The work o-f Bar-Hillel and Rudolf Carnap i» based on the axioms 
and signs of the propositional logic. Rudolf Carnap was himself a 
member of the so called "Vienna Circle", known for its influence 
_ HLogical Positivism" - during the twenties and thirties on 
science and a remarkable exponent for that confidence in empiri
cal scientific methodology which has now become the "accepted" 
scientific method. As scientific methodology is intrinsically 
linked to the problems concerning the capacity of human language 
•for describing scientific observations, the Vienna circle put 
great emphasis on the study of language and the possibility of 
expressing factual knowledge in a logistic-symbolic language.
In their work Bar-Hillel and Carnap restrict their considerations 
to sentences of a very simple grammatical construction. They 
exclude considerations of whether the receiver interprets the 
sentence in the way it was intended, but give room for some 
aspects of "meaning".
The model is based on the methods and symbolism 
logic. Both receiver and transmitter are visualised 
sion of all the possible logical deductions from the 
the given language system, so that a sentence lik“

of symbolic 
IS in posses— 
structure of 
»17 * 19 *

323" is redundant, because this would already be implied by the 
known structures. Only sentences, whose content is not implied by 
the structure of the language, carry information.
The language consists 
"individuals" in their 
(called "predicates" in 
"is". So, if "a" is 

(or

of a number "n" of nouns (called 
papers) and a number "p" of adjectives 
the papers) and the single verb "has" or 
a noun (or individual) and '‘p" is an 

adjective (or predicate), then (Pa) is read as "a has the proper
ty P" or, more simplyi "a is P". To build up longer sentences, 
the language has the following connectives well known to anybody 
with some knowledge of propositional logics

not: negation; (*̂ Pa) means "a is not P*'- •. n«V ori disjunction; (Pa v Qb) means "a is P or b is Q .
- ands conjunction; (Pa ^ Qb) means "a is P and b is Q .

-> if..then implication; (P -> Q> «••ns ^«> if and only ifi equivalence; (P*>Q) means"Q if, and only if
The choice of the p adjectives is restricted in as much •»
are not to overlap in meaning in any way, n ^  may anyimply the use or non-use of any other adjective. The vocabula y
can now be extended by adding to it the 4imof each of the already existing adjectives P denotion
(*̂ P) or by adding a new adjective which is equal to < P) - (D
There are three classes of sentences in this languages
1) A false sentence (selfcontradictory) 1 (Pa ^ *̂ Pa) meaning "a is 
P and a is not P".

* aKI

W

n OkviMtly tbt Mtlwrt «imm, tint tktir Mill, m iMtfi 
«atvrèl iMfHiqt, e t  *epM* tytteif (in tbt Itficil ttnit), mi 
«0 (Pi) tfoit not tsclnii tie ont of (^o), fvtn tlMn|k • conjMC* 
tioR of tie too niteilly ^oàicot 1 folco ctotooont. 'i-l
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2) A -factual mantance (logically indatarminata) i (Pa) maaning “a
is P".
3) A trua aantanca (tautological) i (Pa v “̂Pa) maaning *'a is P or 
a is not P".

Carnap and Bar-Hillal maintain Shannon's avaluation of 
in-formation according to probability of occurranca. The way they 
see this applied to thair language model is as followsi Given the 
number of adjectives and nouns in our "vocabulary", there is a 
finite number of sentences which could be constructed using these 

jectives and nouns. However, some of these sentences would be 
logically related. If we want to measure the information of a 
sentence S, we would first have to evaluate how many sentences we 
could construct using the nouns and adjectives in our vocabulary. 
Let us say that this number of possible sentences is N. However, 
a number M of the possible sentences would be logically related 
to our sentence S. These related sentences would have to be 
deducted from N. So, the number of sentences not related to S 
would be N - M. The probability of our sentence occurring from 
the N - M sentences logically unrelated to our sentence would be 
a measure of the information contained in this sentence.
I shall enlarge further on this. Let us imagine, that we want to 
describe the observation of an experiment to a fellow researcher. 
A number of very basic factual statements could be made and a 
number of these would be needed to make up the full description 
of the experiment. Carnap and Bar-Hillel introduce such a kind of 
description, the STATE DESCRIPTION denoted by Z. A state descrip
tion is a sentence consisting of a number of simple (in the 
papers called "atomic") factual statements made up of the nouns 
and adjectives or their negation (but not both) relevant to the 
description. If there are p adjectives and n nouns relevant to
the description of our observation, then the number of possible
combinations of the p adjectives and n nouns in the
description Z is p*n, and since each combination of a noun and an
adjective can occur in two ways - either with the adjective 
itself or with its negation - there are altogether 2 in power p*n 
possible atomic statements in the state description Z.
Let us say that we have a vocabulary consisting of 3 nounsi a,b,c 
and 3 adjectivesi P,Q,R. These can be combined in 3*3 different 
ways, but because we are allowed to use the negation of each 
adjective as well as the adjective itself (but not at the same 
time) in our statements, the number of possible atomic statements 
increase to 2 in power (3*3) - 512. Let us further imagine, that 
we want to make a state description consistiong of two atomic 
statements i.e. Z-<Pa^Ob). By the same combinatoric 
arrive at a possible 512 in power 2 (well over 260.000) 
scriptions consisting of just 6 variables in their different 
combinations. Now, some of these state descriptions w e
inherently true (tautological statements) and some cally related to Z. Since we want to measure the probability of 2 
with regard to the number of FACTUAL sentences NOT related to 
it, we must subtract a) i the number of tautologically •
ments and b)i the number of state descriptions related to 
the total number of state descriptions. Let us say, that a er 
this we are left with 0192 factual state descriptions unrelated 
to Z. The model then follows information theory and states, that 
the numerical information value of Z*(Pa'Nab) is

. ii

i •si
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I(Z) - log(B192) * 13 bit
Already at thi» point Carnap and Bar— Hi 1lei’« language model has 
become »o complex, that it is impossible to assign any realistic 
orobability of occurrence to any, but the most basic state 
descriptions. This does not matter for our purpose, since what is 
relevant to us - and the genuine development - is that at this 
Doint Carnap and Bar-Hillel introduce “set theory" to accommodate 
some rudimentary form of meaning. Let us imagine, for instance, 
that we discuss temperatures and designate those «t*ove 20 
centigrade« by "high" and those below 20 centigrade« by •
Now a number of atomic statements can be made associating the 
noun "temperature" with the adjective "high" or its opposite 
"low" and it is obvious, that the probability of an atomic 
statement like "temperature is high" occurring in the Sahara 
Desert is higher than the same statement occurring on the North 
Pole and the numerical information value of the statement in the 
Sahara Desert therefore less than the value of the same statement 
on the North Pole. The model now states, that the RANGE of such 
an atomic statement is the SET of those state descriptions in 
which the statement holds, or to put it another way: whereas the 
atomic statement can occur meaningfully in »o^e «^ate 
descriptions and not meaningfully in other state descriptions, 
the number of state descriptions, for whichholds, is bigger in the Sahara Desert than on the North Pole, 
thereby giving "temperature is high" a greater range of 
meaningful state descriptions in the desert than on the 
From this it follows, that whereas the numerical value of the 
information has decreased, the set of meaningful state descrip
tions has increased in size- Although this is an interesting 
parallel to the redundancy function mentioned in chapter 2, e 
important contribution oi thi. model i. without doubt the intro
duction of »et theory into lingui.tic. A part of a .entence or a 
atatement i. here .een as a SET of meaningful function, o'" «PP“ " 
cations, and it wa. along thi. path that subsequent structural
theories in linguistics ventured.

I

V

t

CONSTITUENT STRUCTURE.
The complexity of deterministic models like 
Bar-Hillel forced the logical positivists to rethink 
of language- Wittgenstein, one of the most influential 
positivists, regarded in his first major work "Tractatus «-»«ico- 
Philosophicus" <1922) language as a picture of ^later work "Philosophishe Untersuchungen" published after his 
death in 1951 he had completely given up this idea. Rudolf 
too expressed this new attitude in his "Heanlng and necessity 
(1956) where he, as the title implies, 0*v«
considerations to the problems of "meaning”. In *is based on the ideas and the formal logic f r ^  his and Bar- 
Hill el’s earlier papers (see page 20), he formally introduced the 
term "meaning postulate”. The meaning postulates ^  semantic 
rules, were a further development of the application of
propositional logic to the problems of semantics and f »of the inventory of generative grammar right up to the present. « 
couple of examples will illustrate meaning postulates:

1) boy -> male ^ *^adult
2) girl -> female ^ *^adult
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3> human ->
4) adult —>

boy V 
Moman

woman v girl

reads "boy 
rs female

i  mp1 i e s  
nd n o tA p p ly in g  t h e  r u l e s  e x p l a i n e d  on p a g e  20, 1>

m ale and  n o t  a d u l f j  2 ) r e a d s  " g i r l  im p l i  a d u l t " !  3) r e a d s  "human i m p l i e s  man o r  boy  o r  woman o r  g i r l  |  4) 
r e a d s  " a d u l t  i m p l i e s  man o r  woman".
We shall return to meaning postulates later, when we deal with 
Generative grammar and semantics. At this point I just want to 
emphasize the Importance of Bar-Hillel and Rudolf Carnap's 
contribution to those developments which followed in linguistics. 
It was out of the ashes of Bar-Hillel and Rudolf Carnap's attempt 
to apply information theory to language that modern structurali
stic linguistics rose as the bird Phoenix. Their model is now 
largely forgotten, partly because it was written in a language, 
formal logic, which then (this was 7 years before Chomsky s 
"Syntactic Structures") was still strange to most linguists, and 
partly because the common interest for liguisties did not "take 
off" for another ten years when a reaction against the phenomeno
logical and psychoanalytical linguistic theories of Western Eu
rope (Predominantly those of French linguists like Merlau-Ponty 
«nd Paul Riceur) demanded stringency in thought and expression 
and so made the linguistic theories of English and American 
positivistic descent (Predominantly those of Chomsky) with their 
mathematical notation seem more palatable.
Two c l e a r  l i n e s  o f  d e v e lo p m e n t h a v e  
S t i c  t h e o r i e s  l i k e  t h a t  o f  R ic h a rd  
* t i c  -  a s  o p p o se d  t o  p o s i t i v i s t i c  t h e o r i e s  d e v e lo p e d  by  F e r d in a n d  d e  
The o t h e r  l i n e  o f  d e v e lo p m e n t -  t h e  
t h e o r i e s  o f  t h e  V ie n n a  C i r c l e ,  w as R u s s e l l ,  w as f u r t h e r  d e v e lo p e d  by  C a rn a p  
t h e i r  i n f o r m a t io n  t h e o r e t i c a l  a p p ro a c h  and  d id

l««d to present structurali- 
Montague. One is a naturali— 
— one which began .with the 
Saussure and Louis Hjelmslev. 
positivistic - began with the 
taken up by Wittgenstein and 

and Bar-Hillel with 
eventually with

Chomsky's version of generative grammar become a challenging 
conglomerate of naturalistic and positivistic ideas. 
noting, that some of Chomsky's earliest ideas were published in 
"Transactions on Information Theory" (1) and both here and in 
"Aspects of the Theory of Syntax" he makes several references to
the works of Bar—Hi 11el.
Stuart Hampshire wrote in his influential
(1960)1 "After the early experiments of Russell and
most contemporary philosophers are probably convinci^ t a ®
idea of 'the facts', which are already individuated in reality
independently of our forms of reference to them, is
that cannot be given a sense. We divide and redivide reality into
its segments and subsegments along the lines of our prac
interests, which are reflected in our conventions of reference
(p.216).
This "division and redivision into segments and subsegments" was 
a reference to the CONSTITUENT STRUCTURE model and the 
which Carnap's meaning postulates had on it. The theory be n 
the constituent structure model is, that the words in a sentence 
are not (always) just individual parts linearly adding up to a 
whole. Some of the words in the sentence are more closely rela e

),■

DQwMky (19S4).
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than other» and form blocks or »egments within the »entence. A 
sentence is then seen as made up of a number of segments each 
consisting of one or more words. But as well as being part of 
segments within the sentence, the words are themselves part of 
subsegments implied by the structure and the meaning of the 
sentence. This language model was a major step forward from the 
initial rather crude logistic-deterministic models of the positi
vi school and an attempt to look at the ways the mind might 
synthesise a sentence. It was an attempt too, to follow, bac
kwards, the path which the mind presumably had used in its syn
thesis of the sentence. To explain this I shall give you an 
example of the way an analysis of a sentence would be carried out 
according to this model.
If we take a simple sentence like "The old man eats the green 
apple", we recognise intuitively that “The old man" constitutes a 
group of words wich are somehow bound together. The same can be 
said about the last three words "the green apple". We could 
symbolize this relationship by putting brackets around the groups 
like this* (The old man) eats (the green apple). There is room 
for some discussion as to where "eats" belongs. Does it go with 
"The old man" since this segment is the agent or does it belong 
to "the green apple" since this is the goal of the action (the 
patient)? The most common way of analysing this sentence 
according to constituent structure would be like thisi

I"').1 *1

The old man
determiner adjective noun

^ ^

eats the green apple
determiner adjective noun

verb NOUN PHRASE
NOUN PHRASE VERB PHRASE

SENTENCE

1ingui- 
be the

We notice, that the verb is considered more closely related to 
the patient than to the agent, but this is by no means the only 
way the analysis could have been carried out. Some linguists 
would divide the sentence into three segments rather than two and 
so leave the verb on a par with the two noun phrases. However, 
whether we consider the binary or the ternary division as the one 
which most closely mirror the syntactic function of our 
Stic device is not a matter of great importance. May 
mechanism which this linguistic device uses sometimes works bina
ry, sometimes ternary, sometimes linearly. Or something entirely 
different. We are in search of patterns, not of another determi
nistic model, but as the case often 1» in the speculative areas 
of science - and linguistics is no exception - we tend to develop 
mental tunnel vision. The research presented later in this paper 
- once we get through the preliminary fencings — makes 
plausible, that the faculty, which generates grammatically

does not make use of any single, through life, 
but develops during the acqusition of language 
which initially 1» linear or eerial, acqisition of grammar, becomes predominantly 

binary and eventually, when the "grammar function" 1» fully 
developed, can combine anything up to 20 — 30 units in parallel.

correct sentences, 
static mechanism, 
from a function, 
whith increasing

The IMMEDIATE CONSTITUENTS <IC) analysis is a strictly binary way
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o+ analysing a sentence. Let us choose the same sentence as above 
and look at how IC analysis would proceed. At each step o-f the 
orocedure we divide the whole - o r  part o f  the whole - into TWO 
«eaments, each of which is again divided into two subsegments and 

on until each word has been isolated. Before the analysis our 
Sentence is envisaged, like before, as having a natural weak
binding after "man", and the first step ¡¡¡MEDIATE^^^Pefore be a division of the sentence into its two IMMEDIATE
CONSTITUENTS: "T he o ld  man" and  " e a t s  t h e  g r e e n  a p p l e " .c o n s t i t u e n t s  w o u ld  a g a in  b e  d i v i d e d  i n t o  e a c h  t h e i r  tw o  im m e d ia te  
c o n s t i t u e n t s  an d  s o  on l i k e  t h e  d ia g ra m  sh o w s i n  f i g u r e  1 .

old man »ats the green epple
mani [eat s __. tht^Il^g^en____ «Eßli-I

fF^ loJLdX.-i"«nJ [eatsT Ithe qreei^ «PRÎg]
Ithel lq re en _  appiediioidi Ijnan]

?ni U p p *̂
Figure 1. Diagram of binary IC analysis.

This is the analysis by immediate constituents. But we can go the 
opposite way. Instead of dissection of the sentence into its 
smallest units, we can by TRANSFORMATION or substitution show, 
how it is possible to reduce a sentence to a few comprehensive 
concepts in backward moves. To demonstrate this we will take a 
rather more complex sentence like

The old man who lives here has gone to his son's house <4.1)

By substituting "old 
vives", "has gone" 
house", (4.1) has be 
the house". By taking 
vives" -> "surviving", 
"The man surviving went

man' wi th 
with

vi vor" 
to "he

with "man" and "lives here" 
with "went", " his son's house"n reduced to "The man who survives went to 

the substitution further we get: "who sur- 
"the house" -> "town", reducing (4.1) to Next stepi "man surviving" -> 

«. The final step, "The "sur- 
-> "he" and "went there" -> "went" has thus reduced (4.1)

to town".
"survivor" and "to town" -> "ther

went", which tid to be the BASIC PATTERN of <4. 1)
Figure 2 is a diagram of this transformation, and we recognise
the use of meaning postulatesi each level is a
late/substitute/transformation of the former ^«vel.
the direction of the implications is ambiguous. he -> a u ^
vivor" and "survivor" -> "he" is equally feasable depending on
how one wants to define what constitutes a transformati^, but
the idea is, that each word is substituted with a word which in
i t s  c o n c e p t  c o n t a i n s  t h e  f i r s t  w o rd i R e m e i^ e r
meaning postulates above had it that "boy ->
meaning "boy -> male and not adult". The set of qua
c o n s t i t u t i n g  "m an" c o u ld  b e i  human *^fem ale
meaning human and not female and young or old. In this
can be said to contain the special case of "old man in (4.1) and
thus be regarded as a "higher" concept than "old man . The same
goes for "house" in (4.11 versus the substitution town ,
"hpgse". (albeit with some.optimism) can be regarded as a special 
case of "town" (assuming that the house is situated in a town).

• j>̂J
■'. <1
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The old man who lives here has gone to his son' houi
'  ^The man
' \ The man
{

who lurvi ves
surviving

-- V-----"urvivor went

the house

there
went

Figure 2. Trans-formation of a sentence.

It is important to understand, that whereas the analysis depicted 
in figure 1 is an analysis of the SYNTAX of a sentence, the 
diagram in figure 2 is based on the SEMANTICAL aspect. These two 
aspects - the syntactical and the semantical — co-existing in IC 
grammar were eventually combined and further developed in the so 
called TRANSFORMATIONAL GRAMMAR, which we are going to have a 
closer look at in the following.
TRANSFORMATIONAL GRAMMAR.
Transformational grammar and the name of the American linguist 
Noam Chomsky have almost become synonymous, but without refuting 
the impact which Noam Chomsky has had on linguistics in general 
and on transformational grammar in particular, I would like to 
make it clear, that there are a number of grammars, which all 
merit the prefix "transformational" in the sense that 
envisage the human language function as a device, which, by 
imposing transformations on several levels, is able to transform 
our speech-intention into the actual phonological output. The 
difference between the various transf ormational grammars is ****̂ ”” 
ly one of nomenclature, clarity and deterministic approach. What 
I refer to by tying together "clarity" and "deterministic 
approach" almost synonymously in this last statement is the well 
known phenomenon in science that a theory, which is well deve
loped in the sense that its theoremes are put in very clear 
terms, not only is an easy target for generaloften also suffers the fate of being labeled 'deterministic , 
because its clarity leaves little room for ambiguity. I think it 
is important to keep this in mind when we in the following deal 
with one particular model of the transformational grammars.
The greatest influence on modern linguistic theory has undoubted
ly been the American linguist Noam Chomsky, whose theories have 
aroused a common interest not normally shared by sc en c 
thinking of any kind. The popularity of Chomsky's theory in wider 
circles is without doubt due to the fact, that a super c a 
interpretation of its deep structure <-> surface structur 
tinction in some ways echoes the isolation 
standing which we - the captives of t 
likely to experience. We shall later s 
concept of "deep structure" is rather 1 
his followers would like to believe.

d i s -
and  l a c k  o f  u n d e r -  

h n i c a l  s o c i e t i e s  -  seem  
e  h o w e v e r , t h a t  C h o m sk y 's  
s s  e m o t io n a l  t h a n  many o f

There are two parallel lines of thought, which 1 would like to 
pursue in this present exploration of Noam Chomsky's work. • 
first one is Chomsky's emphasis on the syntactical aspect 
language function. The second is his emphasis on the »®"»*”^*^** mubstAnc« our opooch intontì on And tho unipuAnoAA •«inich •

* •̂1
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substance attributes to most o-f our linguistic output.
Chomsky’s work is an attempt to establish common rules for the 
•formal description of all meaningful sentences. Although he 
in this continues the positivistic tradition instituted bv the 
"Vienna Circle" and applied to language by Wittgenstein, Shannon, 
Carnap and Bar-Hill el, Chomsky differs fundamentally in many 
aspects, the most important being, that whereas the positivistic 
linguistic theories evaluated a sentence according 
probability of its occurrence, Chomsky 
sentence as in some sense unique.

sees each
to the 

utterance or

Chomsky returns to this idea again and again in his writings. 
From his "Language and Mind" I quote: "....the normal use of
language is innovative, in the sense that much of what we say in 
the course of normal language is entirely new, not a repetition 
of anything that we have heard before"(1). This is achieved 
because language "makes infinite use of finite means as Chomsky 
writes in the preface of his very influential "Aspects of the 
Theory of Syntax" in a quotation from the writings of the 19th 
Century German philosopher Wilhelm von Humboldt <2).
Earlier in the present paper <p.10) I mentioned, that sentences 
or utterances are only what they are, because we perceive them as 
such. It is one of the hallmarks of transformational grammars, 
that the graphic or phonological representation - the signs or 
the sounds - of our intention to inform are only the superficial 
forms which evoke meaning through the receiver’ 
interpret them according to inter—human rules. The 
ves do not contain any primary information however, they are, 
according to their specific construction, the triggers of speci
fic trains of processes in the receivers minds e.g.

"real world" does not in itself link it to the
number of processes which the statement trig- 

UNDERSTANDING of the statement, which links 
it to any particular matter. It is the ability of our "linguistic 
device" to anticipate, which processes will be triggered in the 
receivers mind, that puts this "device" and our language 
viour wav ahead of that of other primates.

about the 
world". It 
gers in our

s ability to 
forms themsel-

statement 
"real

i s the 
mind, our

beha-

Obviously the present state of linguistic research does not make 
it possible to describe exactly what happens in this "linguistic 
device", and Chomsky stresses emphatically that his theory is NOT 
a perceptual model or a model of speech, a so called theory of 
performance. Comsky's theory is a theory of competence, the 
speaker—hearers knowledge of his language.The attempt to describe 
how a hearer or a speaker proceeds to construct or perceive a 
sentence is a matter for the theory of language use, the theory 
of performance. So, for what it is worth, we have to work with 
suggestions of certain transformations without any real knowledge 
about what such a transformation represents. Clearly, the lingui” 
Stic field of research suffers the same uncertainty regarding 
interprétâtion as do other fields of research except for the 
additional problem, that linguistic research has its own method 
as its research object, or to put it another way, is trying to 
describe the subject of its research by means of the subject 
itself. The problems, which this impose, are again not a matter 
for generative grammar, but belong to epistomology and I shall
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Mith Chomsky the distance between the form and the substance of 
language becomes wider than ever and the complexity of our lan
guage function greater. Although Saussure - the founder of modern 
structuralism - implied these differences decades before with his 
distinction between "langue", "langage" and "parole" <1), his 
view of our linguistic ability or our competence to transform the 
substance into the superficial form is very much that of a linear 
translation word for word, or concept for concept, whereas Chom
sky sees the transformation from the semantical to the phonologi
cal level, as a much more context sensitive process. Chomsky 
writes: "The distinction I am noting here is related to
langue-parole distinction of Saussurej but it is necessary 
reject his concept of langue as merely a systematic inventory 
items and to return rather to the Humboldtian conception
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The more traditional view of grammar, "a systematic inventory of 
items" as Chomsky calls it above, sees the morphological level as 
a direct representation of the semantical level. According to 
this view, the creation of language on the semantical level 
place by means of morphemes. We think in words according to this 
view, and linguistic development, the acquisition of language, is 
the acquisition of the vocabulary and the application of the 
accepted grammatical rules on the semantical level. From e 
semantical level to the phonological level it is more or less a 
question of employing motor skill verbally or graphically.
It caused quite some commotion, when Chomsky in 1957 in his 
"Syntactic Structures" rejected this view and stated, 
morphological level of language is of an entirely different 
nature from that of the semantical level. The sentences «
language do not represent or refer to the semantical level In the 
traditional way. According to Chomsky a sentence (called a p rase 
marker) is only a surface structure. But this structure repre
sents a code (a deep structure) which is able to evoke meaning. 
The meaning is not present in the sentence as such, or even n 
the deep structure. The meaning arises in the listener s mind, 
because the deep structure, the code, present in the sentence, s 
inter-human and therefore able to evoke the same semantical 
processes in the receivers mind, as the processes which •"coded 
the surface structure according to the speech-intention of e 
speaker. The ability to encode the speech-intention onto the 
surface structure according to rules accepted within a language 
community is seen by Chomsky as not only singularly human, 
also innate.

but

In science we often achieve knowledge about normal processes by 
examining the cases where the normal processes have gone wrong. 
If we want insight into how our linguistic device works we can do

n F.tft SMtMrt Ufl4). 2) I. OmMky (IMS).
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the *«me by deliberately conetructing eentence« 
b o r d e r l i n e  o-f the acceptable, and then try to 
cheated the anomaly.
Take a perfectly normal mentence 1iket"Teachen 
boy” and eubstitute "teacher»'' with "»incerity". 
a sentence sincerity may admire the boy

which
find

are on the 
out what

may admire the 
We have now got

<4.2)
which grammatically is perfectly acceptable, yet it 
m e a n in g l e s s .  Let us take another example! "Mother opened 
door”, and substitute "mother" with "sincerity"

sincerity opened the door (4.3)
which again is grammatically correct, but meaningful only on a 
very abstract level. Problems of this kind led Chomsky to 
reconsider the labelling of the constituents of a sentence as it 
had been carried out in traditional grammatical analysis. Chomsky 
emphasised the importance of analysing a sentence in functional 
terms i.e. how the constituents functioned in a sentence < 
ject”, "object", etc.) rather than which category they belonged 
to (verb, noun, adjective, etc.). To explain this let us look at
a sentence like

sincerity may frighten the boy (4 .4 )
which is another "borderline" sentence, less abstract than (4.3), 
but still demanding special attention to make it comprehensible. 
Traditional grammar would analyse it thuss
(4.4) is a sentence (S)| "frighten the boy" is a verb phrase (VP) 
consisting of the verb (V) "frighten" and the noun phrase <NP) 
"the boy” 5 "sincerity" is also a NPj the NP "the boy" consists of 
the determiner (Det) "the", followed by a noun (N)| the NP 
"sincerity" consists of just one N| "the" is, furthermore, an 
article (Art)| "may" is a verbal auxiliary (Aux) and.
furthermore, a modal (M)
The "functional" 
Chomsky bei

way of analysing (4.4) would according to

The NP "sincerity" functions as the subject of the 
(4.4), whereas the VP "frighten the boy" functions 
predicate of this sentencei the NP "the boy" function 
object of the VP, and the V "frighten" 
grammatical relation subject—verb holds of
"frighten"), and th< 
the pair ("frighten".

nee 
the 
the

i its main verbf the 
the pair ("sincerity",

ofgrammatical relation verb-object holds 
"the boy"). (D

There are two ways of describing these differences more ^J***^^' 
One is by using a stem diagram and the other is by expressing e 
transformations in "rewrite rules". The traditional analysis o
(4.4) expressed in rewrite rules would look like the diagram n 
figure 3 (next page).
This may look like a way of confusing the issue, 
clarifying it, but if we make a stem diagram llk<

rather than 
the one in

I
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•figure 4 of the same analysis, and compare the transformations of 
the r e w r i t e  rules in figure three whith those of the stem diagram 
in figure 4 step by step, it becomes rather straight forward what 
Chomsky is trying to expressi

S -> NP -»■ Aux 
VP -> V NP 
NP -> Det N 
NP “> N 
Det -> "the" 
Aux “> M

VP

Figure 3. Rewrite rules for <4.4)

S
NP Aux
1 1
N M

sincerity" "may "frighten"

Me

Figure 4. Stem diagram of traditional analysis of (4.4).
can see, that the first rule of the rewrite rules in figure 3 

represents the first branching of the stem diagram in figure 4« 
The second rewrite rule goes on to describe that the verb phrase 
(VP) rewrites as a verb (V) and a noun phrase <NP) as described 
on the stem digram in figure 4, and so on.

m diagram in figure 4 with the one in figure 
between the traditional and the functional 

cleareri What has happened in the 
that we have pushed an extra 

functional description in between the sentence and the 
nal catégorial description. This is very important 
allows us to analyse the sentence structure 
semantical-grammatical function of the

If we compare the st 
5, the differences 
analysis become much 
analysis is obviously.

functional 
1evel of 
traditio- 
since it 

according to the 
constituents rather than

♦

8

"may"
"sincerity"

"frighten" Det N
"the" "boy"

Figure S. Stem diagram of functicanal analysis of (4.4).



page 31

only the grammatical function. Or, to put it another way, it 
gives room for the idea that the grammatical construction of a 
sentence reflects an underlying semantical theme.
In mathematical proof theory we talk about "necessary” and ”suf- 
•ficient” demands, where “necessary” means “necessary as part of 
a whole in the description of a certain condition”, whereas 
“sufficient” means the total sum of necessary demands which goes 
in to the description of a certain condition.
Are the rewrite rules in figure 3 sufficient to create a sentence 
like <4.4)7 No, they are not. They may be the NECESSARY rules, 
but they are not SUFFICIENT, since they could also create deyiant 
sentences like “boy may frighten the sincerity”. So, apart from 
the rules of labelling, whether catégorial or functional, we need 
rules which prevent the creation of meaningless sentences. If we 
analyse “boy may frighten the sincerity” or the sentence (4.2) 
above, we realise that the reason for the lack of meaning in 
these sentences are of a semantic natures in <4.2) “admire” must 
take a human agent, “frighten” in the last sentence must take an 
animate patient. So we must build into our rewrite rules the 
semantic content of the smaller units (morphemes) as well as the 
semantic content of the context (called the environment by Chom
sky). In this way our transformations would become context sensi
tive and we would rule out incompatibility between the segments 
and between the segments and the environment of the segments. The 
semantic content is according to Chomsky covered by each morpheme 
having a lexical unit attached to it, governing what is allowed 
or not allowed in the use of this morpheme. These lexical attri
butes are, as I see them, part of the positivistic heritage 
(Carnap’s meaning postulates). The problem of accepting the idea 
of predetermined lexical units attached to each morpheme clashes 
though with Chomsky’s own - and 1 think appropriate - principle 
of the uniqueness of most language use, and he falls into the 
trap — albeit on a “higher” level — of "a systematic inventory of 
items".

SPEECH INTENTION 
semantic base

DEEP STRUCTURE
A

MEAN

TRANSFORMATIONAL- 
RULES

-> SURFACE STRUCTURE

>HONOLOGICAL 
RULES

VNG
V

SENTENCE

•l> . ■ ■

• • •. »1

■ 'I

Figure 6. Graphic illustration of Chomsky’s model
Figure 6 is an illustration of linguistic performance according 
to Chomsky. Although Chomsky has emphasised, that his model is 
not one of performance, but one of competence, it is not 
possible, not even for Chomsky, to keep the two issues apart. The 
most fascinating problem remains, namely that of how we in actual 
fact in psycho-biological terms process language. Recent research 
has. merely emphasized, little, if anything, is known about
this.
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r e f l e c t i o n s  on l i n g u i s t i c HODELS-
We have here touched only briefly on Chomsky'm theory and import
ance to linguistics and those fields of research which are 
connected to linguistics e.g. psychology. The problems, which 
Chomsky 's  transformational grammar (nowadays called TRADITIONAL 
transformational grammar) ran into, arose, as I have expressed it 
earlier, as much from its clarity and lack of ambiguity as from 
its positivistic heritage. When a theory is expressed clearly, it 
becomes vulnerable. It can be amended. And the amendment can be 
proved  insufficient and it can be re-amended and so on. This is 
exactly what happened to the traditional transformational gram
mar. A continuous spiral of development, defeat and amendments 
made most rewrite rules and transformations so cumbersome that 
this alone could cast doubt on the validity of the basic prin
ciples.
This is a well known phenomenon in science. One of the best 
examples of this state of affairs is that of astronomy at the 
time, when the geocentric system was the only system of celestial 
bodies imaginable! To explain the apparently spiral movements of 
the planets as seen from the earth, these were envisaged as 
moving along epicycles. As the accuracy of observation improved, 
it became clear, that there was a difference between the observed 
and the predicted data. So it was assumed that the planets were 
moving along epicycles, which themselves moved along epicycles 
and so onj with improving accuracy of observation it became 
necessary to adopt higher and higher orders of epicycles, until 
eventually as we know, the heliocentric system was accepted, and 
it became a simple matter to explain the planets apparent move
ment .
As mentioned before, Chomsky has emphasised that his model is not 
one of performance, but one of competence. In doing so I think he 
defeats one of the major achievements of his theories, namely 
that language should be regarded as functional. But 
functional in analysis as well as in usage. In syntax as well as 
in semantics. A valid formal syntactical description of any 
language - if this is at all possible - wcxild be a fascinating 
academic conversation piece, BUT it would only account for part 
of - may be even a minor part of - what language behaviour is 
about. Language behaviour is Inherently social. Language is the 
vehicle for our emotions and convictions. It is used for social 
purposes such as posturing, demanding, questioning, blaming, 
denying and the like and must always be seen in a wider context. 
Referring to Chomsky's own emphasis on context sensitivity we 
must widen this context and sensitivity to the full social- 
pragmatic aspect of language. Chomsky's greatest service to lin
guistics, as 1 see it, is his emphasis on the importance of the 
linguistic environment of the segment of a sentence. The research 
in linguistics began by focusing on words totally detached from 
their environment. With Chomsky the words or morphemes were 
allowed to remain in the micro environment of a sentence, while 
being analysed. But we must try to take the full environment into 
account when we analyse the segments. The syntactical analysis, 
which it is possible to carry out in a micro environment, can 
easily distract our attention from the fact, that a sentence is 
normally a severed part of a conceptual “univers”, whether that 
of a continuum of textstrings in a book or the kaleidoscopic 
P*^^orns of human interaction.
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The research 
trend with the 
language in a

during the past decade 
emphasis less on svnta>: 
social context.

indeed 
more on

-followed this 
semantics and

In the beginning o-f the Seventies Richard Montague put forward 
his general theory of language <R. Montague, 1970) which has 
become to recent linguistic research, what Chomsky's "Syntactic 
Structures" was to the linguistic research of the Sixties. In his 
philosophy Montague puts a much greater emphasis on the semantic 
aspects of the generative transformational grammar than Chomsky 
did. while still adhering to the use of formal (propositional) 
logic as the vehicle for his argumentation. The present trend in 
the theoretical field is the attempt - on the basis of Montague's 
language philosophv ” to dissolve th difference between the form
al truth concept introduced in semantics by the positivist school 
of thought, and the pragmatic truth concept "meaning" held by 
manv workers in cognitive research like Artificial Intelligence.

if:
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MINSKY'S FRAME THEORY.
Some research into artificial intelligence centers around compu
ter simulations of cognitive processes. All theorems must of 
necessitv be expressed explicitlv and unambiguously in software 
or firmware form. This demand for exactness and claritv makes the 
artificial intelligence approach appear laborious when compared 
to the more traditional and accommodating approaches to lingui
stics based on the use of natural or semi—natural language.
Marvin Minskv has over the past three decades approached the 
description of (human) perception with the conceptual framework 
of the research into artificial intelligence. One of the valuable 
concepts in the simulation of perception was that of 'percep- 
trons's imaginarv — but well defined — functions of basic visual 
perception (Minskv et Papert, 1972). All theorems in this theory 
are based on computer simulations and representation in software 
form. On the basis of the possibilities and impossibilities 
encountered during the formulation of these theorernes in soft
ware form he has assembled and defined a considerable armamento- 
rium with which to approach the problems relating to perception 
in general and to the meaning of 'meaning' in particular. 
Perceptrons - in their software form — are procedures or algo
rithms which define a mathematical, probability weighted, strate- 
gv for the sorting of, or switching between, incoming (visual) 
data. The feature of probability weighting is important because 
it opens up the possibility of changing by 'learning', thus 
making perceptrons heuristic rather than determined procedures. 
Minsky and Papert envisage perceptrons working together in paral
lel in circuits wich would — bv way of a decision making or 
strategy — reduce the number of incoming channels to single 
channels. Perceptrons may be programmable or preprogrammed. 'Pro
grammable' means that there is some scope for leerningi 'prepro
grammed' means that the strategy of the perceptron is genetically 
based with little scope for learning.
Minsky and Papert, in their 1972 work, are mainly concerned with 
perceptrons in visual channels. An example of a visual perceptron 
1» the functioning of the retina of the cat. It has been shown 
that in the retina of the cat there are rods which 'fire' onlv in 
(response to horizontal movements while other rods 'fire' only in 
response to vertical movements. In Minskv and Papert's terminólo—
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gv such direction specific perceptors are one example of percep- 
trons. The many rods in the cat's retina constitute as many 
initial perception channels processing in parallel. A (pre)pro- 
grammed decision making process picks up the data from similar 
channels i.e. channels which have processed data from- movements 
in one direction onlv. Each perceptron selects, from a great 
number of data appearing in a great number of channels, those 
data that are most significant (according to the programmed 
strategy of that particular perceptron) and directs those data 
into a sinole channel. If we use familiar terms from the field of 
neuro-dynamics we would say that a number of action potentials in 
a number of nerve fibres wi1 be subjected to a (basic) decision 
making process before being passed on as a single action poten
tial along a single nerve fibre.

ll

• J

However, we have to be careful not to get too stuck in the 
similarity between neural cells and perceptrons. The concept of 
perceptrons cover a much wider field. A perceptron is above all a 
strategy determined or determining structure with a degree of 
programmabi1i ty-
Two features of the concept of perceptrons are important for the 
course of this thesis. The first has to do with the properties of 
the particular signal wich a perceptron is programmed to process. 
Even a relatively simple signal like that triggering the 
direction sensitive rods in the cat's retina would be made up of 
a number of components with simple properties. Because of the 
probabi1istic-heuristic nature of the perceptron, each of these 
simple properties are seen as probability weighted in an n- 
dimensional probabilitv field (n may be 1, in which case we are 
not talking about vector calculatin, but about simple summing up 
of probabilities), and the probabilitv of the perceptron reaching 
its reaction threshold is the sum of the probabilities of the 
individual properties present in the signal. The sum of the 
probability vectors is always less than or equal to 1. The idea, 
that the component's place in a probability field determines the 
threshold of the perceptron, I have exploited later in this 
thesis when a program will simulate information transfer from a 
text string to the human linguistic device.
Minskv and Papert use the term 'word' instead of 'signal'. The 
computational term 'word' is wider than, but not vastly different 
from, that of normal language use. A 'word' in computational 
terms is a string of ones and/or zeros (as a special case it 
might be empty). The length of the 'word' depends on the hardware 
used. A word, in the common sense of the term, can easily be 
translated to a 'word' in computational terms (but not necessari— 
Iv the other way).
The second feature of Minskv and Papert's work, important to the 
research of this thesis, is their reflections on how much identi
ty is necessary between a 'word' A and a 'word' B before a 
perceptron will respond to 'word' B as if it was 'word' A. They 
demonstrate that we do not need total identity between 'words', 
and even if we did, we would not be able to achieve it. 'Mords' 
are compared and selected on a 'best match* basis.
The theory about perceptrons is limited to the processing of 
sensorv inputs on the perception level. To account for the pro
cessing on a cognitive level, Minsky suggested 'A Framework for 
Representing Knowledge' (M. Minsky, 1975). In this theorv
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'••frames" are seen as the cognitive representation of the subjects 
of the real world. I shall briefly define the most important 
terms used in this theory of frames.
A FRAME is a data-structure for representing a stereotyped situa
tion like being in a certain kind of living room or going to a 
child's birthdav party. Attached to each frame are several kinds 
of information. Some of this information is about how to use the 
frame. Some is about what one can ecpect to happen next. Some is 
about what to do if these expectations are not confirmed. We can 
think of a frame as a network of nodes and relations. The top 
levels of a frame are fixed, and represent things that are always 
true about the supposed situation. The lower levels have manv 
TERMINALS or SLOTS that must be filled bv specific instances or 
data. Each slot can specifv conditions its assignments must meet. 
<The assignments themselves are usuallv smaller subframes). 
Simple conditions are specified bv MARKERS that might require an 
assignment to be a person, an object of a specified character, or 
a POINTER to a subframe of a certain type. Collections of related 
frames are linked together in FRAME-SYSTEMS. As the mind assimi
lates a situation in accordance with a relevant frame-svstem the 
action is mirrored bv TRANSFORMATIONS betwen the individual 
frames of the svstem. Different frames of the same frame-svstem 
share the same slots.
OriginalIv the theorv of frames was a model of the cognitive 
processing of the visual 'real world'. Later Minsky expanded the 
theorv to the wider field of cognitive processing, including 
semantics. The application of the theory of frames to semantics I 
shall leave until chapter B where we deal more thoroughly with 
the concept of 'meaning'. Here I shall explain the theory of 
frames and introduce the terminology in the simplest way, namely 
as it started: as a theory of the cognitive processing of the 
visual world.
Let us imagine that we enter a room- We see in front of us all 
those objects which make us recognise the image as being that of 
a 'room'l What is it that makes it possible for us to deduct that 
what we see is a room. First of all we have in our cognitive 
make-up a number of frames: wall frames, ceiling frames, window 
frames and door frames. These frames together constitute a frame- 
svstem assigned to the association 'room'. Each of the frames: 
door. window, wall etc- in the frame—svstem 'room' consist of 
subframes- Let us take a frame like 'window'- The top level of 
the frame 'window' is fixed and represent things that are normal
ly true about the frame- Here we could assign 'placed in wall' as 
a necessarv condition while 'glass' would not be a necessarv 
gualitv of the frame 'window' since a number of translucent 
materials could be used. So 'glass' would be assigned to a slot 
on a lower level of the frame- Since most of the windows we 
experience are indeed made of glass it would not be a  slot on the 
lowest level. On the lowest level of the frame 'window' such 
qualities as colour or size would be slotted In- If the slot 
'glass' is filled, a marker will point to a  s u b f ra m e  common to 
all frame-systems with 'glass' slots, namely the special quali
ties of 'glass' like the ability to shatter on impact. When we 
move about in the room, the frames: wall, ceiling, window etc 
will change shape and size due to the change in the perspective. 
The slots- however, the different conditions which make up each 
frame, will not change. Nor will those slots that are common to 
different frames in the frame—svstem like left—wal1—meets—middle—
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wall or walls-meet-ceiling. For this reason we are still able to 
recognise the frame 'room' even if we change our viewpoint of the
room.
A frame's slots are normally filled with 'default' assignments or 
conditions. Thus, a frame may contain a great many details whose 
supposition is not specifically warranted by the situation. They 
may represent general knowledge, most likely cases, ways to make 
useful new generalisations, even expectations. The default 
assignments are attached loosely to their slots so that they can 
be easily displaced bv new items that better fit the ^current 
si tuati on.
The frame-svstems are linked, in turn, by an INFORMATION- 
RETRIEVAL NETWORK. When a proposed frame cannot be made to fit 
reality - when we cannot find conditions that suitably match 
the slots or markers of that frame, the information-retrieval 
network provides replacement frames until a 'best match' is 
achieved.
Because 'frame' is applied in a relative sense - a slot in a 
frame mav itself be a (sub)frame. and a marker of a frame may 
refer to another frame - it gives rise to some confusion as to on 
which level the information-retrieval network works. Minskv talks 
about retrievina frames ad libitum until a 'best match' is found.

i:

Let us imagine that we find ourselves in front of an object 
wwhich mav or mav not be a tree. It mav be a real live treei oh 
the other hand the grey dustv surface and the lack of green 
leaves make us wonder whether it is the real thing or, sav, a 
look alike made of concrete. Our information-retrieval network 
will. based on the clues of the situation, 'pull in' a number of 
frames and compare them with the clues of the object in front of 
us to find a 'best match' i.e. a frame which match the greatest 
number of clues (weighted accoding to perceived importance of 
each clue). The comparator which assesses how well a frame com
pares to reality may have established that the frame 'real tree') 
gives the best match to the object in front of us.
However, the function of the information—retrieval network is not 
to passively present a multitude of static frames. As each frame 
is retrieved and presented bv the information—retrieval network, 
slots and markers on the lower levels of each frame are being 
assessed and, where necessary, emptied and refilled by other 
subframes. Thus, on the slot and marker level in the frame 'real 
tree' another number of choices are being made between slots to 
find a 'best match' to match the more subtle clues like colour or 
age, shape or number of leaves. Whether we want to imagine that 
this is done bv the same information—retrieval network or bv a 
.perceptron—1ike function is not important. What is important — 
and in line with the overall theme of this thesis — is that 
whenever we have established a 'best match' a choice has been 
made, and. according to information theory, some entropy has been 
transformed into information. Whether the choice Is made by a 
perceptron—1ike structure selecting data according to a strategy 
on a local level, or whether the choice is made by a more complex 
comparator between a number of frames presented by the informa
tion—retrieval network, does not make any difference to the basic 
•fact that when the choice has been made, some entropy has been 
transformed into information.
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JOHNSON-LAIRD’S MENTAL MODELS.
A number o+ criticisms could be raised aqainst Minsky’s theory of 
frames. The most obvious is that it is over-simplistic. Johnson- 
Laird <P.N. Johnson-Laird. 1983) points out that it is inconceiv
able that the mental representation of the real world should take 
onlv one form. First of all. Johnson-Laird points out. even if 
there is no precise line between perception and conception, it is 
necessary to distinguish between ’physical’ <perceptual) and 
’conceptual’ mental models. Physical models represent the physi
cal world: conceptual models represent more abstract matters. 
Within the group of physical models Johnson-Laird distinguishes 
between at least si>; ma ior types:
Relational models are static ’frames’ consisting of a finite set 
of tokens representing a finite set of physical entities.
Spatial models consist of a relational model in which the only 
relations between the entities are spatial, and the models repre
sent these relations bv locating tokens within a dimensional 
space <tvpicallv of two or three dimensions).
Temporal models consist of sequences of spatial ’frames’ that 
occur in a temporal order correspond!ng to the temporal order of
events.
Kinematic models consist of a temporal model that is psycholo
gically continuous. The models represent changes and movements of 
depicted entities with no temporal discontinuities.
Dynamic models are kinematic models in which there are relations 
between certain frames representing the causal relations between 
the events depicted.

which consist of viewer—centred représentât!ons of the 
visible character!stics of underlying three—dimensional spatial 
or kinematic models.
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Johnson—Laird’s ’physical’ models are basically static or algo
rithmic of nature. They can be made to change i.e. they are 
reproorammable, but without a ’control’ or ’supervisory’ function 
to change the program, they won’t. A physical model will thus 
give identical responses to the same specific input. This is 
clearly a feature which the physical models have in common with 
Minsky’s perceptrons. Both concepts — the physical models and the 
perceptrons — are lexicon functions in the sense that a ’higher’ 
function, Minsky’s information-retrieval network or Johnson- 
Laird’ s conceptual models, has access to these functions and can 
modify them when the need arises. Even on the conceptual level 
there is some similarity between Minsky’s and Johnson—Laird’s 
models. Both have access to a number of frames and in both theo
ries the conceptual model <in Minsky’s theoryi the information- 
retrieval network) is able to select a frame by recursive in
ference or modify an existing frame by recursive revision if no 
suitable frame can be found. However, whereas Minsky sees his 
information—retrieval network as a single function, Johnson—Laird 
distinguishes between at least four different tvpes of conceptual 
models with the ’machinery’ <sic) for their own recursive revi
sion and the revision of the physical models:

•.i



Monadic models, which represent assertions about individuals, 
their properties, and identities between them. Such models con
sist o-f three components! 1) A number o-f tokens representing 
individual entities and properties. 2) A binarv -function which is 
able to establish whether two tokens are identical or not. 3) A 
device which is able to indicate that the existence o-f a particu
lar entity is unlikely.
Relational models, which introduce a number o-f relations, possi- 
bTv abstract, between the tokens in a monadic model.
Meta-linguistic models, 
linguistic expressions, 
them and elements in a 
relations include kev 
’means’.

which contain tokens corresponding to 
and certain abstract relations between 

mental model of any type. The abstract
semantic ones such as refers to’ and

directlV

thus
which

Set-theoretic models. which contain a number of tokens 
representing sets. Thev mav also contain a set of associated 
tokens designating the abstract properties of a set. and a set of 
relations (including identitv and non—identitv) between the 
tokens designating sets.
As stated above, Johnson-Lairds conceptual models are able to 
revise themselves and the phvsical models bv recursion. They are 

heuristic in contrast to the physical (perceptual) models 
are algorithmic. In response to an incoming signal the 

conceptual models search through a number of physical models, 
compare, identifv or discard and revise as the case may be, and 
select the phvsical model which gives the highest level of iden
titv — or as Minsky would say: gives the 'best match'.
Minskv’s theorv of frames is simple (mav be even seductivelv so) 
and ’rich' in the epistomological sense in which he and Papert 
use the word (page 34) in their strive towards a 'rich enough 
theorv'. Johnson-Laird's theorv of mental models is more sophis
ticated. However. in practical research one has to strike a 
balance between the ideal and the possible, and for the research 
presented later in this thesis Minskv's theorv of frames has 
provided a workable model. Johnson—Laird's 'Mental Models', in mv 
view bv far the most thorough and sophisticated examination of 
mental representations of the real world presented so far, has 
served as a reassuring frame of reference: In spite of their 
differences, Minsky's theorv of frames and Johnson—Laird's mental 
models have in common the procedure which, when presented *
phvsical representation of the real world, mobilises a finite 
number of 'frames' (Johnson—Laird too uses this term) and selects 
the frame which best matches the representation of the real 
world. This is the kev feature of both theories if we want to 
apply information theorv to the conceptual level, because, when a 
choice is made from a number of possibilities, as when one parti
cular frame is selected, entropy is transformed into information.
Consequently, in this thesis I shall concentrate on the informa
tion transfer which takes place when a choiqe is made on what 
Minskv would call the slot and marker level,** and Johnson-Laird 
would see as the level of conceptual models. In chapter B of this 
thesis, when we shall deal more thoroughly with the interaction 
between frames and context, we shall take heart in the fact that, 
for the research presented in this thesis, it is not essential to 
establish at which cognitive level the selection between frames

•1 •; .J
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CHAPTER 4.
TEXT SAMPLES USED IN THIS RESEARCH.

1

The research presented in this paper concerns itself with struc
tures in text strings. As the title of the paper suggests, we 
will try to uncover these structures by applying power spectral 
analysis to the text strings. This is not 
text string - or any other medium used by 
does not easily lend itself to this kind 
explanation for this I shall leave till a 
to state here, that the particular power 
we shall use - the Fourier analysis - is 
tions in the 
structures.

immediately possible. A 
our linguistic device - 
of analysis. The full 
later chapter, suffice 
spectrum analysis which 

very sensitive to varia- 
medium - in our case: text strings - that carry the

.''•»I
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It would have been ideal to base an analysis of this kind on a 
huge variety of text samples ranging from the bold unreflected 
phraseology of younger children to the seductive pandering by 
some gentlemen of the press. However, for reasons of manageabili
ty, In between these extremes I have had to pick a relatively 
small number of samples.
In my choise of text samples I have focused on the complexity of 
the information which the author wants to convey to the reader. 
Some authors are able to convey very complex information in a 
smooth and readable manner. Other authors are so caught up in 
linguistic mannerism, that the information becomes secondary — 
or lost all together. Finally I thought it could be interesting 
to see how text strings written for children by adults compare 
with those written by the children themselves.
The text strings as a data base serve different purposes. In 
Chapter 5 the samples are used to find those structures in the 
text strings which are SPECIFIC to each string. In Chapters 11 
and 12, the samples are used to find GENERAL structures? struc
tures which are common to all the strings.
The text strings are analysed, as they are printed on the follow
ing pages i.e. without punctuation. There are at least two rea
sons for this.
The first one is my wish to analyse a wide range of text—material. 
Many people, particularly children, do not use punctuation. As a 
matter of fact, you often see, that children persistently use 
"and" instead of full stop, and the presence of full stops in 
some text strings and not in others, would make it impossible to 
compare the results. •I

The second reason has been the difficulty in deciding how to 
handle this punctuation, particularly the full stops. Two func-
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tions of punctuation become obvious from the reading 
text strings.

aloud of

One is to allow time for a 
say, that we only breathe 
extent this seems to be the 
trained readers or actors.

deep intake of air. This is not to 
in at punctuation marks, but to some 
case, especially for professionally

Another function of full stops is that of delaying the arrival of 
the following word to add importance i.e. to add information. The 
first problem along this line of reasoning is the difficulty of 
assessing just how long such a delay is meant to be since the 
pause after a full stop can be lengthened or shortened with 
different effect. The second problem is that of the information 
value of each full stop i.e. should each full stop be counted as 
a new word or as a repeat?
I have therefore chosen to omit punctuation all together. This is 
a safety precaution which may or may not add to the crudeness of 
my analysis. However, somewhere we will have to strike a balance 
between the amount of speculation which is necessary for the 
development of an idea, and further speculation which may turn 
the whole idea into mere ornaments.

TEXT STRINGS WRITTEN BY CHILDREN.
The 42 text samples on the following pages (pp. 41 to 68) have 
been produced by kind co-operation of children in two schools in 
Central Region in Scotland. The stories were written by the 
children with no assistance from adults as to the making up of 
the story. However, as is clearly evident, somebody has on occa
sions helped with the spelling of ’difficult' words <in spite of 
instructions to the contrary) whereas the more common words have 
been left for the children to spell in their own way. This does 
not matter. The spelling of a word - or any word - is irrelevant 
for our purpose, as long as the spelling is consistent throughout 
the same text string. For this reason, I have had to change 
spelling in cases where the same word was spelled in different 
ways in the same text string. In these cases, 1 have always 
chosen a spelling suggested by the child, instead of adhering to 
'correct' spelling. As stated, the correctness of the spelling is 
irrelevant, the computer will compare words in the strings, and 
as long as the same words are spelled the same way, they will be 
recognised. In one case, 64C <p. 44), I have felt it necessary to 
'translate' the story, merely so that the reader does not miss 
the very charming contents. The 'translation' is printed after 
the original version.

.'I
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The children were in all cases told that they could write what
ever they liked, but that fiction was preferable to facts. Some 
stories were useless, because they merely enumerated geographical 
facts or — in two cases of apparently deprived children — masses 
and masses of different dishes and recipes, which, albeit very 
charming and mouth watering, were not representative of the kind 
of natural language I wanted to analyse.
The authors range in age from 6 years to 14 years. The text 
•trings are indexed according to the age of the author and the 
serial number of the text sample. All labels consist of a capital
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a two or three -figure number. In the case o-f the inde>; 
two -figure number like '61C’, the number to the le-ft 

indicates the age of the author and the number to the right 
indicates the serial number of the sample within this age catego
ry, ie age: 6, serial number within this age category: 1. In the 
case of the index being a three figure number like '134C', the 
two numbers to the left indicate the age of the author and the 
number to the right is still the serial number within the age 
category, ie age: 13, serial number: 4, There is really no need 
to try to memorise this method of indexing; it does not give rise 
to mis-interpretation. If you read the index '1140' as the serial 
number 14 in the category of text strings written by one year 
olds, you will probably realise, that you have separated the 
index in the wrong place. Although the 'C’ stands for 'child' it 
is not a necessary part of the indexing, only a reminder, and it 
will indeed appear sometimes first in the index, sometimes last. 
On the graphs resulting from the analysis of a particular text 
string, the label of the graph will be made up of the index of 
the text sample followed by a number of parameters, eg., the
label on a graph resulting from an analysis of text sample 65C
may look like this: '65C4BB91RF47S0F1'. In this case, the 'C'
serves as a separator between the index and the parameters. 
Sometimes, when the text sample is referred to as a text file 
(for memory disk use) and is not followed by a string of parame
ters, the file may be referred to as C65 instead of 65C, simply 
because my computer does not accept file names which begin with 
numbers. The 'C' could for that matter have been any other cha
racter, like an asterix, but I have tried through out this re
search to make the labels meaningful, and whether the 'C' appears 
first or last in an index, it serves as a clear reminder that the 
text string is written by a child.

ofGenerally, the younger children have been brief. In the group 
6 year olds, the text strings are typically around 60 words long. 
At the other end of the age spectrum, the 14 year olds, the text 
strings can be up to 700 words long. The story 95C is untypically 
long <n*867) for a child of this age. It was written by my 
daughter, who was, on that occasion, paid per word and thus 
heavily motivated to exceed normal 'production targets'.
As a data base, the brevity of the young age group did not cause 
any problem for the analysis carried out in the preliminary 
research (chapter 5), and all the strings could indeed be 
lysed in this part of the research. With regard to the 
research (chapters 10 to 12), which is based on Fourier Analysis 
of the text strings, 12 of the strings had to be 
cause they were too short to be analysed by means 
analysis.

ana- 
1 ater

abandoned be- 
of this kind of

I shall assume that in normal children, the level of linguistic 
competence depends on the children's general development. I shall 
further assume, that this development is significantly corre
lated to the children's age. The contribution of this category of 
children's text strings is therefore, that it represents a number 
of strings which presumably are arranged according to a gradually 
increased level of linguistic competence. As the age of the 
children is thus the most important parameter, and as this para
meter is part of the index of each text string, I shall not go 
into further detail regarding each text string, but refer the 
reader to the strings themselves on the following pages.

j r '
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TEXT STRINBS WRITTEN BY CHILDREN 
INDEXc
Tewt string* Page:
............................41
............................ 42
............................43
............................44
............................45
............................46
............................47
70C. ................. -.....48
71C........................ 49
............................ 50
............................ 51
............................ 52
............................ 53
............................ 54
............................55
78C........................ 56
............................57
80C........................ 58
81C........................ 59
82C........................
............................¿>1
.... ........................................................................................................................................
.... ........................................................................................................................................

............................¿>5

............................¿»6
92C........................ ^7
............................¿>8
.... ....................................................................................................................................................................70
............................72
............................ 73
............................ 74
102C....................... 75
103C....................... 76
104C....................... 77
H O C ....................... 78
m e ....................... 79
112C....................... 80
113C....................... .
114C.......................-82
130C....................... .
140C....................... ............................. 87
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TEXT STRINGS WRITTEN BY CHILDREN 
INDEXt
T e x t  s t r i n g :  P a g e :

61C........................ A1
............................ 42
............................ 43
64C........................ 44
............................ 45
............................ 46
............................ 47
70C..........     48
71C........................ 49
............................ 50
73C........................ 51
74C........................ 52
............................ 53
76C....  54
77C........................ 55
............................ 56
............................ 57
............................ 58
............................ 59
82C........................ 60
B3C........................ 61
............................ 62
BSC........................ 63
............................ 65
91C........................ 66
92C........................ 67
93C........................ 68
94C......... -............. 69
............................ 70
96C........................ 72
............................ 73
............................ 74
............................ 75
103C....................... 76
104C....................... 77
H O C ....................... 78
m e ....................... 79
112C....................... 80
113C....................... .
............................................................................................. ...............................................82

............................................................................................................................................ .......

............................................................................................................................................ .......

............................ 87
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62CONE DAY I FELL OFF MY BIKE AND KNOCKED A 
TOOTH OUT AND IT WA5 ONE OF MY LITTLE TEETH 
MUMMY SENT ME BACK TO THE ROAD TO LOOK FOR 
IT AND I SOON FOUND IT IT WAS LONG AND 
WHITE AND SHINY Ar4D 1 PUT IT UNDER MY PILLOW 
ciUNDAY NIGHT BECAUSE I FORGOT TO PUT IT UNDER MY 
PILLOW ON SATURDAY NIGHT THEN ON SUNDAY I PUT IT 
UNDER MY PILLOW AND ON MONDAY MORNING I FOUND A 
TEN PENCE AND I SPENT IT ALL ON A F’ACKET 
OF SALT hND VINEGAR CRISPS AND I ATE THEM ALL
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I'wAE A HEAD FEATHER FROM A PHEASANT AND THERE 
W^FE =iOME CHILDREN PLAYING AND ONE OF THEM PICKED ME 
UR and stuck me on a STUFFED DUMMY BIRD THE 
NAME Of-' THE PERSON WAS STUART WILSON AND HE HAD 
MADE OUITE A LOT OF THEM HE HAD SET UP 
A ROHM OF WILD LIFE LIKE WOOD AND FOREST AND
lakes auo ponds with stuffed a n i m a l s he invited all h i s
FFIENDS TO COME AND SEE US

. •.*
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6‘̂CON FRIDAY FIONA IfJ PE. 1 BROT HUR LAMB TO 
FFHOLL IT BLETED AND BLETED AND THE CULIR OF ITS
m a r m n g «̂ IB blue its da dd ay is fr en sh an bits mummy
had HOF:ins and YESTDAY KAET BROT HERS WE SAY BOB 
A BLACK SHEP 11 WAS CYÜOT LAST YEAR THE LAMB 
CEPT DOWINO THE TOLET ON THE FLOP
ON FRIDAY FIONA IN P ONE BROUGHT HER LAMB TO 
BIHODL IT BlEETED AND BLEETED AND THE COLOUR OF ITS 
HnFt INGS IB BLÜF ITS DADDY IS FRtNCH AND ITS MUMMY

HnRNS AND YESTEF;DAV KATE BROUGHT HERS WE SANG BAH 
bÜhO.: sheep it was CUTE LAST YEAR THE LAMB 

YEPi DOING THE TOILET ON THE FLOOR

'•t.
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ONCE THERE WAS A RABBIT WHO WAS CHASING MY FRIEND
«=̂ QLUF:REL AND ONE DAY I MADE A NUT LINE FOR
THE BIRDS AND ESPECIALLY FOR THE BLUET ITS AND MY BROTHER
MADE ONE TOO AND WHEN HE PLIT IT UP THE
SOUIRREL PULlED II DOWI'4 OFF THE BIRD TABLE AND TOOL.
THEM AND HID THEM AND THEN I THOUGHT THAT I
wntliD PUT MY NUl LINE ON THE WASHING LINE BUT ^
THE RABBIT STILL CHASES THE SQUIRREL RABBITS ARE VERY ANNOYING 
YO* I KNOW ANi> THAT EVEN EAT OUR CARROTS LETTUCE AND
CAULiri.t?NFR
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lovely COLINIRV^VILLAGe”! HAtE^BEE|./MANY THERE ARE
f ILLEARr^BEl TEr' 7HAN*^BISHDF«RIBG^ '̂ ^̂ ''1aRN^1S°NOt''mERSY^
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I'like music because it g i v e s me a happy feeling 
I like music that is fast because my mum can
PLAY THE PIANO FAST PEOPLE HAVE INSTRUMENTS TO MAKE MUSIC
POP MUSIC IS MY FAVOURITE MY MUM SAID SHE DANCES
WITH THE MUSIC WHEN SHE IS IN THE MOOD FOR
DANCING I LIKE THE SOUND OF DANCING BECAUSE I DANCE
WITH THE MUSIC AND MY MUM COMES TO DANCE WITH
ME TOD TOMORROW I AM GOING TO A PARTY AND
I AM GOING TO GET THE RADIO AND I WILL
LISTEN TO IT UNTIL I AM AT THE PARTY I
LIIE THE FOP MUSIC THE BIRDS LIKE TO SING ALL
DAV THE RADIO IS THE BEST TO GET MUSIC TO
DANCE WITH THE SOUND OF MUSIC IS GOOD I CAN
F\-Â ' THE F'lAND WHEN I PLAV THE PIANO MY MUM
COMES IN MV ROOM AND DANCES TO IT SOME PEOF'LE
LIKE POP MUSIC MV MUM SAID TO ME MUSIC IS
INTEF'ESTING MV GRAN LIKES TO HEAR MUSIC ON TELEVISION KEVIN 
HATES MUSIC

V.-'■'•It .
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nUR VILLAGE IS A PRETTY LITTLE VILLAGE I HAVE LIVED
IN KILLEARN ALL MY LIFE I WAS DDRN IN KILLEARN
WHEN I LEFT NURSERY SCHOOL I CAME TO KILLEARN SCHOOL
AT KILLEARN SCHOOL WE GET PLENTY OF WORK WE HAVE
A KJLLEARN CHURCH THAT WE SING IN WE HAVE SOME
BHOPR IN OUR VILLAGE LIKE THE COOP AND MURRAYS WE
have a HOTEL CALLED THE PLACK BULL MY VILLAGE KILLEARN
IS NEAT AND TIDY WE HAVE A SWING PARK IN
DIIR VI LI AGE WE HAVE A SHOOT AT THE SWING PARK
AND SOME SWINGS WE HAVE LOTS OF MOUNT I NS IN KILLEARN
WE Hr,>'E GOT A MOrJUMENT IN MEMOFlY OF GEORGE BUCHANAN

t ''I
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□NE DAY AT HALF PAST THREE WE WENT HOME FROM
ciCHODL AND THE TEACHERS TOO IN MRS FLEMINGS DESK HER
drawing pins were pans in g on top of THE BOX THEY
WERE MAKING SUCH A NOISE AT LAST THEY GOT OUT
OR THE BOX THEY JUMR'ED ON TO THE FLOOR AND
GOT OUT OF THE DOOR OFF THEY WENT DOWN THE
RTEF-- AND THEY WENT IN TO THE GYM HALL BECAUSE
jHEY HEARD MUSIC THERE WAS A MAN TEACHING LADIES TO
DAN'E THE PINS STARTED TO DANCE AFTER THAT THEY WENT
BACr TO THE CLASS ROOM TO EXPLORE BUT SOON THEY
heard the CLEANERS COMMING AND THEY DIVED BACK ON THEIR
POir^TED TIR'S BAC»: IN TO THE BOX

1
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WHEN I SHUT MY EYES IT MAK:ES ME THINK OF 
MRS SHITH at sing in g 1 HAVE A RADIO AT HOME 
I play it a lot I LOVE MUSIC BECAUSE IT ^
MAI ES ME FEEL VEF'. Hh^FV MF:E YOUNGS CLASS WENT TO 
Slf4GlNG TO DAY SOME MUSIC TELLS A STORY YOU 
MAKE MUSIC WITH INSTRUMEN'TB IT MAKES A ^
LIKE POP MUSIC BEST I Llf̂ E LISTENING TO _
THE RECORD PLAYER SOMETIMES I DANCE AND DANCE TO MUSIC
TILL I Ah OUT OF BREATH WHEN YOU ARE AT 
A party we hear MUSIC A LOT I LIKE MUSIC 
h1 parties wh en YOLI RLAv MUSICAL BUMPS 1 LOVE IT

V . -  . ‘J
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f.

an orange is a fruit its co lo ur is orange they
GROl'̂  IN COUNTRIES LIKE FRANCE AND SPAIN AND SOME PARTS 
OF AMERICA AN ORANGE IS A FRUIT CALLED CITRUS IT 
IS A VERY JUICY FRUIT I LIKE THEM ALOT I 
HA'»E one cut IN QUARTERS I SUCK EVERY DROP OF 
JUICE OUT WHEN YOU HAVE EATEN AN ORANGE YOUR HAND 
GET VERY STICKY INDEED I HAVE LOTS OF ORANGES IN 
my fruit bowl if YOU SQUIRT THE JUICE IN SOMEONEB 
EYES THEY STING ALOT THE SKIN OF AN ORANGE IS 
THIĈ - AND SOFT

1 I-M'
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AN^ORAraGE IS A FRUIT ITS COLOUR IS ORANGE THEY
GROU- IN COUNTRIES LIKE FRANCE AND SPAIN AND SOME PARTS
OF AMERICA AN ORANGE IS A FRUIT CALLED CITRUS IT
IS A VERV JUICY FRUIT I LIKE THEM ALOT I
HA'̂ E one cut IN QUARTERS I SUCK EVERY DROP OF
JUICE OUT WHEN YOU HAVE EATEN AN ORANGE YOUR HAND
get ve ry STICKY INDEED I HAVE LOTS OF ORANGES IN
NY FRUIT BOWL IF YOU SQUIRT THE JUICE IN SOMEONES
EYES THEY STIN6 ALDI THE SKIN OF AN ORANGE IS
THiCf- AND SOFT
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DARI NESS IS  FUN YOU CAN FLAY HIDE AND SEEK AND
b  -I .bouy
Sr:N^r^AL“ B E C A S lE "S ^^A R E  NANE WAS FLOF

THE LIGHTS GHOSTS FLOAT IN THE DARK AND YOU CAN
5LE then s e c a'jse they are white

■:M

% ..

'  - » i v l

':. :n



page DD

V l I'JB in a pretty little village ca l l e d killearn there
IS A WOOD IN WHICH I LOVE TO PLAY I pc-ttc-c tuamMn*̂ ’FD TO KILLEARN LAST SUMMER I LIKE KILLEARN BETTER THAN
MY OTHER VILLAGE BECAUSE I HAVE MORE FRIENDS THERE ARE
Tots SrBiRDS in kill ea rn such as blue tits starlings
BLAD BIRDS I AM GLAD THAT I DO NOT LIVE IN 
GLASGOW BECAUSE IT IS SUCH A BIG PLACE THAT I 
might get lost there is a school in KILLEARN I 
FIT IN IT EVERY DAY THERE IS ONE HOTEL IN 
PiLI EARN IT IS CALLED THE BLACK BULL MY DhD ^OES 
THERE EVERY FRIDAY THERE IB ONLY ONE THING I 
NOT LIKE ABOUT KILLEARN AND THAT IS NEARLY ALL MY 
RELATIVES LIVE IN K.IRL.ADY •. ' / 1
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78CRnn MADE THE EARTH FDR US TO LIVE ON ITTHE FIRST PERSON HE MADE WAS ADAM THE SECOND PERSON
HE MADE WAS EVE WHEN GOD IS NOT HAPPY HECRIEf HIS iEAF- WE CALL RAIN 1 THINK HE WEARS
A WHITE CLOAK.. BUT I HAVE NO IDEA WHAT SHAPE
HE IS I DO NOT LIKE WARS 1 HOPE THEREARE NO MORE WARS 1 WOULD NOT LIKE TO *̂ E;ARTHE CANONS AND THE GUNS AND THE CRIES OF PEOPLE
palling 1 HATE TO THINÎ  OF IT
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t

ONE DAY THE BIG BROWN BARN OWL THAT LIVED IN
THE BIG BROWN BARN WAS SAYING TO THE BIG WHITE
RNOWY owl that lived in a tree NEAR BY THAT
there was hardly any activity FDR THE ANIMALS AFTER A
UWILE MRS SNOWY OWL SAID WHY NOT HAVE A SPORTS
DAY FOR ALL THE WOODLAND CREATURES MR BARN OWL THOUGHT
THAT THl=i WAS A VERY GOOD IDEA AS SOON AS
THE ANIMALS HEARD ABOUT IT THEY HURRIED OFF TO GET
READY MRS SILK WORM MADE A SILK FINISH
E ERYTHING WAS ORGAfTISED MR BARN OWL STARTED
wAltH WAS E.E1WF-EN SIX HEDBEH06S A «QUBE AND A TORTOISE
F1SR1 RRIZE WAS PRESENTED TO THE MOUSE SECOND TO A
HEDGEHOG AND THIRD TO THE TORTOISE THEN CAME THE SLOW
race THE ioRTOISE WON THAT OF COURSE HE WOULD SAID
THE HARE THE THIRD AND FINAL GAME WAS THE LONG
JUMP IN WHICH THE TOAD CAME FIRST THE FROb CAME
SELONEi AND THE HARE CAME THIRD

RACE
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eicONE DAY A PASSENGER
suddenly it started
IT WAS ADDUT HALF A BERMUDA IT HAPPENED POLICE DETECTlUE HE
after he had WAU-ED

PLANE WENT OVER THE BERMUDA TRIANGLE 
TO DROP AND CRASHED ON THE WATER 
MILE TO THE SHORE OF THAT ONE OF THE SURVIVORS WAS A SWAM ASHORE AND STARTED TO WALK ABOUT 
FDR A WHILE HE SAW A

TREE AS HE WAS PASSING IT HE TRIPPED OVER A 
STONE A DODR OPENED AND HE WENT IN IN THE TREE THERE WAS LOTS OF COMPUTORS AND AT THE TOP inEPE WAS A TRANSHITTER HE KNEW ALL THE ANSWERS HE 
NEEDFD HE RAitI TO THE BEACH BUT AN ALIEN SHOT 
HIM THE BERMUDA SECRET IS STILL KEPT

• I
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IN THE SIXTEEN ACRE WOOD A LITTLE EASTER BUNNY SKIPS
along w i t h his basket of EASTER EGGS AT THE END
OF THE SIXTEEN ACRE WOOD IS A LITTLE HUT
A BOV LIVES WITH HIS MOTHER AND FATHER EVERY EASTER
THF LITTLE BUNt4Y SKIPS ALONG TO THE HUT THE
parents can not afford TO BUY ANY EASTER EGGS THE
BUNNY LIVES IN A HOLLOW OF A TREE TRUNK IN
THE MIDDLE OF THE WOOD HE HAS THREE ACRES OF
land wh er e HE GROWS HIS EASTER EGGS ONE ^^Y A
MAN HEARD ABOUT THIS BUNNY AND WANTED TO
bunny an d take HIS EASTEF< EGGS HE
BUNNY AND TOOK OVER HIS LAND BUT HE COLLD NOT
GROW THEM HE DID NOT KNOW HOW TO GROW THEM
c;n HE t^ADLY WENT BACK TO HOLLAND WELL HOWEVER THE
EASTEr "BUNNyS COUSIN TOOK OVER HIB JOB AND EVERYBODY WA^
HAFF'Y THIS BUNNY WAS VERY CLEY’ER ANE> HE KNEW HOW
70 GROW EASTER EGGS
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ONE PAY A LITTLE GIRL CALLED LOUISE DECIDED TO PUT 
OlfHE^MEW SHOES NO ONE EXCEPT THE LITTLE ELF 
Ti> T H E  RHC'E KNEW THEY WERE MAGIC SHE PUT THEM 
np AND SUPDENLY she FELT A STRONG WIND SHE LOOKED 
APOUNP to h N P  SHE WAS FLYING THROUGH THE AIR SHE
murmured I AM HUNGRY I J’̂-̂ .pL.Vc e '̂sHEnr EA1ARLER IF THERE IS ONE TO HER SURPRISE SHE
N O T ^ C E rL rw A s'lR O V E ^T H E ^C L O U D S^^
irTHrOARPEN^THERe '̂ WER̂  CHOCOrAiE "¡"ul^AND DUMPLING TREES

PAVEMENT AND THE CARS WERE LIOUORICE SHE WALKED ALONG THE
PA'̂'fHEiNl'»' AND CAME TO A HUMBUG FOREST SHE WALKED INTO
n  ANI> DECIDED TO TAKE A LONG WALK AFTER A
WHILE SKE BECAME TIRED HOT «ONGRY A N D  THIRSTY ^  CAME
TO A LEMONADE BRDOI AND LAY DOWN UNDER A NEARBY
TREE RHE PULLED SOME HUMBUGS AND DRANK LEMONADE SHE SAID
GO HOME NEXT DAY LOUISE SAID TAKE «ETD FAIRYLAND
LOUISE FLEW TO FAIRYLAND LATER SHE WhLKED TO THE FALAC
WHERE SHE WAS TURNED INTO A FAIRY BY THE KING
THEN SMC THREW AWAY THE SHOES BECAUSE SHE
cur LiiC-Q nRTRRi^D IN BUTTERCUP F’ETALS AND SHE WAS NAMED
PHTTERiuF SUrNEVER WENT HOME AGAIN
AfTER IN A COTTAGE IN THE TOWN OF BRENDOLLA NEXT
DOCT TU lULiF

1 ■
x' ; ' . i |

■i

'■I



page 63
nil-

• '*■

I"want to tell you about my happy life well
YOU see my daddy w o r k s at a school FDR BOARDING
SCHOOL BOVS HE IS A HOUSEMASTER THERE THERE ARE
BOYS IN THE SCHOOL THE BOYS CALL ME THEIR HOUSESIwTER
I 60 ON DUTY WITH M^ DADDY BECAUSE IT WOULD
b e BORING BY MYSELF IN THE HOUSE I PLAY WITH
THE BOYS THEY ARE VERY NICE TO ME MY DADDY
sends me DOWN AT NINE OCLOCK THEN I PUT MY
PYJAMAS OF NIGHTDRESS ON THEN I CAN LAY IN THE

he COMES DOWN FROM WORK THERE ARE TWO 
BIG UNITS ONE FOR THE YOUNG LITTLE ONES AND THE 
OTHER ONE FOR THE OLDER ONES MY DADDY USED TO 
BE IN THE BOTTOM UNIT THATS FOR THE LITTLE ONES 
BLIT NOW HE WOF;KS IN THE TOP UNIT THERE WHERE 
THE OLDER BOYS ARE EVERY MORNING MY DADDY WAKES ME 
UP FOF SCHOOL HE GOES TO WORK AT THE SAME 
TIME AS I DO I HAVE BREAKFAST WITH THE BOYS 
WHEN MV DADDY IS ON DUTY IN THE MORNING THEN 
THERE IS A FRIEND TO PICK ME UP TO SCHOOL 
EVERY TUESDAY THE BOYS GO SWIMMING I AM ALLOWED TO 
GO WITH THEM I LOVE IT THEN WHEN WE COME 
HOME SOME OF THE OTHER BOYS MAKE THE SUPPER FOR 
THEM THAT IS THE TIME I AM SEND DOWN MV 
DADDY HAS THEN BOUGHT ME MY OWN SUPPER THEN AS 
1 AAJD 1 WOULD PUT MY PYJAMAS OR NIGHTDRESS ON 
THEN I WILL SWITCH THE TELEVISION ON AND LAY IN 
THE SETTEE THEN IF 1 FEEL SLEEPY I WOULD SWITCH 
HFF AND FALL ASLEEP OR I WOULD JUST FALL ASLEEP 
WHEN THE TELEVISION WAS ON THEN WHEN MY DADDY COMES
DOWN HE WILL CARRY ME TO MY BED ^
TO TELL YOU ABOUT MY SCHOOL WELL IN THE MORNING 

7:̂ 0 MY DADDY WAKES ME UP OF COURSE I 
DO NOT WAI4T TO BE WAKEN UP BUT I GET 
UP AND GET DRESSED AND THEN I GET MY BREAKFAST 
AND THEN I GO TO SCHOOL THE SCHOOL IS NORMALLY 
EMPTY THEN AT NINE OCLOCK THE SCHOOL ¿f/ULL THEN 
WHEN THE BELL RINGS SCHOOL BEGINS WE ALL PUSH TO 
GET IN THE DOOR I AND GILLIAN SIT AT THE 
TfiP THE FIRST THING WE DO IS DIARY THEN SUMS 
THEN ENGLISH AND THEN WE DO SOMETHING FUN 
WE HAVE CHOIR PRACTICE ON TUESDAY WE A TELEVISION
PROGRAM ON WEDNESDAY WE HAVE SERVICE PRACTICE THURSDAY 
THEN ON SATURDAY AND SUNDAY WE HAVE WEEKEND AND ON 
MONDAY WE START ALL OVER AGAIN I LIKE SCHOOL A 
LOT NO 1 DO NOT LIKE SCHOOL I LOVE SCHOOL 
I HAVE GOT A VERY VERY NICE TEACHER SHE IS 
CALLED MISS YOUNG SHE IS ALWAYS NICE TO US WE 
GET THREE BREAKS THE LUNCH TIME ®|LL RINGS ^T 
OCLOCK TO 1 OCLOCK WE GET 4 
GOING HOME AND SCHOOL DINNERS WE ALSO 
AFTER DINNER THE CHILDREN THAT I ELAY ^Ĵ TH ARE MY 
FRIENDS THEY ARE VERY NICE TO ME WE ALSO GET 
A BOTTLE OF MILK A DAY IF WE ARE Li^^KT 
WE GET EXTRA SOME TIMES THE DENTIST COMES UP THE

GYM AND
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MRS WYLLIE WAS TELLING US A STORY IT WAS THE
little do n»:ey she had read a fe w pa ge s when I
LOO^ ED OUT OF THE WINDOW I THOUGHT I SAW A
MnVEnENT BEHIND A TREE I TURNED BACK TO "̂ HE STORY
yes I WAS RIGHT THERE WAS A GIANT DINOSAUR PLODING
IIP THE- FIELD I SUDE>ENLY RUSHED OUT TO MRS WYLLIES w
DEAL SHUNTING AAA DINOSAUR IS CCCOMING THE FFFIELD SHE SLDDE14LY

HER CHAIR THEN SHE SHOUTED LINE UP 
HAD FAINTED I SUDDENLY RAN TO HER AND 
TOOl HEF; OUT OF THE CLASSROOM 
ALARM THE DINOSAUR WAS NEARLY ONE METRE 
[ THREW KATE DOWN AND PICKED SOME

JUMPED OUT OF 
CHILDREN KATE
lift her up 1
I SOUNDED THE 
AWAV FROM MESTONES ANL> TWIGS IT WAS NO GOOD THEN 1 FICK.ED 
HEP UP AGAIN THE GIANT HEAD OPENED ITS MOUTH AND 
GAVE A RUaP I started TO RUN A LARGE HELICOPTER 
CAME DOWN EVERYONE QUICKLY HOPED EXCEPT KATE AND I THE 
HELlCO^TbV ROBE UF- INTO THE AIR AND SUDDENLY THEY SAW 
ME IT CAME BACK DOWN THE DRIVER SAID ONLY ROOM 
FOF; ONE WE AF;E CRAMPED AS IT IS 1 QUICKLY 
PLIT KATE IN THEN I CLIMBED UP ONTO THE ROOF 
THE HELICOFTER WENT UP IN THE AIP IT WAS WATCHING 
ME I OUICKLY GOT A BRANCH OF A TREE THE 
DINOSAUR BENT DOWN I POKED HIM IN THE 
WAR DVING THE DEAD BODY OF THE DINOSAUR WAS GOING 
Tn'cAND ON THE ROOF I SUDDENLY CI.IMBED DOWN THE 
SIDE EiilMP IT WAS DEAD THE HELOCOPIER CAME DOWN TO 
LA14D AND E'-’ERYONE THROUGH ME UP IN THE AIR THEN 
KA7L AWOt.E AriD I TOLD HER ABOUT WHAT HAD HAPPENED

.1.
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91CONE NIGHT I HAD A DREAM I WÔ .E UP I
TOLD MYSELF THAT I HAD TO BO TO THE OLD
COTTAGE B\ THE DISUSED BREWERY SO I GOT DRESSED AND
I WENT OUT I TOOf A TORCH JUST IN CASE
IT WAS VERY DARK WHEN I GOT THERE IT WAS
VERY DAFT SO I WENT IN I SAW AN OLD
DUSTY CHEST 1 OPENED IT AND FOUND SOME BITS OF
PAPER THEN SUDDENLY I HEARD A BANG I TURNED ROUND
AND THE DOOR HAD SHUT I SHONE MY TORCH AND
THERE WAS A GHOST I WAS GOING TO CHARGE AT
IT THEN I REMEMBERED GHOSTS ARE TRANSPARENT PUT IT MIGHT
BE DRESSED UP SO I PUT MY TORCH DOWN AND
RAN I PULLED OFF THE SHEET AND THERE WAS MR
RADLEY I SAID WHAT ARE YOU DOING HERE NOTHING NOW
GO HOME HE SAID SO I PICKED UP MY TORCH
AND WENT HOME IN THE MORNING I WENT TO THE
POLICE AND THEY CAME WITH ME. THERE WE FOUND MR
RADLEY AND SOME OF HIS FRIENDS WHEN THEY SAW THE
POLICE THEY JUMF’ED OUT OF THE WINDOW BUT THEY DID
NOT KNOW THAT THE POLICE HAD GONE ROUND TO THE
WINDOW AND THEY WERE ALL CAUGHT NEXT DAY I WENT
BACr AND I FOUND 600 POUNDS SO I TOO»:; IT
TO THE F’OLICE AND THE PEOPLE WERE TRYING TO SMUGGLE
THE MUNFY INTO AMERICA SO THEY WERE PUT INTO PRISON
FOR SEVEN YEARS AND I RETURNED THE MONEY THE END
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T w a s  c o l l e c t i n g  d r if tw ood for the fire w h e n I SAW
SOME SHIPS THEY WERE VIKING SHIPS I WAS FROZEN WITH
FEAR I SHOOL. THE FEAR OFF AND COLLECTED THE WOOD
I RAN OFF HOME THEY WERE LANDING I DROPPED THE
WODT< AND RAN UP THE HILL THE DRIFTWOOD WONT MATTER
I TOLD MY FATHER THERE IS NOT MUCH TIME GATHER
THE WEAPONS WHILE 1 GIVE THE ALARM SO I GOT
ALL THE WEAPONS THEN I SAW THE VIKINGS COMING UP
THE PATH 1 TOOK A PIKE 1 RAN OUT THE
FIRKT 1 RAMMED INTO WITH MY PIKE THE SECOND PUT
UF A FIGHT THE OTHERS STARTED UP IT WAS ONE
AGAirTST NINE I WAS SAVED BY THE CRIES OF THE
OTHEF-E NOW IT WAS TWENTY AGAINST NINE INCLUDING ME I
GOT A GOOD RUN AT ONE OF THEM I RAMMED
M y  pile AT HIM HE FELL DOWN IT WAS NOWTWENTY AGAINST EIGHT THEY HAD NO CHANCE SOON THEY SURRENDERED 
WE TOOK THEM PRISONER I THINK I DID JOLLY WELL 
FOP A GIRL I GOT A REWARD 1 DID NOT 
HAVE TO COLLECT DRIFTWOOD ANYMORE
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HELLO I AM SULTANA THE FIRST KING OF THE YOU REE ALL THE KINGS AND QUEENS ARE CALLED SULTANA» 
and all the rest are raisins I AM ALL EXITED 
RPr.AUSE I AM GOING TO RE ON THIS IB YOUR 
life at THE STUDIO SULTANA THE FIRST I PRESUME IN 
ic?TT YOU SAILED ON A GIANT SHIP OVER TO ENGLAND AND^ON THAT SHIP WAS FAMOUS CAPTAIN RAISIN COOK AND 

WP IE HI LIKE TO BO BACK AGAIN I REaL y rL lLY WOULD RATHER THAN BEING BURNT IN A CHRISTMAS 
CAKE is IT NOT OF COURSE SAID CAPTAIN RAISIN COOK 
not NOW TOMORROW WE WILL SET SAIL NEXT DAY OH nliLcZ SULTANA I CAN RESCUE EVERY RAISIN AND SULTAN« IN 
THAT TIN WELL GET ON WITH IT SAID SULTANA SOON THEY WERE ALL ABOARD THEY SAILED FOR NINE DAYS AND 
LANDED IN THE WRONG PLACE BUT THERE WERE NO HUMANw 
HM I T cin FOR ALL I KNOW IF YOU FINDTHE Island YOU WILL find millions of sultanas ans raisins
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94 CI AM A APPLE HANGING ON A TREE ONE DAY
I DPDPPED AND ROLLED DOWr̂  A HILL AND A BOY
KICKED ME ON SO I ROLLED ON AND ON SOON
A WIND CAUGHT UF AND BLEW ME ON I WENT
OVER A STONE OW I HAL A BRUISE ON ME
NOW SOON 1 SAW WATER IN SIGHT OH YES IT
WAS THE RIVER ENDRICK OH NO I AM HADING FOR
it"SOON I WAS RIGHT BESIDE THE RIVER ENDRICK SUDDENLY
I BOL*NCED FIGHT INTO THE RIVER 1 FLOATED ON BOON
I SAW ANOTHER APPLE THE WATER WAS GETTING DEEPER AND
DEEF'ER AMI> A WHOLE LOAD OF STONES WERE COMING INTO

ARE NEARLY IN LOCH LOMOND JUST A 
AH WE ARE IN IT OH GOSH 
OH THAT WAS CLOSE WE ARE COMING 
LEVEN LOOL I CAN SEE A LITTLE 
TOGE'^HER IT IS A MINITURE RAFT I THINI-!

THE WATER: WE 
Wr E L IT MORE 
I AM 5INI ING 
UF FOF: R3VER 
STIC! E JOINED
I WILL TPv' TO GET ON IT NO IT HAS 
SUNI HERE COMES THE RIVER CLYDE I THINK 
DROWNING OH NO HtFE IS THE SEA GOOD BYE

I AM
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95CMY NAME IS ANNE BOFIE GRAFF AND I WAS BROUGHT 
UP WITH MY DADDY MV DADDY IS A HOUSEMASTER AT
A BOAF.DING SCHOOL FOR BOYS CALLED BALLIKINRAIN SCHOOL AND WITH
THESE BOVS 1 HAVE BEEN BROUGHT UP ALL MY LIFE
SINCE I WAS THREE 1 60 TO KILLEARN PRIMARY THIS
COMMING YEAR I WILL BE GOING IN TO PRIMARY SIX
MY SCHOOL IS NOT THAT BAD BUT WE HAVE GOT
A HORRIE«LE HEADMISTRESS WHO IS VERY STRICT TO THE CHILDREN 
IN PRIMARY ONE THERE IS MISS NORDON SHE IS TERRIBLE 
IN PF;IMArV TWO MISS GARY SHE IS OKAY AND IN 
7ML OTHER PRIMARY TWO THERE IS MISS LEONARD SHE IS 
HORRIBLE IN PRIMARY THREE THERE IB TWO TEACHERS MISS YOUNG 
AND MISS FLEMMING MISS YOUNG IS LOVELY AND KIND AND 
6-f4'̂ POUS BUT MISS FLEMMING IS QUITE THE OPPOSITE IN PRIMARY 
FLU-i THERE IS MISS DAVIES HER HUSBAND IS MY DADDYS 
priBB AND SHE WAS HOF:RIBLE I HATED HER AND I 
STILL DO AND LAST YEAR I HAD MRS WYLLIE WHOM 
I LOVED VERY DEARLY I HAD A LOVELY YEAR WITH

her HUSBAND WORL!S WITH MY DADDY SHE WAS HONEST 
SWEET INTELLIGENT AND GOOD WITH CHILDREN AND NEXT YEAR I 
FEAR I GET MISS LINDSAY LUCKELV SHE IS NOT STRICT 
BUT SHE IS SO BORING IN PRIMARY SEVEN THERE IS 
ANOTHER MISS YOUNG FF.’OM WHAT I HEAR SHE IS ALLRIGHT 
WELL THAT IS IT ABOUT MY SCHOOL DADDY AND I 
HAVE MOVED TO A NEW HOUSE DOWN NTHE ROAD IT 
IS A

) '

BEAUTIFUL LITTLE OLDFASHIONED ENGLISH COTTAGE WITH SPIRAL STAIRCAE
i\

ANZ> STRAfJGE SOU INI WALLS FOR MY BIRTHDAY 1 AM GETTING
A KITTEN DADDY IS GIVING ME THE KITTEN AND CAT
TRAY AND A LOVELY TIME AND NANNA IS GIVING ME
A CAT BASKET I AM GOING TO BY IT LOTS
OF THINGS DO NOT ASK ME WHERE I GET THE
MONEY FROM BECAUSE I DO NOT KNOW MYSELF EVERY YEAR
DADDY AND I GO TO DENMAR1Z FOR OUR SUMMER HOLIDAY
TO BEE NANNA THIS IS OUR HOME COUNTRY WHERE BOTH
DADDY AND I WERE BORN WE ALWAYS HAVE A LOVELY
TIME WE HAVE JUST COME BACK A FEW WEEKS AGO
WE HAD A LOVELY TIME IT ALL STARTED EARLY ON
SUNDAY MORNING AT SEVENTHIRTY WHEN WE BOTH HAD TO WAKE
UP AND GET READY TO LEAVE WE HAD PACKED OUR
SUITCASES THE NIGHT BEFORE SO WHEN WE WERE READY WE
LEFT TO CATCH THE BOAT AT NEWCASTLE TO ESBJERG WE
BAILED ON THE WINSTON CHURCHILL AND HAD THE COLD TABLE
WHEN WE WERE IN DENMARK THE NEXT DAY WE HAD
TO DRIVE TO ANOTHER SHIP THAT WAS ONLY FOR AN
HOUR ON IT I HAD A BOTTLE OF FIZZY DRINK
IN DANISH CALLED SODAVAND THEN WHEN WE CAME OFF THAT
BOAT DAD HAD TO DRIVE TO NANNA IN THE COUNTRYSIDE
FOR SHE HAS ALSO ONE IN TOWN IT WAS GOOD
TO SEE NANNA AGAIN AND MY OLD ROOM NOTHING HAD
CHANGED ON WEDNESDAY WE WENT TO COPENHAGEN TO THE CINEMA
TO SEE PRIVATE BENJAMIN AND LIFE OF BRIAN WE SPEND
MOST OF OUR TIME WITH OUR GREAT FRIEND DITTE WE
ALSO WENT TO A FAMOUS FARE GROUND CALLED TIVOLI WE
WENT ON THE HELTER SKELTER AND THE CART IN FRONT
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OF US br o»;e do wn but LUCKELY it was l o w down 
and NDBDDY was HUFT I GOT A LOVELY RED BALLOON 
CALLED TEDDY WHICH I AM VERY FOND OF IN TIVOLI 
THERE IS LOTS OF WATERFALLS WHICH CHANGE ABOUT EVERY FIVE 
MINUTES AND ON THE SAME NIGHT WE SAW THE FIREWORKS 
THE BOYS FROM BALLIKINRAIN ARE AGES FROM SEVEN TO SIXTEEN 
SOME ARE THIEVES SOME GLUESNIFFERS AND SOME DODGE SCHOOL AND 
SOME ARE JUST THERE BECAUSE THEIR PARENTS DO NOT WANT 
THEM MOST OF THE BOYS HAVE BEEN BROUGHT UP BY 
OTHER REDFLE BECAUSE THEIR PARENTS DID NOT CARE OR SOME 
HAVE NOT BEEN BROUGHT UP ATT ALL THEY HAVE JUST 
W.'iNDE:RED a r o u n d LOOE.ING for food IN BINS AND ALSO STEALING 
RTF FOOD THE ONES THAT DODGE SCHOOL ARE NORMALLY THE 
KINDEST FOR THEY HAVE NOT BEEN INVOLVED IN VIOLENCE BUT 
SOME OF THEM DO ALL IN THE SCOOL NOW THERE 
ARE TWO BOVS WHO MURDERED AN OLD LADY BY BREAKING 
IN TO HER HOUSE TYING HER TO HER BED AND 
GAGGING HER THEN SETTING FIRE TO HER HOUSE BUT ON 

OF THE BOYS NO ONE WOULD THINK THAT HE 
WAS A MURL>ERER HE IS KIND FUNNY AND CLEVER BUT 
ON THE OTHER BOY HE IS SELFISH GREEDY A SLAGGER 
AND STARTS FIGHTS I DO NOT REALLY LIKE HIM MY
FAVORITE BOYS ARE SIMON JAMES AND ROBERT BALLIKINRAIN ITSELF Iw
AN OLD CASTLE BUILD BY A MAN CALLED ARCHIBALD ORR
EWING WHICH HE USED AS HIS HOUSE IT WAS THEN
USED AS A HOTEL THEN IT WAS A GIRLS SCHOOL
CALLED SAINT HILDAS AND NOW IT IS A BOARDING SCHOOL
FOR BOYS BAI. LIR.INRAIN WAS BURNT DOWN IN 1916 BUT WAS
REBUILD AG'AIN A FEW MONTHS AGO THERE WAS A ROBBERY
AT BALLIKINRAIN THEY STOLE GOODS WORTH 1000 POUNDS ONE OF
THE BOYS DID IT AND WAS FOUND OUT BY THE
STAFF LISTENING IN ON HIS PHONECALLS THEY STOLE A VIDEORECORDER 
CASSETTE CAR TV AND BOYS POCKET MONEY
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9fcCDA’->DV AND I HAVE GOT SOME VERY GOOD FRIENDS CALLED
TOM AND ROSEMARY THEY HAVE GOT TWO CHILDREN MICHAEL IS
THE OLDEST AND FREDERICK WHO IB THE YOUNGEST WE KNOW
THEM THROUGH TOM WHO WAS A HOUSEMASTER AT BALLIKINRAIN WDRLÜNG
WITH MY DADDY I LOVE BOTH FREDERICK AND MICHAEL AS
MY LITTLE BROTHERS MICHAEL IS THREE AND FREDERICK IS JUST
COMMING UP FOR ONE SO OF COURSE I FEEL CLOSER
TO MICHAEL THAN I DO TO FREDERICK BUT FREDERICK IS
STILL SWEET BFFDF'E DERRl WAS BORN WE CALL HIM DERR I
IT 15 SHGF.'TEF ANYWAY A F'EW YEARS BEFORE DERRl WiAS
BOF.r: TOM ROSEMARY AND MICHAEL WENT TO DENMARK WITH US
DADf/V ME AND NANNA STAYED IN THE COUNTRYSIDE WHILE TOM
POEEMAF.V AND MICHAEL HAI» THE FLAT IN COPENHAGEN WE ALL
wrrn TO T IVO LI  BUT MICHAEL WAS ONLY COMING UP FOR
01 Sn OF COURSE HE COULD NOT UNDERSTAND MUCH I
WDULD LOVE IT IF MICHAEL AND HIS FAMILY COULD COME
TO DENMARK WITH US THIS COMING SUMMER BECAUSE MICKY WOULD
BE OLD ENOUGH TO COME ON ALL THE GAMES WITH
MF IT WOULD EE SUCH FUN I WOULD BUY HIM
ONE- OF TTVÜLIB SF’ECIAL ICECREAMS WITH A CHOCOLATE MARSHMALLOW ON
TOF A SEDONFUIL OF WHIPPED CREAM AROUND IT AND UNDER
THAT STRAWBERRY JAM AND UNDER THAT FIVE DIFFERENT KINDS OF
ICtCREAM RED YELLOW GREEN AND WHITE THEN I COULD TAECE
HIM ON THF VIKING BOATS THAT GO UP AND DOWN
FOJN») AND FOUND 1 WOULD NOT TAKE HIM ON THE
HELTEH EE ELTER I THINK HE WOULD BE TOO FRIGHTENED I
WOUl.D Ta» r Ê HI lEvi THE GOST HOUSE BUT I WOULD
TLLL HIM NUT TO BE SCAPED BECALISE IT WAS NOT
REAL AND THAT IT WAS QUITE PRETTY BECAUSE IT WAS
WITH A RED LISE-ET SHINING AND LEAVES AND PLANTS DROOPING
DOWN EVEF Ywhere THERE WAS A LOCH E>iESS MOE>ISTER BUT THAT
WAS NOT FRIGHTENING IT WAS JUST FUNNY
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1 cm:)CCRACK WENT ANOTHER OF PROFESSOR DANIEL MACNABS TEST TUBES OH
DEAR AS HE SPILT SOME ACID ON THE FLOOR THIS
WEEK HAD BEEN A TERRIBLE ONE FOR THE PROFESSOR HE
HAD BROKEN EIGHTEEN TEST TUBES AND SET ALIGHT HIS JACKET
TWICE THAT NIGHT AFTER HE HAD DONE ALL HIS EXPERIMENTS
HE SAID WHY DDNT I TAKE A HOLIDAY TO BET
AWAY FROM ALL THIS CHEMISTRY AND HE DID THE NEXT
DAV HE DECIDED TO GO TO BLACKPOOL WHEN HE WAS
THERE HE HAD GREAT FUN BESIDES A FEW UF'S AND
DOWNS FOR INSTANCE WHILE ON A BOAT TOUR HE FELL
OVERBOARD ANOTHER TIME HE WAS WALKING ALONG THE BEACH AND
HE STEPPED IN A BUCKET AND FELL IN TO A
HOLE WHICH SOMEONE HAD DUG AND IT WAS SO DEEP
HE WAS THERE FOR THE NIGHT ANOTHER INCIDENT WAS WHEN
HE WAS POSTING A POSTCARD HIS HAND GOT STUCK IN
THE SLIT AND THE FIRE BRIGADE HAD TO COME TO
PREE IT AFTER A WEEK HE WENT BACK HOME THEN
HE HAD A BRAINWAVE TO HIMSELF HE SAID WHY DONT
I WRITE A BOO» ABOUT MYSELF AND HE DID THE
BOOK WAS A GREAT SUCCESS AND SOON THE PROFESSOR WAS
PRETTY RICH WHICH HE SPENT NEARLY ALL OF HIS MONEY
ON REPLACING BROKEN TEST TUBES
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lOlCIT WAS A MONDAV MORNING AND I WOKE UP IN 
A TERRIBLE MOOD I WAS JUST ABOUT TO GET OUT 
OF BED WHEN THE SPRINGS WENT AND I FELL THROUGH 
THE SPRINGS ONTO EMMA AND WOKE HER UP WITH A 
SCREAM THEN WHEN I WAS JUST ABOUT TO GET OFF 
EMMA WHEN I BUMPED MV HEAD 1 THOUGHT I HAD 
BETTER GET DRESSED BUT COULD NOT FIND MY CLOTHES IN 
A TERRIBLE RAGE I WENT DOWN STAIRS INTO THE KITCHEN 
AND TRIPPED OVER A HOT WATER BOTTLE THAT WAS ON 
THE KITCHEN FLOOR I LOOKED AT THE TOAST IT WAS 
BURNT THEN I SAW SOME FRIED RUBBER EGGS YUG SUDDENLY 
THE DOORBELL WENT IT WAS MY FRIEND I MANAGED TO 
FIND SOME CLOTHES I PUT THEM ON EVENTUALLY AT ONE 
MINUTE TO NINE MUM GAVE A LIFT TO SCHOOL I 
SLAMMED THE CAR DOOR AND IT FELL OFF I GOT
TO SCHOOL AT NINETHIRTY THE DAY ACTUALLY WENT QUITE SMOOTHLY
UNTIL I WAS WALKING HOME WHEN I TRIPPED AND FELL
HEAD FIRST INTO A COWS PANCAKE I WENT HOME BUT
MUM WAS NOT THERE SO I GRABBED THE NEAREST THING
WHICH I FOUND OUT WAS A 100 YEAR OLD CLOTH
IT WAS MUMS ONLY GOOD ONE I TURNED ON THE
TELEVISION AND IT EXPLODED I THOUGHT I HAD BETTER LISTEN 
TO THE WIRELESS BUT THE BATTERIES HAD GONE I WENT 
TO DO MY HOMEWOF:K WITH THE CALCULATOR BUT IT HAD
GONE WF.C'NG AT LAST 1 WENT TO BED AND HAD 
QUITE A GOOD NIGHTS SLEEP

) *
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HAPPINESS TO ME IS A GOOD HOME NICE PARENTS AND
GORGEOUS PETS AND ALSO FRIENDS HAPPINESS IS IN YOUR SURROUNDINGS
HAPPINESS IS IN THE AIR BEING HAPPY COMES NATURAL TO
MOST PEOPLE LIFE IS HAPPINESS CHILDREN AND BABIES THAT CRY
ARE HAPPINESS TO THEIR MOTHERS JESUS IS HAPPINESS TO EVERYBODY
JESUS IS LIFE LITTLE THINGS LIKE DOLLS ARE HAPPINESS TO
THE CHILDREN HAPPINESS IS WORK AT WORK YOU EARN MONEY
TO GIVE VOUR FAMILY HAPPINESS HAPPINESS IS REST AT REST
YOU DPINI JUICE AND SIT DOWN THAT GIVES HAPPINESS TO
YOURSELF PLAYING IS HAPPINESS WHEN YOU PlAY YOU GIVE YOURSELF
HAPPINESS AND YOUR FRIENDS YOUR FRIENDS ENJOY YOUR COMPANY AND
YOUR FRIENDS have FUN AS WELL AS HAPPINESS WHEN YOU
WORi; REST AND PLAY YOU BRING HAPPINESS TO EVERYONE HAPPINESS
WILL LAST I HOPE FOP ETERWilV IT WILL NEVER DIE
LOVE IS HAPPINESS TO EVERY SINGLE HUMAN ON EARTH WHEN
THE SUN SHINES I AM VERY HAPPY I AM SOMETIMES
SAD BUT THEN I REGRET IT AND SMILE
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1OTCTHE BEST PRESENT I HAVE EVER RECEIVED WAS MY PONY
I GOT HIM A BIT EARLIER THAN MY BIRTHDAY BECAUSE
I WANTED TO SEE WHAT HE WAS LIKE ACTUALLY I
WENT TO SEE HIM IN NOVEMBER AND MY BIRTHDAY IS
IN JANUARY BUT I COULD NOT RIDE HIM THEN BECAUSE
IT I*=i TOO ICY AND SNOWY ANYWAY WHEN WE GOT
THERE HE WAS IN THE FIELD HE LOOKED LOVELY HE
WAS GiUITE BIG THOUGH AND HE WAS VERY VERY WHITE
THE LADY CAME OUT AND WE TRIED TO CATCH HIM
YD'J SEE HE IB HARD TO CATCH WE HAD TO
TAKE SOME OTHER PONIES OUT OF THE FIELD THEN WE
CAUGHT HIM AFTER THAT WE GAVE HIM A WEE BRUSH
AND PUT HIS SADDLE AND BRIDLE ON THEN I JUMPED
ON ANL I RODE HIM DOWN TO A FIELD WHICH
HAD BARLEY GROWING IN IT I STARTED TO TROT THEN
I JUST NEEDED TO SQUEEZE HIM AND HE TOOK OFF
INTO A CANTER IT WAS LOVELY THEN THE LADY PUT
UP A JUMP AND HE JUMPED IT ONCE OR TWICE
THEN WE WENT BACK AND WE PUT HIM BACK IN
THE FIELD WHEN WE GOT HOME I DECIDED THAT I
WANTED HIM AND THAT I WOULD LOOK AFTER HIM PROPERLY
BO I GOT HIM ON MY BIRTHDAY MY BEST PRESENT
YET
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ALAN ROUGH STEPPED OUT ONTO THE FOOTBALL PITCH READY TO
PLAY HIS FIRST GAME FOR SCOTLAND I WAS IN THE
CROWD WATCHING HIM THE REFEREE CALLED THE TWO CAPTAINS UP
IT WAS SCOTLAND VERSUS A WORLD TEAM AT WEMBLEY STADIUM
THE TWO CAPTAINS WERE KENNY DALGLISH FOR SCOTLAND AND PELE
FOR THE WORLD TEAM DALGLISH WON THE TOSS AND ELECTED
TO KICK OFF DALGLISH KICKED THE BALL BACK TO SOUNESS
WHO LOST IT TO KROL A GREAT BALL BY KROL
SENT KEEGAN RACING THROUGH HE BEAT MCGRAIN AND HIT THE
BALL TOWARDS THE GOAL BUT SOMEHOW ROUGH MANAGED TO PUSH
THE BALL AWAY FDR A CORNER THE CORNER WAS TAKEN
BY BONHOF WHO FLIGHTED THE BALL INTO THE AREA BUT
MCOUEEN HEADED THE BALL AWAY THEN ZICO VOLLEYED THE BALL
STRAIGHT TOWARDS THE GOALS BUT ROUGH SOMEHOW NOT ONLY STOPPED
I1 HE CAUGHT IT HE HIT A LONG BALL RIGHT
INTO THE OTHER TEAMS PENALTY AREA DALGLISH AND KEEGAN WERE
HAVING A TUSSLE FOR THE BALL WHEN KEEGAN BROUGHT DOWN
DALGLISH IT WAS A PENALTY THE SCOTTISH TEAM DID NOT
KNOW WHU SHOULD TAKE IT THEY FINALLY MADE UP THEIR
MINDS THAT IT WAS TO BE ROUGH HE STEPPED UP
AND SENT SHILTON THE. WRONG WAY ALAN ROUGH REALLY LIVED
UP TO HIS NAME

■V ‘
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11OCKIRSTY AND I WERE WALKING THROUGH THE WOODS WHEN WE 
SAW A SPACESHIP THERE WAS NO SIGN OF MOVEMENT INSIDE 
SO WE WENT INSIDE TO HAVE A LOOK KIRSTY TRIPPED 
OVER A STONE THAT WAS CARELESSLY DROPPED ON THE FLOOR 
SHE HIT A BUTION THAT SAID VEBER ON IT THERE 
WAS A SUDDEN JERK THE DOOR CLOSED I LOOKED OUT 
THE WINDOW AND FOUND WE WERE FLYING THROUGH SPACE I 
CALLED KIRBTY TO HAVE A LOOK IT WAS WONDERFUL TO 
SEE STARS SO CLOSE UP BUMP BUMP WE HAD HIT 
SOMETHING HARD IT WAS A PLANET WE PRESUMED IT WAS 
VEBER KIRSTY PRESSED A BUTTON IT OPENED THE DOOR ALL 
WE COULD SEE WAS BLACK AND BLUE STONES THEY WERE 
FUNNY KIRSTV STEPPED OUT AS SOON AS HER FOOT TOUCHED 
THE GROUND SHE TURNED INTO STONE I WAS AFRAID TO 
TOUCH HER IN CASE I TURNED TO STONE AS WELL 
I WENT TO HAVE A DRINK BECAUSE A DRINK ALWAYS 
MAKES ME FEEL BETTER WHEN I WAS DRINKING A DROP 
OF WATER FELL FROM MY CUP AND FELL ON TO
KIRSTY SUDDENLY SHE CAME ALIVE AGAIN SHE JUMPED INTO THE 
SPACESHIP AND TOLD ME THAT WE HAD TO GO HOME 
I PPRE5BED THE BUTTON WHICH SAID EARTH ON IT IN 
FIVE SECONDS THERE WAS A THUD WE HAD REACHED EARTH 
AS SOON AS WE WERE OUT THE SPACESHIP IT DISAPPEARED 
AND KIRSTV AND I FOUND OURSELVES BACK IN THE WOODS 
THIS IS THE FIRST TIME I HAVE EVER TOLD THIS 
STORY TO SOMEONE BECAUSE FOP A WHILE KIRSTY AND I 
COULD NUT BELIEVE IT HAD HAPPENED

• . tl
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111CI AM ON OLD FINE TREE I LIVE IN THE 
SUBURPS OF LONDON IN A SMALL WOOD IN MY TIME
I have seen many go in gs on and many strange birds
ONE SUMMER TWO STRANGE YELLOW BIRDS CAME TO ME AND 
nested in my branches a few mo nt hs LATER SOME CHICKS 
hatched out then a bird watcher came a n d studied them 
HE discovered THAT THEY WERE A VERY RARE BREED AND 
I WAS HONOURED TO HAVE THEM AS GUESTS ANOTHER TIME 
TWO YOUNG LOVERS WERE PASSING WHEN THE BOY TOOK OUT 
A PENKNIFE AND CARVED HIS AND HIS GIRLFRIENDS NAME IN 
ME IT WAS VERY SORE BUT NOT VERY DEEP SO 
IT BOON HEALED ONE STORMY NIGHT IT STARTED THUNDERING 
LIGHTNING I WAS VERY SCARED THEN SUDDENLY IT HIT ME 
AS SOON AS IT STRUCK I WENT ON FIRE BUT 
SOME KIND PEOPLE SAW ME AND PUT OUT THE FIRE 
IMMEDIATELY ONE DAY SOME MEN CAME AND CUT ALL MY 
NEIGHBOURS DOWN I THOUGHT THEY WERE GOING TO CUT 
DOWN WHEN I HAD SOMETHING SHOVED ON TOP OF ME 
AND THEN IT WAS NAILED ON IT HUF̂ T DREADFULLY IT 
STILL DOES WHEN THE WIND BLOWS ME SOME PASSERS BY 
SAY TO ME MY MY THEN YOU ARE THE OLDEST 
TREE IN THE CITY ARE YOU BO I GUESS THAT 
IS WHAT IT SAYS

AND

ME
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112C
I HAVE JUST GOT A NEW JOB AT ST ANDREWS 
GOLF COURSE AS A GREEN KEEPER I WANTED TO TAKE 
UP THIS SPORT SO THAT I COULD SEE THE DIFFERENT 
COURSES AND THE DIFFERENT PLAYERS ON MY FIRST DAY 
WENT TO THE PROFESSIONALS SHOP TO SEE IF I COULD 
6ET A MINI CAR TO GO ROUND THE HOLES TO 
GET USED TO THEM I WENT TO THE SHOP EVERY 
WEEK TO LEARN TO PLAY GOLF AND AFTER FIVE WEEKS 
I WAS PLAYING GOLF WELL SO NOW I GO ROUND 
PLAYING GOLF AND SORTING THE GREENS AS WELL WHEN ! 
HAD BEEN AT THE JOB FOR FOUR YEARS THE MANAGER 
PUT ME TO THE TEST OF BEING A PROFESSIONAL I 
DID WELL SO HE GAVE ME THE JOB ONE WEEK 
LATER I GOT A PHONE CALL AND THE MAN SAID 
WOULD YOU LIME TO PLAY IN AMERICA OPEN I SAID 
YES SO I WENT AND WON A BIG TROPHY

',1. *
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SOME PEOPLE THINK THAT ALL THE ANIMALS IN THE WORLD
HAVE BEEN DISCOVERED WELL THIS STORY SHOWS JUST HOW WRONG
THEY APE THERE IS AN ANIMAL THAT LIVES IN EGYPT
CALLED THE ELEPHEROO IT HAS A TRUNK; THE SAME LENGTH
AS AN ELEPHANTS IT HAS THE BODY AND THE HEAD
OF A KANGAROO AND THE LEGS OF AN ELEPHANT IT
IS GREEN WITH PINK AND YELLOW SPOTS AND EATS SAND
AN ANIMAL CALLED A RABBADOG IS FOUND IN DESOLATE PARTS
GF SOUTH AFRICA IT HAS A RABBITS TAIL RABBIT EARS
AND A RABBITS HEAD IT HAS A DOGE BODY AND
A D0G;E legs IT IS A VERY SMALL ANIMAL BUI
ALSO VERY VICIOUS AND STRONG IT EATS GRASS AND IS
BLUE WITH YELLOW STRIPES THE ZEBRINGO HAS THE HEAD OF
A ZEBRA AND THE BODY AND LEGS OF A FLAMINGO
II CAN FLY AND EAIS MICE AND GRASS IT CAN
RUN VERY FAST AND HAS BEEN KNOWN TO RUN AT

MFM n  IS PINK AND WHITE WITH BLACK STRIPES
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114CTHE DEW HAD NDl YET SETTLED ON THE GROUND WHEN 
THE SQUADRON WAS TO EMBARK ON A MISSION ALREADY TWO 
PLANES HAD TAKEN OFF INTO THE FROSTY MORNING HEADING EITHER 
TO DEATH OR GLORY TEN OR SO MINUTES LATER BLOCKBUSTER 
SQUADRON AS WE WERE KNOWN WAS OVER NO MANS LANDAN^INTO the f o r b id din g ENEMYS TERRITORY OUR TARGET THE POISONOUS
GAS FACTORY AT COLOGNE IN GERMANY BY THE TIME WE
WERE HALFWAY THERE WE CAME UNDER HEAVY ENEMY FLAK ONE
PLANE WAS HIT IN THE FUEL TANK AND BLEW UP
ANOTHER THE PILOT WAS HIT IN THE STOMACH AND WAS
sfnT to HEAVEN OR HELL WE PRESSED ON BRAVELY THE
COLD BITING AIR NIPPING OUR FACES RELUCTANTLY I SOUNDED THE
FALL BACK AND BY THE TIME WE HAD REACHED THE
BASE I HAD LOST HALF THE SQUADRON 12 MEN IN
ALL I WOULD HAVE A LOT OF LETTERS TO WRITE
IN THE NEXT DAY OR SO A WEEK PASSED UNTIL
ONE DAY A GERMAN PLANE FLEW LOW OVER OUR BASE
AND DROPPED A NOTE AND THEN FLEW OFF INTO THE
CLOUDSKY I PICKED UP THE NOTE AND IT READI ERNST VON SHONVAST CHALLENGES THE BLOCKBUSTER SQUADRON TO A
DUEL A 0600 HRS TOMORROW I DECIDED TO ACCEPT SINCE
VON SHONVAST WAS A THORN IN THE SIDE AND NEEDED
TO BE TAUGHT A LESSON THE MORNING WAS SURPRISINGLY BRIGHT
AND WE HAD THE ADVANTAGE OF THE SUN AT OUR
BACK BY THE TIME WE HAD TAKEN OFF IT WAS
0600 HRS AND TIME FOR THE DOG FIGHT TEN MINUTES , ^PA‘=.T AND WE ME! VON SHONVASTS SQUADRON ALMOST IMMEDIATELY VON 
SHONVAST A GREAT ACE SHOT DOWN ONE PLANE I DECIDED 
TO TRY AND END HIS PLIGHT I CAME SCHREECHING IN 
FOR THE KILL AND SQUEEZED ON THE TRIGGER 100 OR
SO BULLETS CAME SCHREECHING THROUGH THE SKY AND HIT THE /vMrcGERMAN ACES TAIL ALMOST IMMEDIATELY THE PLANE EXPLODED INTO FLAMES 
KILLING VON SHONVAST BY NOW WE HAD LOST 3 PLANES 
OUT OF 14 AND DESTROYED B OUT OF THEIR 14PLANES SOON WE WERE BLASTING THE DEMOROLIZED GERMANS OUT OF 
THE SKY THE REMAINING THREE GERRIES HAD ENOUGH AND RETREATED 
THE BATTLE WAS WON
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114CTHE DEW HAD NDT YET SETTLED ON THE GROUND WHEN
soua dr on was t o em ba rk on a m i s s i o n already two

PLAlJrHAD TAKEN OFF INTO THE FROSTY MORNING HEADING EITHER 
TO DEATH OR GLORY TEN OR SO MINUTES LATER BLOCKBUSTER 
QniiADRON AS WE WERE KNOWN WAS OVER NO MANS LANDAND INTO THE FORBIDDING ENEMYS TERRITORY OUR TARGET THE POISONOUS
GAB FACTORY AT COLOGNE IN GERMANY BY THE TIME WE
WERE HALFWAY THERE WE CAME UNDER HEAVY ENEMY FLAK ONE
PLAt4E WAS HIT IN THE FUEL TANK AND BLEW UP
ANOTHER THE PILOT WAS HIT IN THE STOMACH AND WAS
SENT TO HEAVEN OR HELL WE PRESSED ON BRAVELY THE
COLD BITING AIR NIPPING OUR FACES RELUCTANTLY I SOUNDED THE
FALL BACK AND BY THE TIME WE HAD REACHED THE
BASE I HAD LOST HALF THE SQUADRON 12 MEN IN
ALL I WOULD HAVE A LOT OF LETTERS TO WRITE
IN THE NEXT DAY OR SO A WEEK PASSED UNTIL
ONE DAY A GERMAN PLANE FLEW LOW OVER OUR BASE
AND DROPPED A NOTE AND THEN FLEW OFF INTO THE
CLOUDV SKY I PICKED UP THE NOTE AND IT READI ERNST VON SHONVAST CHALLENGES THE BLOCKBUSTER SQUADRON TO A
DUEL A 0600 HRS TOMORROW I DECIDED TO ACCEPT SINCE
VON SHONVAST WAS A THORN IN THE SIDE AND NEEDEDTO BE TAUGHT A LESSON THE MORNING WAS SURPRISINGLY BRIGHT
AND WE HAD THE ADVANTAGE OF THE SUN AT OUR
BAC» BY THE TIME WE HAD TAKEN OFF IT WAS
0600 HRS AND TIME FOR THE DOG FIGHT TEN ”^NUTESPA=«T AND WE MET VON SHONVASTS SQUADRON ALMOST IMMEDIATELY VON
SHONVAST A GREAT ACE SHOT DOWN ONE PLANE I DECIDED
TO TRY AND END HIS PLIGHT I CAME SCHREECHING IN
FOR THE KILL AND SQUEEZED ON THE TRIGGER tuc
SO BULLETS CAME SCHREECHING THROUGH THE SKY ^mfsGERMAN ACES TAIL ALMOST IMMEDIATELY THE PLANE EXPLODED INTO FLAMES
KILLING VON SHONVAST BY NOW WE HAD LOST 3 PLANES
OUT OF 14 AND DESTROYED 8 OUT OF THEIR ^ ™ / sk ic  n i i T  nrPLANES SOON WE WERE BLASTING THETHE SKY THE REMAINING THREE GERRIES HAD ENOUGH AND RETREA 
THE BATTLE WAS WON
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130CONE DAY OLD COCKER WENT TO ROB A BANf AND
HE GOT ALL THE MONEY OUT IT AND TWO OF
HIS MATES WERE WAITING IN THE CAR AND OLD COCKER
SHOT THEM BOTH AND KICKED THEM OUT OF THE CAR
AND HE DRIVES OFF TO AN OLD BARN AND ONE
OF HIS MATES WAS STILL ALIVE AND HE TOLD THE
POLICE AND THEY GOT TOGETHER AND WENT TO THE BARN
BUT HE WAS NOT THERE BUT SOME FIVE POUND NOTES
WAS ON THE FLOOR AND THEY TRIED TO PICK UP
HIS TRAIL BUT FAILED MR COCKER WAS HIDING IN A
HOTEL IN LONDON BUT THERE WAS A SPY WATCHING HIM
AND MR COCKER SAW THIS MAN SPYING ON HIM AND
HE SNEAKED UP ON HIM AND STABBED HIM AND WENT
BACK TO THE HOTEL THE POLICE WAS THERE IN THE
MORNING AND FOUND HIM AT THE EDGE OF THE WALL
THEN MR COCKFR CAME TO THE WINDOW AND SAW THE
POLICE AND ONE OF THE POLICE LOOKED UP AT THE
HOTEL AND SAW THE BANK ROBBER MR COCKER MR COCKER
GOT OUT THE BACK WAV BEFORE THE POLICE GOT UP
-ID HIS ROOM HE HAD GOT AWAY MR COCKER WENT
TO TEXAS HE WAS FLYING ON THE PLANE FOR ABOUT
FIVE HOURS THE PILOT SAID THEY WERE LANDING IN TEN
MINUTES HE GOT OFF THE PLANE AND TWO MEN TOOK
HIM TO THE POLICE STATION AND HE GOT TOOK TO
COURT AND HE HAD A PLAN TO ESCAPE WHEN HE
WAS irj THE COURT WHEN THE JUDGE SAID HE WAS
SENTENCED TO LIFE IN JAIL HE WAS LISTENING FOR A
TRUCK AND HEARD THE TRUCK COMING HE DIVED OUT OF
THE WINDOW AND LANDED ON A HAYSTACK AND GOT AWAY
AND HE WAS DOING MURDERS AND ROBBING BANKS MR COCKER
WAS IN A LITTLE HOUSE IN THE COUNTRY AND THE
HOUSE WAS SURROUNDED AND THEY SAID COME OUT WITH YOUR
HANDS UP AND DROP YOUR GUNS IF YOU DO NOT
WE WILL COME AND MR COCKER SAID COME AND GET
US YOU RATS AND STARTED TO FIRE AT THE POLICE
MR COCKER AND BOBO HIS MATE HE SAID TO THE
REST OF HIE MATES ME AND BOBO ARE GOING TO
GET AWAY IF YOU COME OUT OF THIS ALIVE WE
WILL MEET YOU AT KONG HOTEL BOBO AND COCKER WENT
AND GOT AWAY BUT THERE WAS A ROAD BLOCK AT
THE END AND SMASHED RIGHT THROUGH THEM AND GOT AWAY
AND ROUND THE CORNER WAS THE HOTEL THEY WERE THERE
FOR A FEW DAYS ONE OF HIS MATES BURST THROUGH
THE DOOR AND SAID I WANT MY MONEY YOU RAT
IF YOU DO NOT GIVE IT TO ME I WILL
BLOW YOUR HEAD OFF THE MATE SAID WHERE IS BOBO
HE IB RIGHT BEHIND YOU PUNK KILL HIM BOBO AND
BOBO SHOT HIM SIX TIMES IN THE HEAD THE POLICE
GOT THERE AND BURST THROUGH THE DOOR AND SHOT OLD
COCKER IN THE HEAD TWICE IN THE LEG AND BOBO
SHOT THE POLICEMAN IN THE BACK AND THE REST OF
THE FORCE CAME IN AND SHOT BOBO AND MR COCKER
AND IT WAS ALL OVER THEY GOT MOST OF THE
MONEY BACK BUT MR COCKER HE GOT TOOK TO HOSPITAL
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st ar te d o n a stormy a f te rn oon wh en I WAS 
IN town t o bet my we ek en d shopping wh en I P<̂ ST
T mIn WHO LOOf-ED VERY SURPRISED SO I STOPPED HIM
and said what is your name he di d not answer
MF so I SAID YOU LOOK AS IF YOU HAVEDONE WRONG SO HE STARTED TO STRUGGLE SO I GRABBED
HIM BY HIS ARM AND SAID YOU ARE STAYING HERE
AND HE SAID YOU CAN NOT KEEP ME HERE SO
let me g o before I CALL THE POLICE YOU DO
NOT HAVE TO CALL THE POLICE BECAUSE I AM A
POLICE SO YOU JUST SHUT YOUR MOUTH BEFORE I BANG
IT YOU CAN NOT DO THIS YOU ARE NOT ON
DUTY 1 DO NOT HAVE TO BE ON DUTY TOARREST SOMEONE YOU DO NOT THINK YOU ARE GOING TO
ARREST ME DO YOU THAT IS RIGHT I AM SO
COME ALONG QUIETLY OR I WILL DRAB YOU ALONG YOU
WILL TRY AND DRAG ME ALONG DO YOU WANT TO
BEE ME DO IT NOW DO YOU BECAUSE I DONOT CARE IF I BET FIRED BECAUSE I AM JUST
ABOUT TO LEAVE THE FORCE ANYWAY SO DO NOT GIVE
ME ANV OF YOUR LIP 1 AM NOT GIVING YOU
ANY LIP BECAUSE YOU ARE HEADING FOR A DOING SOJUFT SHUT YOUR MOUTH WE WERE WALKING DOWN THE STREET
WHEN HE STARTED TO STRUGGLE I SWORE TO HIM THAT
IF Ht DID NOT BUCKLE UF‘ HIS IDEAS I WILL
BURST HIM SO WE STARTED WALKINGSHOUTING AT THE PUBLIC AND SWEARING AT THEM SO I
GRABBED HIM INTO A CLOSE AND BATTERED HELL OUT OF
HIM AS I WAS DOING SO A MAN WALKED PAST
AND LOOKED A7 ME AND SAID WHAT DO YOU THINK
YOU ARE DOING TO TAHT YOUNG MAN I TOLD HIM
TO GET LOST BUT HE JUST STAYED THERE HE SAID
I WILL GO AND PHONE THE POLICE IF YOU DO
NOT LET THAT MAN GO I SAID YOU GO ANDPHONE THE COPS BUT YOU ARE GOING TO REGRET IT
I AM TELLING YOU BECAUSE I AM A COP SO
YOU GO AND BET SOME HELP THE MAN WENT AND
PHONED THE POLICE STATION THEY CAME THE MAN SAID I
AM GOING TO TAKE YOU TO COURT AND GET YOU
JAILED FOR LIFE I DO NOT KNOW WHAT CAME OVER
ME BUT I PICKED UP A BOLDER AND THREW IT
AT HIM HE JUST FELL TO THE GROUND ^ND ASHE FELL TO THE GROUND MY SERGEANT CAME AND GRABBED
ME AND SAID WHAT DO YOU THINK YOU ARE THAT WAS ASSAULT I DO NOT CARE BECAUSE HE WAS 
ASKING FOR THAT AND I GAVE HIM IT BUT THAT 
IS NOT THE POINT THIS YOUNG MAN WAS GOING TO 
TAKE YOU TO COURT AND SAVE YOU BECAUSE YOU JUST ASSAULTED THAT BUY YOU BLOODY I^IOT YOU JO NOT 
CARE ABOUT OTHER PEOPLE DO YOU ALL ^OU THI^. YOU 

’ CAN bo is ATTACKING PEOPLE IN THE STREETS WELL THA 
IS NOT ON THE TRIAL IS NEXT*WEEK I HOPE 
YOU HAVE GOT A GOOD EXCUSE BECAUSE WE CAN NOT 
DO ANYTHING FOR YOU NOW THE TRIAL CAME AND I

I
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I GOT
W ^ L L  STARTED ON A SATURDAY MORNING WHEN 1 GOT 
A letter FROM MY DAD SAYING YOU ARE TO GO TO AFRICA FOR AN ASSIGNMENT SO THAT AFTERNOON 
A plane TO AFRICA AND THEN GOT A JEEP TO 
THE CAMP WHERE I WAS TO STAY FOR THE TWO 
WEELS I WAS THERE I UNPACKED MY KIT AND HAD
S o m e t h !n g ?o eat an d th en i ma de m y bed a n d
¿EN^TO BED AS I WAE SLEEPY NEXT MORNING I 
UiOrE UF‘ AND HAD A CUP OF TEA THEN I WENT DOWN TO THE STREAM AND HAD A SWIM THEN 
T CAME BACK UP AND PUT MY CLOTHES ON THENI WENT DOWN TO THE NEAREST VILLAGE AND BOUGHT SOME 
FOOD FOR MYSELF I CAME BACK UP AND
FAF'ER THEN I HEARD A BANG IT SEEMED TO COME 
FROM THE BACK OF MY HOUSE I GRAB MY GUN 
AND RAN TO WHERE I HEARD IT FROM I MANAGED 
TO FIND WHAT WAS UP IT WAS A HUNTER HE 
HAD JUST SHOT A MOTHER KANGOROO BY THE LOOKS OF
II THE MOTHER IS PREGNANT SO 1 CARRIED IT TO 
MY HOLÎ mF Al'iD F’UT IT IN MY KITCHEN I CLEANED
THE WOUND AND GOT THE BULLET OUT THE SEEMED
TO BE ALLRIGHT SO I GOT A BLANKET AND WRAPPED
IT TO KEEP IT WARM I DO NOT KNOW WHEN
SHE IS DLIF BUT I HOPE IT IS SOON BECAUSE
I CAN NOT LEAVE HER AND THE BABY BEHIND SO
THREE DAYS LATER I WOliE UP TO FIND THE KANGOROO
HAD HAD THE BABY SO I WENT TO SEE IF
THE MOTHER WAS ALLRIGHT I BENT DOWN ^
BUT SHE WAS COLD 1 RECKONED SHE WAS DEAD SO 
I BURIED HER AND 1 DID NOT KNOW WHAT TO 
DO WITH THE BABv SO I BOILED SOME. MILK ^
AND GAVE IT THAT MY TWO WEEKS ARE NEARLY UP
AND I DO NOT KNOW WERE TO PUT trKANGOROO SO I DECIDED THAT I WOULD TAKE IT »^^K TO ENGLAND I DONATED IT TO C^^^^®TER^O FOR PEOPLE 
TO COME AND SEE IT AND MAYBE THE KA^OROO q q-c
HAVE BABIES AND THEN WE WILL HAVE OUR
BORN IN CAPTIVITY AND THAT WOULD MAKE TO
THE DAILY RECORD AND MAYBEHELP THE KANGOROOES SO 1 GOT THE KANGOROO AND P 
IT IN A BOX AND WENT TO LONDON ZOO I .TOLD THE MANAGER THAT I BROUGHT IT FROM AFRICA I
TOLD HIM ALL THE STORY AND WHAT WAS GOING TO
HAPPEN TO THE BABY KANGOROO BO WE FOUND A CAGE
FOR IT TO STAY IN FOR THE MEANTIME SO I
LEFT IT THERE FOR A FEW WEEKS WHEN I CAME
TO VISIT IT THE MAN SAIS IT WAS VERY ILL
AND HE SAIS IT MIGHT DIE WITHIN TWO OR TREE
DAYS AT THE MOST 1 WAS VERY UPSET BECAUSE I
LOVED THAT LITTLE THINS IT WAS VERY
IT DIES I WILL NEVER FORGIVE MYSELFME WHO BROUGHT IT OVER HERE I STARTED TO WALK
TOWARDS MY CAR WHEN I HEARD THE VOICE OF THE _DOCTOR SAYING COME BACK THE KANBOROO IS GOING TO LIVE

‘ '.I
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' WAS SO
gU d I HUPGED THE LITTLE THING AND KISSED IT

C.0IN6 TO TAKE YOU HOME WITH
ME AND YOU CAN LIVE WITH ME AND I WILL
I nra ¿»FTER YOU FOR EVER AND EVER AND I WILL
NEVER GIVE YOU AWAY FOR ANYTHING IN THE WHOLE WORLD
SO I TOOK HIM HOME AND MADE A BOX FOR
HIM AND RUT IT NEXT TO THE FIRE TO KEEP
him warm 1 GAVE HIM SOME WARM MILK ANDARPLER ANt SOME ORANGES AFTER THAT I GAVE HIM A
BLANKET THEN 1 PUT HIM IN HIS BOX PUT THE
L aNI ET on HIM AND THEN I PUT THE LIGHTS OUT
AND WENT UPSTAIRS AND GOT INTO MY BED AND I
READ FDP A WHILE THEN I PUT THE LIGHT OUT
ANE WE.NT TO BLEEP

':VkJ
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TEXT STRINGS WRITTEN BY ADULTS.
the demand -for a varie- 
limited scope o-f microAs a compromise between, on the one hand,

«■ vies a and on the other hand thety o-f styles, «oac-e And time. the following 22 text sam-computing m  terms of three categories 'NEWSPAPERS',pies have been chosen data base oi teKtVbOOKS Ft« c h i l d r e n- and “  ENT STS a. th.^ ^
: r ‘ t s :  «"'Fri., at »east . 0 0

words from the sources listed belowi

JC. ■

SOURCE:
SCIENTISTS:
W.Frankena: Ethics N.Chomsky: Aspects of Syntax 
W.Labov: Logic of Non standeEngle 
J.S.Bruner: Study of Thinking.
B. R u s s e l  1: Hi s t o r y  o f  W. P h i l o s o p h y  <-.) 
Be R u s s e l  1 : P r i n c i p l e s  o f  M a t h e m a t ic s  
B e  R u s s e l  1 : H i s t . a s  i t  was  n e v e r  t o l d  
B .R u s s e l  1 : Chi 1d r e n s  S t o r i e s .

LABEL:

IFRK
CHOM
LAB
BRU
1/2RUS
3RUS
4RUS
5RUS

FILENAME:

FRANK
CHOM
LABOV
BRUNER
RUS1/2
RUS3
RUS4
RUS5

NEWSPAPERS:
Glasgow Herald 
The Guardian 
Daily Mail Daily Record (2)

HRLD
GUAR
MAIL

IREC and 2REC

BOOKS FOR CHILDREN:
A.A.Milne: Winnie the Pooh 
L.Carroll: Alice in Wonderland
L. Carroll: The Nursery Alice
M. Bond: Paddington <4)R.Bach: Jonathan L i vingst.Seagull

POOH 
ALIB 
ALIL 
1/4PAD 
GULL

HERALD
GUARD
MAIL

DRECl and DREC2

POOH 
ALICES 
ALICEL 
PAD1/4 
GULL

• '“'ul

I

Table 4.1 Llet of text aamplea written by adult.

A. the ca.e wa. with the Indexing
the limitation, of my computer «t-rino On graph, andvariation, in the labeling of each ! °"th^*'^.tring 
output, of numerical data ••bare e .tring. will alway.
appear, with many other label A. before, I have keptbe referred to by their <.hort^> label. A. Diw^e,
label, a. informative a. po..ible, *t J»ant
ehort three to four letter '“beA? a ^  5 become HERALD
.ample, eg. BRU ba. become B R ^ R .  " “„ ^ ^ ^ S ’c^fu.ing, but whenever po..lble in text and table.. It may mouno
1 bslisvs it to holpfule
in the following all text .ample, are printed in full, 
category is introduced with a f«w commentSe

and each

t *1



TEXT STRINGS WRITTEN BY ADULTS
PAGE;INDEX;
•■«•91Introduction to 'Scientist»'••••••• .........................

.......92W.Franliena; Ethics (FRANK) ..... •
N. Chomsky I Aspects o+ ;.... " ' . " ’.'.'.'.'.'.‘.'.'.96

J.S.Bruner; Study of Thinking.    ¡qo
B. Russell; Hi story of W.Phi losophy, 1  i’.’.lOl
B.Russell;Principles of Mathematics  105
B.Russell;Hi»t.as it was never told .................
B.Russel 1; Chi Idrens Stories (RUS5).... ................... .

, ......... 108Introduction to 'Newspapers................
.......109Glasaow Herald (HERALD)

The Guardi an (GUARD) .................. ......
Daily Mail (MAIL).........    1!!!....115Daily Record,! (DRECl)...•••••••••••••■••••****"" 1 1 7Daily Record,2 (DREC2) ................... ......••.......

119Introduction to 'Childrens Books
120A.A.Milne; Winnie the Pooh <P00H)..^^^.....................

L.Carroll; Alice in Wonderland ............................
L. Carroll; The Nursery Alice (ALICEL)............ .......
M. Bond; Paddington,! (PADl)..............................
M.Bond; Paddington,2 ....................................... ^^6
M.Bond; Paddington,3 (PAD3).......................   ^^7
M.Bond; Paddington,4 (PAD4)...............  ’’“ ’1 2aR.Bach; Jonathan Livingston Seagull (GULL)................
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SCIENTISTS;

, « «X 7 o-f the -following 9 text sample«.In my selection o complexity o-f in-formation, a complexity
the emphasis has be always mirrored in complexity o-f
which 1. *HTitor7« it « «  n.ver told' and
‘rh'ldron^s 'itorie«’ both by B.Ru»»ell, h«v« boon included in ;i:‘“ ^;:te:or: ?o‘::cilit.te^co»p.ri.on with the three preceding 
text samples by Russell.
„.Fcnkena-. ’^thic,^ <W.K. Fr.n.ena 1^^^^
' e c t r u  dowflo :r.rlCl^tln almost Socr.tic in it. approach.

The next two .ample, are written »-V l r f “* S:n’kn:wn‘tr;o.ran^ 
,ky.. 'Aspect. OF the theory 7 1 0 0 ^ 0 7 ^ ^ 0  Foremost
doe. not 7or hi. analysis oF the use
o 7 " * n g u a g r «  a m^7n. oi .ocial 'ranking'. The te«t «-P»«
here is taken «;|:*£°^„;Ti%i°n"to'be":ery*7erixed 7nd un-

'super charged', one might even «ay« heavy.

»A study o-f thinking’ <J.S.Bruner, 1967) -

matter, be it philosophy, mathematical theory or ic ^

ing through hi. works. Particularly hi. 'History a. it was neve 
told’ can be recommended.
Th» -first two text samples of Russell is from his ’History of
Western Philosophy’ <B.Russell,
1200 words cut in to two strings of 600 each.
The ne,=t .ample, in which he «t.^out cl... theory, 1. From
his ’The Principles of Mathematics’ <B.Russell, 1956).
The last two text .ample, by B.Ru.«ell are 7*“
<B.Rus.ell, 1972). 'History .. it w..back into hi.tory, and In 'Children . Storie.
the stories he used to make up for ' «smoles are printedyoung. These, as well as the aforementioned samples a p
on the following pages.
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IFRI
W-:: ARE TAt KINE 
r.'IÊ E'TBLfTICN C«E GOOD 
FUNlEHtiENT ETf AF'ftUT 
DI I BUT IVE J LlE T 1C F 
I NI> ] !: rUAi & THE pAt-. ■
THAT IN WHJEH THERE

AEDL'T n} ET F.I Bl’TI UE Tl.tET 1CE JUET ICE IN THE 
AND EVIL THERE IE AiLEO RETRIBUTIVE JUSTICE 
U'HJf H A I. ?T'(| E I'il'.-L BE SAID IN CHA-TEF 4 
jS A MAf>EF O  THE COMPARATIVE TREATMENT OF 

] C-aSE Qi* INJUSTICE IF THERE IE ONE IS
hrf two si mi la r individuals in Elmilap

riRC-UM-TANCES AND ONE OF THEM IS TREATED BETTER OF WORSE THhN THE 
n-'HER IN this CABL- t hE CRY OF INJUSTICE RIGHTLY GOES UP AGAINST 
7UJZ c-ccpHNE IP! F AP̂  N :- OF- GUnjP ATT- UNi.ESS THAT AGEN^ OR GRO’P CAN 
Fĉ tabi ISH THAT THFRF. IS GONE RELEVANT DI ESIMILARI i V AFTEF ALL 
PFTU-ErrTHf INDIVIDUALS CONCERNED AND THEIR Cl RE I METANCES HE OP
fHEY WEU l. FT GlJlLTV AE CH*iRGEI.» THIE: IE WHY SIDGWICI'. SliGGEEUEr
H]c poRhOl A ACCm-DINb TO WHICH JUST ILF. 3 S 1H- -1 MI LAP AND 
iriH.lFTlCE the DISFIMILAP TREATM:ENT CF SIMILARS THIS Fut;MUL*-t D.Ĵ.. 
Bivr A NECFES*̂ -̂ V LtiNCniUiT UF JUSTICE SIm ILhF CAShS ARE TO Bb 
TF'EA '’ED P'MlLARt Y ET' a aR AE THE R'EuUIF;fcHENT S OF JLIETICE AR,. 
CCNrTPNFD Al THOUbh THEEF REUUl REMENT B MAY BE OmWEIGH-D BY OTHER 
rr.f.--»r>crc,/:.T c^T EIDGUICKS FDRML»LA IS NOT BUFF IC JEN! Al..! IT
RF^ri - 'says IS that ns MUET A n  ACCORDING TO PUi FS IF HE MFan TO 
BF TUET̂ A!. THOUHH THIS FORMULA IS TRUE I"" TELLS US NDTHINU

iHS RU!. Er- APE TU BL AND' THIS IS WHaT Wf! NANI TO RNUN . . NlE 
HA »" Al READ'" BEEN THAT PULES THEMSELVES MAY BE UNJUST IF THIw 

NbRP Nf.l SO THERE COULD NOT BE UNJUST LAWS OR PRACTICES FOR LAWS 
HK-r FRArnCF- ARF rules much depends on which SIMIl.ARlTIEr AND 
J E E I 11 A'-. 3 t J F S ('F 3 N'".' 3 V 3 DUAL E Â ;E T Af L N AS A BAS 2 E FOR 

SlMlLAFITV DP DlESlMlLARlTY OF TREATMENT THE QUESTION WHICH 
1 (_i ill iSi'-iir REF» IS HUt<- WF AFE TO TEL.I. WHn RU.-E:- OF 

IN El R1 BUT I ON OF- CDMPAPh TIVE TREATMENT WJE ARE TO ACT ON WE HA.-'
EF&N THAT THESE RULES CANNOT BE DETERMINED ON THE BASIS OP
PENFjr FNCE OR BENEVOLENCE ALONE AS THE RULES OF Trt.Tzi
AMi'OUF and of L.EEPING COVENANTS CAN BE I THINR A NU. .BEP CRITE I
HAVL BREN PROPOSED ONE THAT JUSTICE IE u m mANAi CORD! NO TO THEIR DESERT OR MERITS T WO THAT IT I =• TREATING HUMAN 
BE3 NAB AS EPUAI.S IN THE SENSE OF DISTRIBUTING GOOD AND E vIL 
EQUALLV AMONG THEM EXCEPT 3NB PERHAPS IN THE CASE OF F’Oijl fc'-»
THrEE THAT JT IS TREATING PEOf̂ ’LE ACCOF;DING TC
ABli.l t lES OP BOTH THE FIRST IS THE CLASSICAL ’̂ ^FITAFNAN C .1 E - ̂  
OF JUSTICE FOUND IN ARIBTDTlE THIS CRITERION ' .
EIF LiAVlD ROSS ACCORDING TC THIS VIEW THE
MCFIT IE VIF.'TLIE ANI> JUSTICE IS DI ST F;1 BUT ING THE GOOD HAFFIvlEBw 
ACCORDANCE WITH VIRTUE ONE MIGHT COUPEE ADOPT 
C-ITFF;iON (IF MSFl't FOR EXAMPLE ABILITY CONTRIBUTION 
B. nOI.i COLO!JR SOCIAL RANT' OR WEAl.TH AND THEN JUSTICE “
IN Dl STR3BUT I NO GUOD AND EVII. IN ACCORDANCE WITH THlw CRITER 
THE SECOND CRITERION IS THE EQUALMARIAN QNE WHICH IE 
CHARA-CTERIST 1C OF MODERN DEMOCRATIC THEORY THE THIRD Iw '
MODFRri VIEW AND MAY TAL E VARIOUS FORMS M B  MOST FROMINENT FO '
tdi»av IB THE Marxist dictum f r o m each according to his a b i l m
EAC.L! according TO HIS NEFDB SOME OF THE CRITERIA cvAMti p
Mf-NTIONED SEEM TO BE PALPABLY NDNMDRAL OR EVEN UNJUST FOR EXA 

USE OF BLLIOD COLOUR INTELLIGENCE SOCIAL RANK OR
FOR ONES R'ULEE OF DISTRIBUTION USE OF ABILITY AS A BAbK

THE 
BASIS
WOULD GIVE US A FORM OF THE THIRD VIEW THIS LEAVES 
AND CLiNTRlBUT 3 CiN TO SOCIETY AS POSSIBLE CRITERIA OF MERIT BUT Wt

1
• . . ,  i
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CHTW
^3 Df- CHAflER r  WE SU6bE51FD A THAI THE 

htw TRTf I'’ iON<*L RESTRICT] ONE OF LEXICAL IT EME BE DETERHlNfcL 
rfiri-fcy.TUE;:.. rLATLlREE LlETE?) IN LEXICAL ENTRIES AND B THAT T-3-.‘
PP. > Typ Pi- ATitREE RE REGARDED AS DEFINING CEE;TA1N SURS ' I i  ON

THME S'-KiC'! SOBChT EGOR IAL AND SELECT lONAL 
pt-c.rp J j-.Ti □,.]£< CG- lexical ITENS AE.-E DE^INLl.' Ei'»' TRANBFDRNAT I ONAL 
Fri.'rt <^ssnr 1 AT ED WITH THESE I TENS WE HAVE NOW OBSERVED THAI T hE ̂

EC NJST ALSO CARR’. THE BURDEN D'̂  DETERNIN1 NO 
. L t R‘! K I C3; I QfTS C?N BASE' F'HF'ABFfiAR'KEF-w T H'_iS THE 
1̂ :̂. , (zr^if.pArE THE ir iFIU lTE  SET CR' GENERAL 12t̂ D 

f :b !i''! Y BE C. JNl E >31 E'RE'L WITH ALL 
REL'i F’TCT lCU’iS WHE2THER OR BASE PHRASENART ER5 OR 

1 F 1 l3 be I' 4(* i 'I T E R'N I NET? B v T HC S J N3’JL-AR 
r,r<'.(; P'■ t ■' T'.'T'' OF THE

j p w p . . . ^ : - - ( - i c . ; r v } p , - T  j  ON-i !
-j ■( ) 1 v ') 1-. 1 F<!1 I ( " .!
f  t  ■  b  Î A Î . ' f ' i  F ' .  F I - I Ì . . E F  
F'Mr-Hr.L NFv .i:SRr C-F. 
D i E ''F3 h- n i O'NA

i:. ' y ^ I
EU.H F:
ST r K p lAnrL  'r 
THE a C:': ' '• .L.Tu
 ̂hJu are '

w  . Ì 4 -  ••. ; y  I I .■
i " ~  : L  r  ( N  N F  I •'■‘F DEYhF--.
a ;-- a  r u n - !

N  t F ' - T '  K
w  V I .  I i f  T U f  f  
Ul- VA »-(-■E’RF ̂K-, T 1
E.'FT

T RA’TSK 0; NAT 3 UNr
FO-'M DF THF SXr'TACTIC COMFOhENT HA"

- b THF GENEF- !1 ‘- E RU: t E AB A MODi: ■ ‘•‘ EiR 
A^^EENTLNCE Pv A SPEALbF THUS IT SEEhS. 
c-HJ- A' ' F ] RE T L ijR’TE '-» Gr. ! i:: RF'»i, 3 *' F: I '
AND THEN TESTE IT FDR NELLFORNSDNESS 
•I. RULFS TU SFF 3F IT G3Vì:S FIN-'ù.L v A 

i__KU-Mr.P Pili ÌHIF AF-SURnViv is  c;]hf--ly  a COROLLAR" TO 
r.'̂ -u »piNTv IH REGA-m.-ÌNG THF 5 ''STEN OF GENS RAT IVL RULE.S 
By F ili NT NOi;EL FOF: THF ACTUAL CDNSTRUCTION OR A 

hy a SRFAi FR CONE IDER THE S1N"'LER CASE OE A ■ r,
g r ĥ k a r  w ith  nm t r a n s f o r n a t jd n b  FOF. e x a n s l e  t h f _

!. F -J(il IF GL O*" E L EHENT AP ' AP1 T HMF T I C

Ir ‘.U tTiY^SIDl
CONLlFUCTIC'l ' 0-

S'..1' i- ’ .lr-i T Hy.U ■» HE
c;-_ }.. . pAi-i: R. 1! PS

•U-;»-l':?FnP!’1A'' 1ÜI.'*

:d .
T tiL N T H‘: 
' - I N ' i ' . l  ¡‘•■iHl HE Tr. v'-'ii'iiI w. ! » » j  l  \  >

Pi- A H- I l  
KHALI V

OF' SONE S'-
.-,.J V iSH THAI h IGHT*'BE‘described IN THESE TERNS IT WOULD 
...: 1 ( 1 S'lKPnst TH-'T THF SPEA'..ER PS SUCH A LANbviA.*.-
‘AiI"G Ai PTIrRANCF FIRST SL-EdS THF NaJOP CATEGmRIFS 
CATEGOMES 1 Hi O WH3CH THEBE ARE ANALYZED AND SO 
AT THE end 0=̂ THE PROCESS SELECTING THE WORDS DR SYNBOlS 
IS GCLNC TO USE DEC IDING WHAT HE IS GOING TO TALE- 
OF A GENERATIVE GRANMAF. IN THESE TERNS IS TO TAKE ^

,H Rb-ADPNAi'J«;b RATHER T HAN A MODEL OF COMPETENCE THwL-
lUiHL.i Y hISCDNCEiv'iNG ITS NATURE ONE CAN c..pcm -re:
PERFOPNANf F THAi 1 NCOF.’PORATE GENERAT I DE GRAMMARS AND 
HAVE BEEN ACHIEVED IN SUCH STUDIES BUT A GENERATIVE 
SThnjS 3S NU more a model OF THE SPEAKER THAN ^
THE HRAFT:'̂  RATHER AS HAS BEEN REPEATEDLY EMPHASIZED IT CAN BE 
KbbMPDED f iNi V AS A CHARACTER! 7AT I ON OF THE ^
FNOWlEl'GE DR COMPETENCE THAT UNDERLIES ACTUAL JÏ!!,
BASF PULES AN]' THE TRANSFORMATIONAL RULES SET .p̂
THAI Must PF met FOR A STRUCTURE TO QUALIFY ccMTtrrr p ru*»FN
E).Fr;ESE'lNL-i THE SEMANT IC COPIENl OF EOMb
A GRAMuAF- conta 1NINI3 A BASE CDMPDNEN ' AND A TRANSFORMA 0 'I L 
COh‘-’f .uH-ri CiNb L AN iiFVFLOr- INNLMiFRABLE PROCEDURES FOR *
CONEUrxiCT 1N‘G DL'E=-- STRUCTURES THESE WIcL VARY ^̂
AUt) K^'^iLIFNiv IP' THF EXTENT TO WHICH THEY CAN BE AI'AF 3 ._L
!nE F'ROhLEMiS OF PRODUCING DP UNDERSTAND!NL-y SPEECH ONE:.
“UMR-iPLiri 3 VF RRÜŒD'JRE IS TO RUN THROUGH THE BASE
UPDEP SO A2 TO FORM A GENERAL 1 ZED PHRASEMARKER M AND THEN THFOUGH 
fHE IRAK'S-UPMislJONAl RULES Or<SFRV’ING OPDEf SC* AS TO 
SUPMCfc STRL*i'TOPE MM FROM M IF MM IS WELL FORMED THEN M WA^ A 
DEEP dFUPlUi.’L OTHERWISE IT WAS NOT ALL DEEP ^RES CAN
ENOMCRAIEI- in this wav jusr as t h e y  can all be ENUMERXaTED IN M

.< I

.H .J

' 1

I

• •■ •.I•V
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*• y

r.]H-P THE GRAMMAR AS NOTED EARLIER THE GRAMMAR DEFINES
7Hf r F> "o!.: IME DEEP SI F’'-IRHJRF M U''-'DEL1EF THE WELLFOFMF 0 Sv.'.R* ACE 
c,-: R. .f t RE M:-! CiF THE ScMTENCt SS AND DERIVATIVELY IT DEFINES THE

R is a SlF;itCTl'-'E MM IS Pi WEt FORMED SURFACE STPJCUj^.F
F A WElI.'̂ Ô  ̂:E:- SENTENCE ANi’ MANr OiHEKS SUCH AS S IS 
S“' R'Jt..11 IP"'- ! ‘ ARPi'RMi.11 »=: S A'-*;" SS ARE PhRaPHRA-S-ES

-4

•« ••
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LAt
IN T̂^̂: BALANCE DP" 
FRD”- URE>-'N GiHE'ifO 
PDP LI..ATIDN WE AF'E 
IN THE VERNACU-AR
a .-]f.n- ì e :> ff d m  t h e  
TAE E^TECTB of th e

THIS PAPER I WILL THEREFORE REPEP. 10 CHILI'REN 
AREAE RAIHER THAN L0WERCLA5E CHILDP.’EN THE 
CONCERNED WITH ARE THOSE WHO FART I Cl P’AT E FUi.LY 
CULTURE 0'= THE STREET AND WHO HAOE BEEN 
SCHOOL SvETEH W£ ARE OFVIOOSLV DEALINC WITH 
CAE IE S’»'BTEN OP" AHERICAN SOCIETY ESSENTIALLY A 

COLOR mart. I NO SYS "I EM EOERVONE 
WH-i' MF.C HAhNSM DOES THC COi.OP 
T-'; IjFTI: ANRI'IEP- IE "1 HE NOT
R0 - - 0 - - - M M A ^ T P T  DELITSCH AND
T ": ‘ AC':» th e  P A .TiRAt':..R PAU lC<F.‘i-> 
t N. >h'-L.E M i DOi- E Cl- AE E CHIL Dh‘E N TO
in '.‘:ilvF_ »h : Dr o l l  OhMSN"' of o a r iu u e
OF J NT PP'At 1  1 r»f'i WITH Â DOl TS I NCl UI/ 1
A! - 1 k ,'v ri V &F1A;! Fi.UENTLV AN- FDD IS UPON | fV4i'<r; h .

RH CfJC-'Nl ZE DACiADS F' SOC !

•I

RECObNlZES This THE QUEE'I 1 ON IE BY 
BAR PRESENT CHILDFEN FP:CM LEAP;N1I--C 
ON CUl TURAI DEIP'F'l VAi 3 ON PUT
or HERS the rvTCFLT CHI I e»P’F:n arl; slid
IN THEIR HCH'IE EN’'.'J ROliMF NT LT'.ir.H 
DO WELL IN SC HDD*. THESE F'ACTDf S 

COBN ) 1 i VP £f 1 RLE T Ĥ■.-JOÔ•!
THE ARJLJTy to reason 
IONRFaNOF b o a; r It’ THEIR

F-UI" i 11 '-̂ T 1 ON'-; T HE SR
^n."< f iF- r HD/’t DEF 1
IrJTt RAT T 013 OP ■ Ĥh NPGP'C'

- L P •1. LIRK "i ii 3 KTEFa C-1
! 3 1 ' f-RA TURb WE FIN?/ VFP.’Y
31 .•■’ ! •' li l'> IN TH- NF.Gr.r-
A:;! f^ r , LHIi_D IP HE H f i t

F‘£^ChDLOC I 5;T S Al so
C 3-' th e o r y  does not F o( ' 'S UFO!i T FR 
1 CHIl D WITH WHITE SOCIETY SO ITUEH AS 
w i t h  h i s  MOTHFR at  HCtME IN THE 

LITT l E d i r e c t  OBSEP-VATION o f VEF.hAL
HOMF MOST TVPlRALLv THE I N  VPST J C - A T  R R S

WITH H1B FAREr'Trs AF4D 1P HE ENbABES 
]i- L-INNLf’T AHi E CUNVFr SETI UN WITH THEM HE IS ARSO ASITED WHETHER

f a m j l y  t a l e e  h i m  dn  t f j p 'E t d  m u s e u m s  a n d
Ai'T I'OTjFF TfilS SlF'vDfcF; THPCAJj (tE EV'IDENCF 

fr'HT-Rt i 'HE LAL'OF BODY OP TEETE CARRI ED 
IN TH' F LH tO'.. HE" MOS'i pVTREMF VIEN 

I h Fi T A'I ] O. i ANI ' ONE

OTHER CULTURAL 
li' USED "fO FxPLA3!4 aND 

□UT IN THE laboratory 
F'.R'Ct'IEF. i.iR PF.'l.iM ‘ f-> c:

HA'T lE NON E:£INA WlDSlV ACCEr TED lE I hAT 
LUHLFLi A S^ NLUP.-C CH1rDF.SI Ha VE NO LAnBUFT-E AT A^. THE NOT i ON lE 
FIRST DRAWN FROM BASII. BERNSTEINS WRITINGS THAT MUCH OF 
LONEPCLAtSE I ANS'JASF ( UNST S TS OP A KIND OF INCIDENTAL EMpT lONAL 
A:; Cl'NAAN N ! T L< ACTION HERE AND NOW BERNE TEINE VIEWS ARE 
f-Ti ,|Li.L.}, . h hO; IHH A STRmNB bias aha INST ALI. FORMr OP WOR'LINGC-ì-ASr
R'-HAv'lDP SFi THAT MJDDi-ECLAEB LANGUAGE IB BEEN AS SUPERIOR IM 

f.rbl-CLT AE MORE ABSTRACT AND NECESSARILY SOMEWHAT MORE 
FlRxTB' E Dt 'AIlFD AND SUBTLE ONE CAN PROCEED THRDL»GH A RArTGE OF
EUCh ’̂IEWF; until one comes to the pr ac ti cal pr og ra m ,
HPHITtR BIGFF. JED ENGEL MANN AND THEIR «ES0C1ATEB. BERE ITERb PRoGRa . 
POF- ACADFMltiAl L Y ORIENTED PRESCHOOL IS BASED UPON THFIR 
P-RFMIEF THA NEt.R̂ J CHILDREN MI.IST HAVE A LANGUAGE WITH WHICH TH^ 
can I earn and their EMPIRICA! FINDING THAT THESE CHILDREN COMP. O 
ECHOOr WITHOUT SUCH A LANGUAGE IN HIS WORK WITH FOURYEAROl-D NEGRO 
C'̂ lLDRfcN FRCin URBANA BEPFITBR REP'ORTB THAT THEIR  ̂ T̂cl
WAF Bv GESTURES SINCSL.E WORDS AND A SERIES OF BADLYCONNEC T ED WORD.

PHRASES SUCH AS THEY MINE AND ME GOT .1U1CE HE RE^'OPTr 
NEGRO CHILDREN COULD NLT f ASK DUESTIONS THAT WITHOUT EXAGGERATING 
THEEE POUF YEARDlDE COULD MAKF NO STATEMENTS OF ANY KIND 
furthermore WHEF! THrSF. CHILDREN WERE ASrCED WHERE IS THE BOOK 
DID NfiT KNOW ENC»U6H TO LOOK AT THE TABLE WHERE THE BOOK WAS LYING 
IN ORDER TO ANSWER THUS BEREITER CONCLUDES THAT THE CHILDREN»^ 
b̂•fc•rC.H POPMF aRF NOTHING MORE THAN A SERIFS DP EMOTIONAL CRIES
A'jD he decides to treat them a s if the children h a d no language
'̂T ALI HE JDFNIIP'IEE THEIR SF’EECH WITH HIS J NT ERF RET AT I ON OF 
B£R£TEINE REETRlCfED CODE THE LANGUAGE OF CULTURAi.LI.Y DEPRIVED

>v

*v',’ . .■'J
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CHUJiREN Ib NEl MEFELY AN UNDERDEVFl OFEP VERE ION DF STANJt̂ i.RJ'
ENR! ISH PÜT Ib A PASJCAi.LV NDNLOriCAL KCtr̂F. OF EXFREEE-TvT EnHAV ICf- 
TKE tAEIC: PRÜtíhA»''' ÜF Hlb PRFFCHDCH- 3fc IC 7FACH THEh A NEu‘
LANGÛ fr'E DEVIbEI/ R' FNEELHaN.: WHJCH CONEIETB D- A LIRITED rFRIEE 
OF OvlEb’’IOf’4£' »-»Nbi’iEF.A F’iEH AB WHEF’E ] B THE SOUIRREL THE
BOLURREL 15 I''> 1 TREF. TME CrilLDREN WJU. NDT BE PUNI EHE u IF '̂ HEY 
U£>c IhL'IR ‘̂ER!-iAC < íL—»F &F EF i';f-¡ DN THE Pl. AYG>FDL'NI. BIH THEV WILL. N07 
BE A:. L.OWEIj TÜ L'bE II IN 7HE EC HDDLPOE^f’l

I

1-1*!

r.f

.■•.••••, •Vlfl
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uj!̂ CHOSEN SC» FAR TWO EJMF'LE CASES OF CATEGORIZ INS DECIE IOfs*
nN^ WH^RE THE EXPECTED OUTCOME VALUES ARE BALANCED AND WHERE THE 
DTPFERENCFS in ex p e c t e d EVENT PROPAPILITIES SWAY DECISION THE 
other where EXRErTFl< EVENT PROBAPILJTIES ARE BALANCED AND WHERE 
niFFERENCES IN OUlCOME VALUES PIAS DECISION ONF NEED NCn PE 
LIMITED TC' SUCH SIMPLE CASES IN GEREAL THE ARGUMENT CAN Pc MADE 
THA" WHEN OUTCOME VALUES ARE EQUAL FOR PLACEMENT IN ONE Cr>. ; EGOEY 
DP ANCiTHFF CAfEGO'^ ! 7INB DECISIONS WILL CORRESP’OND TO THE EXPECTED 
FVFNI PRORAHjinJES AND WHEN OUlCOME VALUES ARF NOT EOUAL 
r¿..TCR¡|c 1 IMF DEC IB1 ONE WILL BE PIA5BED Iti THE DIRECTION OF THE 
,.r,ĉ 'F̂ .»C>FAA. F A! IERNaTIVF EXPERIMENT At STUDIES SUPPORT ING THIS 
(ÍRÍ5HM--.0T t-HL PL roiwr. IN CHAF'TEP 7 IT MUST BF NDTED HOWtVEN THAT 
W:, APE Al.W/-.'S I IIHILI- TO STATEMENTS ABDUT THE DIPECTIQN 
NT! L TAKE AS LONG AS WE REMAIN ON THE DESCRIPTIVE LE-t̂ - Wb. N 

i.irj CT 3 O’JS AHC'JT THE AMOUNT OF PIAS OP DEPART UF;b FRO!.
EfPFrTn. eK L iP PKOEAEll niEE THAT NIL OCCUS. EREPICTIDNE OF AMDUNI 
r "  Í Í U t Rtl RERcAtJHS O.JF DESCF.IFTIVE STATEMENTS OF VALUt WITH 
NN'-irF lCAL ETATEMENTE ONCE SUCH NUMERICAL VALUES HAVE 
ABSJSNEI. ONF CAN FÜLI OW THF TRAlllTlONAI MATHEMATICAL THECHN.OUE 
or- MLL TT̂ ! VING DUTCDME VALUES PV PPDPAPILITY ESTIMATES TO OP TAlh 
^ riEHSURP V! EX»-’rLTbD m i L n v  AND ONE CA'M ALSO ARbUE FOP A 
0cMFFhI FRTMc ÍflF such as MAXIMIZING UTILITY TO DETERMINE WHICH 
A IFKNAIJVF SHOULD HE CHOSEN THERE ARE HOWEVER A NUMPER OF 
F̂ inpl.EMb IN DETEHMir'INB HOw-' THE EXPECTED VALUES OF AN 
AN- GIJLT.’ INI'IVIDUAI CAN PE QUANT n  A T ? VELY ST ATED AGAIN THE^^
CUE FT (ONE AFE MDF̂ E FULLV DISCUSSED IN CHAPTER T FOR THE 
¡.jjtij Y't ] PAT b THE IN SC-liSS 3 ON ONLY TO THE EXTENT OF

6«: NEPAL CON'-LUbUON THIS IS THAT WE APE NOT PREPARED 
DEVELOP OP TO U1ILI2E. AS YET ANr FORMAL OR ^
PREDICT THE EFFECT OF ANTICIPATED CONSEQUENCES 
TUDBMEN-’S WF. HAVE CHDSFN TO HE SATISFIED
F P̂-r»3 C T ION AND TO CONCE RN OURSELVES WITH THE 5:2c
DUtS'lUNS. WHICH MUSI EVENTUALLY UNDERLIE
IMPOIFTANT OF THESE. QUESTIONS CONCERN THE nulr^'
OUTCOME VALUES AND THE CONDITIONS I NG AN INDI VI
ESTIMATE OF event PROBhPJLITV FOR ALL ITS
CONCEPT OF A PA-OI F MATRIX IE A USEFUL AND ON^ BEENTHE FIRST PLACE IT SUGGESTS PROBLEMS THAT HAVE ^^^^00 LONo BEEN
O.'ERLOOKED PSYCHOPHYSICS CONCERNED AS IT IS WITH THE 
CATEGORIZATION OF MAGNITUDES COUlD WELL BE
MANNFR IN WHICH OUT COME VALUES AND LIVELIHOOD E^yMA _ „UCH
CATEGORIZING BEHAVIOR IT COULD WE BELIEVE
CLOSER TO THE OUDGMENTAI. BEHAVIOR OF IFMCEE IN
SITUATIONS ANALYSIS OF THE EFFECTS OF »ftwffn
TERMS OF PAYOFF MATRICES MAY ALSO SERVE AS A v nMFE SET
MOT I VA"T 1DNAL STATES AND JUDGMENTAL BEHAVIOR up may
IN JUDGING IS PARTIALLY DE SCR I BABLE IN ^?w ^FUFPYDAY
benefit bv EXAMINING THE JUDGING ACTS THAT i^_E!¿n&T7p
LIFE ONE EXAMPLE IS THE PERSONNEL OFFICER WHO MUST 
applicants into acceptable and UNACCEPTABLEFUNíFhed ONI Y WHEN HIE INCORRECT CATEGORIZATION TAKES THE F0_ 
CLASSING AS ACCEPTABLE A MAN WHO LATER FAILS THE ic
FHOGPEBSIVE SCHOOL PROVIDE ANOTHER EXAMPLE THERE THE CHILD lb 
REWARDED FOR HIS CORRECT CATEGORIZATIONS ONLY THE OTHERS BEING
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n̂ 'FRLD'̂ » ED THE EITUATION IN THE BASIC TRAINING CAMF' IS YET 
¿i'if’iHFF EXAM^-LE ONLY ERRORS ARE NOTED AND PUNISHED CORRECT ACTS 
AFE D̂ Ê»̂ LnO‘ ED EACH TINE A SUBJECT WALKS INTO AN EXPERINENIAL
Trn-.nl TLnSES hf-tfix on the situation the exferimentef

TO HIN AND OFTEN THE EXRERIMENTEk NEEDS TO SET HIN 
cipliib»--. WE EliD wriH WHAT MAY SEEM LIKE A TRIVIAL PRGPlEH IN 
C^-ARISON WITH THE ONE JUST DISCUSSED THE RESTRICTIONS IMPOSED
ur Lti4
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WE CPiLL PHILOEDPHICA'.

PE
THF CDf4Cri-'T IDi'̂ R O F  LIFE AND THE WDPLD WHICH

p. i-PCiT>:lCT Df- TWO FACTORS ONE INNER II ED RELIBIDUE AND ET-1 
CUNDFR13ÜNE THE 01 HER THE SOP'' OF INVEET J BAT I ON WHICH MAv 
call Er SCIENTIFIC- ÜC1N6 THIS Wi«Rl* IN ITS PRCjaDEET SENSE 
INiNVlDU^i. Fh Il DE.ü FHERS HA'-’E DIFR'ERFD Wir>ELV IN REGARD T O T  
Pf. -,:::r.C'f jfi!\ip 1 TCH THESE TWO FACTORS ENTEF;ET> INTO THEJK E>
&;i] n  IS THE »-RLSENCt OF BOTH IN SOME DEGREE THAT CHARaC 1E 
pp̂ , pcffPHY RHILDSDPHV IB A WORD WHICH HAS BEEN USED IN MANY 

WIDER SOHr NARROWER I PROPOSE TO USE IT IN A VERY WIDE 
PSP - T w'l L NPP TP/ TO EXPLAir; PHIlDSOFHv AS I SHALL UNI>ET. 
■ihl Vi-.. IS SM'̂ t t h i n g  INTERMEDIATE BETWEEN THEÜLOC-V AND SCI

. r S i .

■'HLüLD-rv r* CONE I STS DT SF-ECULATIONb ON MATT ERE AS TO 
r.iFN DTITir E Lh.-F HmS SO FaF; Bt'EN UNA&CLR.I A 3 Ni-'BL£ BUT LIF-E
IcillENCE ] I APPEALS TO HUMAra REASON RATHER THAN TO AUTHORITY 

7 . f ima;',' LI- Ti-.'LT. 31 3 Of'-' DR THA>T OF REVElA: lOI-l ALL DEFI!'«j 
i ! u'- El;BE SO I SHOOl D CONTEND BELONGS TO SCIENCE Al.L DOGMA AS TO 
usil SOP:--ASSLE DSC3I43TE L-NC‘W;_EDGE BELONGS TO THEDLOC-V BUT BETWEEN 
1 p'Zi.. ii.i- ANl» SCTENCF THERE IS A NO hANS LAND EXF’OSSD TO ATTACH. 
iDC-' E Y1H S])'LS TH3£. NO MANS LAND IS PHlLDBDEHv ALMOST ALL THb 
Cl! -HONS OF MOST INTEREST TO SPECULATIVE MINDS ARE SUCH AS 
RT‘H.'L-I- ( Ai'Nir: MNt.̂'ifcR AND THF CDNF3I»EN| ANSWERS OF THEOLOGIANS ND

CONViNC-1»'40 AS THEv DID IN FORMER CfcNlURIES IS THE 
WCR.-D D'lYIT/FD 3 1410 MIND ANl» MAf^TER ANI' IF SO WHaT IS MIND AND 
WHAT IS matter is MIND 5UR.1ECT TO MATTER OR IS IT POSSESSED OF 
li'-li'E'̂'L 14DEN1 F'OWLKF HA'r THE LINI'-’EP'SE ANY LH'-II T'' OR F'URF CtcF I :r- 1 i 
L'.T. '.»IN;.. fOW.-)RD'.- 5U‘'tE GUAl. ARE THERE RLALLY LAWC- O; NA. 1 L'PE DP Du 
WF A», iFPf jr-4 j HEM ONLY BECAUSE C'R OUR INNATE LOVE C«F CR DER IS 
t ->■ whau he SEFMS TO THE ASIRONDMEP A T1 Nv LUMP OF IMPUKE CARBON 
ANT; WATLR UF P-SnCLY C3.hNu ]!4G ON A SMALL AND UN1M-‘0FTAN1 F'LAtTrLT 
OR IB HE -WHAT HE Aî '̂PEARB TO HAMLET IS HE PERHAPS B01H AT ONCE IS 
THERE A WAV OF LIVING THAT IE NOBLE AND ANOTHER THAT IS BASE OF. 
AF;E ALL WAVS OF L IVÎ iG MERELY FLITILE IF THERE IS A WAY OF LIVING 

3E NuFT.E jl4 WHhT I>0E£ IT COITblET AND HUW SHALL WE ACHlE'VE IT 
Mils'» THE GOni' Bt ETERNAL IN ORE>ER TO DESERVE TO BE VALUED OP IB 
n  WOi-.TH SEEDING EVEN IF THE UNIVERSE IS INEXORABLY MOVING 
TOW-RDE DEATH IB THERE SUCH A THING AS WISDOM OR IS WHAT SEEMS 
SUCH MERELY THE ULTIMATE F.'EF INEMENT OF FOLlY TO SUCH QUESTIONS NO 
Ar4SWEF CAN BE FOUND IN THE LABORATORY THEOLOGIES HAVE PROFESSED 
TO GJVE ANSWERS ALL TUO DEFINITE BUT THEIR VERY DEFINITENESS 
CAUSES MODERN MINDS TO VIEW THEM WITH BLISF ICION THE STUDYING OF 
THEBC QUESTIONS IF NOT THE ANSWERING OF THEM IS THE BUSINESS OF 
philosophy WF’y then you MAY AS3. WASTE TIME ON SUCH INSOLUBLE

AS A HISTORIAN OR AS AN 
COSMIC LONELINESS THE ANSWER OF
capable dp g i v i n g it will appear
SINCE MEN BECAME CAPABLE OF FREE 

INNUMERABLE IMPORTANT RESPECTS HAVE 
AS TO THE WOF.LD AND HLtMAN LIFE AS TO

PROhLEMS TO THIS ONE MAY ANSWER 
INDIVIDUAL FACING THE TERROR OF 
THt historian in SO FAR AS I AM 
IN THE: COURSE OF THIS WORK EVER 
SRbCUl.A'lUN THEIR ACTIONS IN
DEPENDED UFON THEIR 7HE0RIEE . -  --
WHAT IS GOOD AND WHAI IB EVIL THIS IS AS TRUE IN THE PRESENT Dh Y 
AC A! AN'' FORMiER TIME TO UNDERSTAND AN AGE OR A NATION WE MUST 
Ui rERSTHNl* n s  FHlLOSl>'HY AND TO UNDERSTAND ITS PHJLOSOFHY WE 
NUF'', OUF.SEwVLS BE IN SOME DEGREE PHILOSOPHERS THERE IS HERE A
rlcirrdcai caushtion the circumstances

VSTEMS
F:3 ?EG

WAVS r ^
SENSE

ETAf'-!i>
EI4CL
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L

r:FvUB'■A'.iEA'̂ H.1N THE ClRCUMETANCEE OF HENS LIVES DO MUCH TD DETERMINE 
RH ilOEURHY BUI COH VEF.ELLY THE IF PHILDEDPHV DOE L HuCH TÜ 

DElEB'f"il4E THE'R CIRCUMSTANCEE THIS INTERACTION THROUGHD'JI THE 
C r '̂4 i L**’-'̂ E H J l L E¡E the TDT'IC- ÜF f HL FC*LLÜWiN& FAir«ES THEF.E 1~ hi_wC* 
nrá- I MUh L RERBUNAL ANLNFR SCIENCE TELLS US UlHAT WE CAN I .NCW 
BL" what we can know IB LITTLE ANu IF WE FORGET HOW MUCH WE 
CANNOT ) unW WE HECUME 1 NSEIvlSil 1 S'E TO MANY THINGS OF GREAT 
IMt'OFANCE THEOl ORv C'N THE OTHER HAND INDUCES A DOGMATIC BEl IER 
THAT WE Hh vE KNUi/L EDC-E WHERE IN FACT WE HAVE IGNORANCE AN.- Rv 
BniiJi, rU Rt-NE~̂ iaEE A E i ND OF IM^-ERTINENT IHEÜLENCF T C.iWARDL THE 
LRsM'-T-LtT UNfEF-TAlNTV IN THE PRESENCE OF VIVID HOPES AND FEAF’S IS 

p.;r, NUL-1 be, ENÍ.-UREL IF WE WISH TO LIVE WITHOUT THE 
Slip i-OS I or COMhÜ» ]3N0 PAN- TAI.EB IT 3B NO I GOCl; EITHLi- TO FOSCFT 

C*. ir-RT ] HNS THAT Rr! 1Í. DSCR’HV AS; S OF TO PERSUADE OUF:SELVES THAT 
Ui. il'NU INDJi-iTAPl.E ANSwrP^S TO THEM TO TEACH HON IG i. I VE
i: ' ■; A r ; -11 (. £  k ■ A T j ¡T Y Atvlf VET WITHDL''̂  BE I NS PAP-AL VSED B> HEE I  TAT I  ON
3 :• SP.r E the CHIFF TH3NH I'HA! PHTlCTSOPHY IN CU ARE CAN EG 3 L L 
DO POP THDCE WMÜ ETUDV IT PHlLOETjPĤ ' AL DISTINCT FROM THEDi DR-

JK L(t IN THE SIXTH CENTilPY HC AF TLR‘ PONN3NC 3 7S CUORL-E 
TO K-'LC. T '' 3“? W< )E P-iGANN SUBNERREl > DV THEDLOG ' AS CHF;I bT 1 ANl 3 v 

!̂- 1 ‘ 'OF P'Ei i n s  SECC:F> GREhT period '̂RON the E:-EV‘E:N. r- TO
■ft!,-, ruuf .TEL-N Í; CENÍUF1LE WAS DühINATt;C Bv THE CATHOLIC CHJhCH 

f fiK f; "LW HPEAl NEBEl S SUCH AS EMPEROR FREDERICA THIS 
=̂ 'EA10l' WAS PROURHT TO AN END PAY THE CONRUSIONS THAT CULM I ÑATEE» IN 
•p'̂; f.sH :*• r.i I ON Ui:7 THIRD* Lr-'NOD F-ROM THE SEVENTEENTH _ i[p _

P’j r lCN 1 r.'M 1 IS D*OiT H m iT El* DiO'T ̂IAN bl IhE~ ÜÍ' 1T£ p REL'ECE £.-.-URw 
» ~Bf jL-'jfi "• t->Dt T j ONP̂ :. Rti TGIOÜS BELIEFS REMAIN IMRORTANl BUT ARE 
» T Tr* » 'LEi J'O: ' IP ICm T j ON ANJ* AF̂ E MODIRIED WHEREVEF- SCIENCE.
SLi. H: 10 fi-.LF: IFNC 1 Mrt Rh i 1 Y*L- FEW Or THE PHl LCSOPHEh’S OF THIS 
PEF̂ .lOD ARE ORTHODOX FF\‘OM A CATHOLIC STANDPOINT AND THE SECULAR 
SlAib IS MURE 3 MRUF.T ANT III THEIR SPECUL AT I CiNS THAN THE CHl*RCH 
S'TriA* cnHESlON AND IN!*IVIDL»AL LIBERTY LIFE RELIGION AND SCIENCE 
A!-" TN A FIAT! t*F CONFl IC-T DR UNEASY CüMPPÜMlBE THROUGHOUT THE 
WHO: E PEPI GO IN GREECE SOCIAL COHESION WAS SECURED BY LOYALTY TO 
THE city STa TL EVbtu P->F 3 ST DTl E T HOUGH IInI HIS TIME ALEXA’TDER WAS 
ML- INc THE city STATF OBSOLETE COULD SEE NO MERIT IN ANY OTHER 
» IN'* OP PiiLlTV THE DEGREE TO WrICH THE INDIVIDUALS LIBERTY WAS 
CURTAILED £>' HIS DUTY 10 THE CITY VARIED WIDELY IN SPARTA HE HAD 
AH LITTLE LIBERTY' AS IN MODERN GERMANY OF RUSSIA IN ATHENS IN 
SPITE OF occasional PERSECUT1 ONE CITIZENS HAD IN THE BEST PERIOD 
A VERY E<TPA0RD1NAF;Y FREEDOM FROM RESTRICTIONS IMPOSED BY THE 
STATE GREEFv THOUGHT DOWN TO ARISTOTLE IS DOMINATED BY RELIGIOUS 
AND Pat PI OTIC DEVOTKIN TO THE CITY ITS ETHICAL SYSTEMS ARE 
ADAPTE). TO THE LIVES OF CITIZENS AND HAVE A LARGE POLITICAL.
Element w h e n the. greep,s became subject first to the Macedonians
AND THE»‘4 to the ROMANS THE CONCERT IONS APPROPRIATE TO THEIR DAYS 
OL INDEF-’ENDfeWCE WERE NO I ONGFR APPLICABLE THIS PRDDLICED ON THE 
ONE HAND A LOSE OF VIGOUR THROUGH THE BREACH WITH TRADITION AND 
ÜN THE OTHER HAPJD A MORE INDIVIDUAL AND LESS SOCIAL ETHIC THE 
STOICS THOUGHT OP THE VIRTUOUS LIFE AS A RELATION OF THE SOUL TO
GUI* Rather tejan as a fíelatidn of the citizen to the state they
THUS PREPARED THE WAY FOR CHRISTIANITY WHICH LIKE STOICISM WA«,. 
OPlGINLil Lv UNFOi niCAL SlIiCE DURING ITS FIRST THREE CENTURIES ITS 
ADr|=:F.ENTB WERE DEVOID OF INFLUENCE ON GOVERNMENT SOCIAL COHESION

■>'
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:.F J5
TLi CLEARLY BEFORE THE MIND WHAT IS MEANT Bv CLASS AND TO
DIE'* If'-'C-UISH THIS NOTION FROM ALL THE NOTIONS TO WHICH IT IS 
AL* itL JS ONE 0̂  the most DIFFICULT ANEf JMFORTANT PROBLEMS OF 
hfiTHSKH-t ] CAi FHILOSG-‘H'‘' A'-'ACT FROM JHE FACT THAT CLASS IS A VERY 
F j!J;.ASE'vl AL CONC-tT 7 THE UTMOST CARE AND NICETY IS REQUIRED IN 
THIS SLiL.JEL.' ON ACLO'JNT OF THE CONTRADICTION TO BE DISCUSSED IN 
C-!AFTi-'F J MJS'i AS: IMF READER THEREFORE NOT TO RE-3AF;D AS IDLE 
PEDAN-^RY THE ARRARATUS OF SOMEWHAT SUBTLE DISCRIMINATIONS TO PE 
FCJN-- ]'• U'H-.T FOLLOWS IT HAS BEEN CUSTOMARY IN WORKS ON LOSIC TO 
DJ ’ISH ST-''N:<ĉ’aiNTS THAT OF EXTEr-iClGN AND THAT OF
iN'lFNf iU!» Fh T! L*s0F'H: ̂ ;S‘ HAVE USUA!_I Y REG*AF.i »EL> THL LFU lEF' AS I HE 
HOFTi F W H I lF MATHEMATICS HA£ BEEN HELD TO DEAL 
F̂ -rClAl t ' WjTH i R:- FCiF.MSF' ML-UilTAKA IN HIS ADI11RAE<L.E WUh!, ON 
r.r. IBNil' ST A FES F:OUNL-l.V THAT SYMBOLIC LOS 1C CAN DFL. Y BE BUILT UF'

¡,.| I F ■ '*,Nr F HO Of t^^OE'TSIDN AND IF THE RF. REh LLV HERE ONL Y 
■ fHEEF TOC* FTJiNTj: QF VIEW HIS STATEMENT WOULD BE JUSTIFIED BUT AS 
A Fu n  1 ER or F  ̂.0' T HE RE AF.E f OS J T 1 DNS 1 NT ERMED1 AT E BE T WEE t>i PUfT: 
JNTENEJON and  f - C  EETENSIOr.! AWl.' IT IS ESSENTIAu THAT THE CLASSES 
l O ’-H WINCH wi- Af.L CONCERNED SHOO'D BE COMFDSED OF TEFMS A!'J1;
R’-!OULD NP" Bl.. PRFDJtY-OEE OR CDNCEF‘TS FDF'.' A CLASS: M-J5T BE DEFINITE 
1'.h:-N IT'C TERhS h FR (iI'.EN but in r:iENFRA,l THFRE WILL BE MAt.\
:̂F’E• I/ICA TF̂ h 

Cfil'MlU OF 
THE CLASS 
NO OO'TF.E 

ViF;-' 0‘- 
AiTND jF WE 
FN'.l-'iE F.m » ' '■
L!'«:, . r '
Cl a l e e  s Must 
C ON'.'.fcF- ’ o AND
e s s f n t t a l  i t  i s
DF •TC-IIUO ] b Di

AT o’ H TO THE BTVFN TERMS AND TCi NO DTHEF.E WEWOT C-H
LiO'jF'SE A IT EH*- r AN I NT EN5 3 ONAL DEFINITION O'"- A CLASS AS 
OF FFEDICATES AT T ACMINs TO THE TERMS IN DUEBTIDN AND TO 
fTi!: 71'*:»? WUUi.D IN'.’Dl VE A VICIOUS CIRCi. E HENCE THE fUIlU 
EoTFNSOJN IS TO S:OMF EXTENT UNAVOl DABL.E GN THE OTHEF 
TA^E EXTEITTinN PURE OUR' CLASS IS DEFINED BY 
r,i j-c terms ANL' THl" METHOD WILL NOT ALLOW OS 

Mr:U! C LUOIC. L'OES W.'Th 3!'4F3f'I]T£ CLASSES THl'L UL'R 
IN GE'NERAL BE REGARDED AS OBJECTS DENOTED Bv 
TO THIS EXTENT THE POINT OF VIEWS OF INTENSION 

OWING TO THIS CONSIDERATION THAT THE THEORY 
SUCH GF.'EAT 1M^‘0R^ANCE IN THE PRESENT CHAPTER

0

»= TC S'-’LC-IEV THE PRECISE DEGREE IN WHICH EXTENSION AND
jNtF-Nt.OJN RSS'-ECTIVF.l V ENTER* INTO THE DEFINITION AND EMFlOYMENT 
OF CLASSES ANT' THRDOGHOUUT THE DISCUSSION I MUST ASK THE READER 
TO RTHEMiER THAT WHAT EY'ER JS SAID HAS TO BE APF LI CABLE TO 
INFluTTC AS WEIL AS FINITE CI.ASSES WHEN AN OBJECT IS 
unambiguously DENOTED BY A CONCEPT I SHALL SPEAK OF THE CONCEF'T 
AS A CON'. ERT OR SOMETIMES I.ODGELY AS THE CONCEF'T OF THE OBwTECT IN 
OUEETILIN THilE IT WILL BE NECESSARY TO DISTINGUISH THE CONCEPT OF 
A CLAFr FROM A CL.ASSf ONCFF T WE AGREED TO CALL MAW A CL AS5CDI4CEPT 
BUT MAN DOES NOT IN ITS USUAL EMPLOYMENT DENOTE ANYTHING ON THE 
OTHEF HAND MEN AND ALL MEN WK.ICH I SHALL REGARD AS SYNONYMS DO 
DENOTE AND T SHAlL CONTENr> THAT WHAT THEY DENOTE IB THE CLASS 
COM*-nSEr» OF all men thus man is the CLASSCONCFPT men THE CONi.EPT 
IS THE CONCEFT OF THE CLASS IT IB NO DOLIBT CONFUSING AT FIRST TO 
USf Cl ASSCONCEFT AND CONCEP T OF A CLASS IN DIFFERENT SENSES BUT 
SO MANY DISTINCTIONS ARE REOUIF,;ED THAT SOME STRAINING OF LhNGyJAGE 
SEEMS U(,A »OJIiArLE IN THF FHRASEOLOGY OF THE PRECEDING CHAPTER WE 
MAY BAY THf T A Cl.ASS IS* A NUMERICAL CONJUNCTION OF TERMS THIS IE 

WW U H  IS TO BE *f STAHL I SHED IN CHAPTER II WE REGARDED 
lV a CSLC as derived FROM ASSERTIONS IE AS ALL THE ENTITIES 
SF.TlSi^YlNA bOME ASSERTION WHOSE FORM WAS LEFT WHOLLY VAGUE I
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THE FR̂ f.EE.E .IDBÊ -'HINE HAD A VERY JNTEREETIN& AhJD VER'' REMAR! APLE 
LIFE FULL or UPS AND Lüv/'iB Ar EVERYPDDY KNDl̂ iE EHE CAME FhDM THE 
WE El 3l\T']EE ANl- WAS IN PARI? AT THE TIME OF THE REIGN OF TERROR 
Nfi DfA Thai E:MT £hE was INF’RISDNED DURING THE REIGN OF TERROR 
AI D W* lU IMMjNEHI rMf'iGcf’ OF PFIN3 GUILLOTINED PUT HOWEUEK SHE 
SU'" CEE DEI- IN NÜ': PE 3 NG BUIlLDTINED AND IN GETTING INTO INTIMATE 
RL_AT3C nF :H PAF.RAS WHO BECAME THE FIRS-̂  OF THE DIREETORE AND 
WHE!'- AEi FD WHAT HE HAD DONE DURING THE TFRRDP REMARKED I SURUIUED 

cr. E-UPv'IUFD THROUGH THE PERIOD OF THE DIRECT 03 RE HOWEVER
wR'.-: GE'i'Tin-.- A LITTLE TÎ '-EO QF HER PF.CAUSE SHE WAS ALREADY 
' AND HE Dr.C:J>El» TO MAF;F,v HER OFF TO NhPUlEON WHO WAS VERv 

and who WAf'î ED A REWARD EOF SUCH Af,' ACT OF
CDMMA'vil* OF THE FFtNCH hFCv IN IThI.v 
BECAME NAPOLEONS WIFE CU4CE SHE HAI''

f •.

ELDER!
' . ' r .  f
S L*"* 'S!-‘ .---"T LL’'- AI-- D WAR G3VEI-*
fAr FFNAF.’D T HA"! WAc HCîW SHE
< A { (■ ( ' F HIS Ft.;E; jDN she MAI'E »''IlICH use of n  she was a SOMFW'-if 

AKTER a time NAF-Oi. EDN PEGA" TO OPT EC T T C‘. 
i f -  CiCCAS JftN WHEN HE HAID BE EN P A D  T  3  C U :  A F 1. V  
= SHE WENT TO THE WAR MINISTEf*. AND BAIL NOW 
'KELTLY WELL THAT IF I SAt Dl>ib WORD AOa H-.*S"I 
IL PE DISMISSED FROM Ü*=̂ FICE NUW WHAT i WANT 

S0I1L- PA! I OF T HF FL.üJDr 3>F 'OTF.r> TC3 THE W/.r. TC: 
iNl£-TER UNE>E.F T H1E> F'Rji.i:;r'L'RE REl_UC T A!4T l 
I HE WHOi E OF THE EOFTHCWING YEAR FRENCH 
■TERSE AFTER ANOTHER GENOA WHICH THE FRENCH 
f.E mND W<-iS LOST TO THEM AND ALL THIS IN 
L.S DRESShAl-^ERS BILL HOWE VIER NAF ü lEÜN WAS Nul 
HE FT TURNED U mEXt-ECTEI>LY FROM EGVFT AND 

WF£ OOiNG TO CÜML BHL WAS DINING TE'fEATETE 
ki -h: tuKNMb NrHi UL-bUN MANhGSD SOMEHOW TO CONVEY THAT HE WAS JUST 
GCiNG TO ARRIVE AND SHE FLED QUICKLY FROM PARRAS TO NAROLEDNB AND
HEP Flat the door was lo ck ed and she remained outside napo le on
WA=< INSIDE HAVING ARRIVED BEFORE HER FOR TWENTYFOUR HOURS HE KEPT

f > ' h H r LAD': A'4i; -
•' .1 ' ,'•:■ HI- ̂ P3 LIB ON fiiOi |7 HEP k'3LI

L( <II- Hir>’.F YÜ' 1 Y NON k-Fi
VCU TU NrVULL•IN Vlu! W
»' ! (.1 lU ÎIÜ 3 h TO "t Oi t'.
*- < . bt • L>Sh<: b IMS
L. 'NFFN rSD ■« bifCtl iGHf.iU 1
A<-,-M'r SI.'KFFRED ONF RE
H, ,i> i orvv' If-K'KK1 i' Ei. !.. b:H.
Li lU K■A V JOEL-'r! i.N
»■iiI-.-'*- f- .( •i_ -1h:-j 1 !ajy!F» j
1'̂̂ 1 1 bCf' !pH"r »-Ik- W

H ! -  F  i  T T 1 ■1 THF DOORSTEP BHL HAD ANCiTHFR MORE 
hiSFORTLiNL Â 'TER NARDLEONG FALL WHEN THE EMPEROR 
TO FAFNB SHL THOUGHT WELL EMPERORS ARE MY MEAT I 
TO CATCH HIM SHE TRIED VERY HARD SHE INVITED HIM

SERIOUS
ALEXANDER CAME 
OUGHT TO BE ABLE 
TO DINNER AND

F*ul lUW3NG the custom CiF FASHIONABLE LADIES OF THAT TIME SHE WORE 
HFF DRESS WET IN ORDER THAT IT MIGHT CLING TO THE FIGURE THE 
RCSL'LT WAS THAT BhF. CAUGHT A CHILL AND DIED AND THE EMPEROR 
ALEyANDER REMAU4ED UNAFFECTED BY HER CHARMS HER RELATIONS WITH 
NAcqlEAN HAI» A SOMEWHAT UN*-DRTUNATE BEGINNING ON THEIR WEDDING 
NIGFlT JUST AS Nh*^OLEON WAS GETTING INTO BED JOSEPHINES DOĜ  BIT 
HIM JN THE CALF WHICH CDMPlFTELY SPOILT THIS IMPORTANT OCCASION 
MmKV years afterwards when he was DIV^ORCING HER HE BROUGHT THIS 
UP AS A grievance and it a p p e a r e d to be one OF THE REASONS WHY HE 
W3SHFD TO tavOPCE HEF; PEO*̂ -LE ARE ACCUSTOMED TO TREATING GREEK 
HISTORY IN A SFIRIT OF REVFRENCE WHICH MAKES EVENTS UNREAL THEY 
DO NOf SEF THOSE EVENTE. AS BEING VERY SIMILAR TO THOSE OF OUR 
T3ML TAKE FOR INSTANCE THE AGE OF PERICLES ALWAYS REGARDED AS A 
SORT OF GREAT AND GLORIOUS AND SHIMMERING WONDER AND NEVER 
rPi-ATEl» IN TERHl. UF REA! I5M BUT IN FACT PERICI.ES WAS A PARTY BOSS 
WHO StCCEEDED IT4 ESTABLISHING HIMSELF VERY LARGELY pv CORRUPT 
Mb ANS ANjî who WHEN HE SET TO WORK TO BUILD TEMPLES ON

'*1̂ i J
m
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f . r - ' ,  ! hWHEN MV CHILDREN WERF VERY Y0ÜN& WE SPENT THE SUMMERS A MIlE FF,‘0M 
7H‘" SEA UP A S7E:EF' HILL AT THE END OF A DAY DN THE PEACH THP- 
WO'Ji-D FIND THE Hill. TIRINt AND I TRIED ID TAKE THEIR MINDB LFR 
PATIR'ir H ̂ IN"EN"’1MR DR IES HERE ARE THREE OF THEM THE R‘DE I 
npflCE OF RiNi IE FÜtR TOUfv HAD DROWN TIRED OF THE SM-'iLL VILLAGE^
TD W-.:CH IT PE1..0NGEJ ANfJ OF THE '̂ ÊRY RESTRICTED OüTLOÜt. FR;.ih JTt 
u;]N'>.iWF. I 7 LEAf-'f-! FE'UM THE ADVERT 3 SEMF.NT B WHICH PASSED THFCf'.C.H IT 
that NDWADAV5 n  IS PDBSIPLE TD FLY AND IT THOUGHT IF ONLY I 
rnu' P Fur WHAT DDURNEvS I CDUI.D MALE IT DISCOVERED T Hm T ON THE

A STEF-- A-'iv> LONEL Y CL 1RF THERE LIVED A VEh - VERr DlD EDM. :N 
W Ti HAD 3NMRR' U.D MAbli.: PÜWRPE FROM A LONG L Í NE OF Ai;CESU .L 
W' M Hf ir̂ t/'M'-I'i IT AS'rEI' HrWHETHER SHE CDUi. D ENAEl. E IT N ’ Fl > S‘-'E
RlM irk N.<Th :NR lasiet you must gft the poet MAECER to Sl.TE' A
All I o r  AT MIDNIGHI WHEN THEIRF IS A FULL MDVN AL̂ D TD S A v  IN A  
L(-D VUIC- Hi. ]E R-til Mr Riv PIF CH INI IE CHD''̂ rU- PATTLE 3 L IF UF'
to' the S- y one TWI;« TH-FE go if she co nt in ued he can get

,¡ y f:. I r-i.;'! V( it! W31.L FLY A,‘4i» (YL.IICI.LV EU;. OL'I Oh B1GH1 T HF EOS. 
ri-. -.iFr. WH' i A. SC WHL T j f-ED 0̂= PIN! IE PONK TOW» ! TRIED IT ON AT THE 
.i. R'K DÜHJNC THt: INTERVENING MONT H HE MADE MANY
'̂ISTTS TD TH:; old EDHCERESS and at LAS-̂  SECAME WORD PERFECT WHtW 

■ •Ht ] t J H ,  IÍ ] I Hi; ' S ÜF F-IN! IP FUNf;. TOWN Wü̂  E UP IN THE MORNING AFTER 
THE n\ÍKl H.ÍÍ..I. MCÜN THE ̂ WEFE AST DNI SHED TO F-IND AN EMPTY &A>̂-

h L F'DrT OFc jCE HA1» STOOD THE PAESENGEFlS ON A CROSBCHANNEL 
E.1SAME“ AVERRED THAT THEY HAD SEEN IT FLYING THROUGH THE AIR 
K.'WaFí'S PIERRE i Hi-:> L>i; *! IL D HATE HEEN REGAr.DFD AS LLINa IIFS Ri.n FOR 
'•'H' EaP'í TĤ 'I ON'- O'- THEM WaT THE APCHKIBHfiF OF CANftF;PÜFV .̂NL- 
ANDtHEK W.'.S PRESll»?rjT DR- THE ROYAL 50CJFTY NEXT DAY THE 
I jc Ar-i-T'El P F.-'D-' f SD TĤ 'T A pt.TlLDlNG CLF aRI-Y LAE:ELLET> PIN! IE PON!. 
UINV itiS-;. C‘.-e J-:T HA< DESCENI-ED of on a SMAI.L village in the 
OP E"RANCF CCiMRLF if WJTE! FTJBT MASTER PUT ALAS THE POST MASTER AN*.' 
XHE PORI f'FFlCF ROUND THFIP NEW HAF'ITAT JLI&T AS DULL AS F'lNKIE 
F-ÜME TOWN AND AT THt. NF:XT PULL MOON THE"̂  PLEW HOME AGAIN AtJD 
]h:o í̂:.P lR<u.'pt|tl> NO MOP'F CLOSE TO WHE.F’F WE LIVFD THERE WA-.
A VERY LARGE APR/» OF MARSH FILLED WITH THE SOFT OF VEGEÍATION 
P>HfkLif R J A t E TO S«JC H A PI ACF Mv CHILDREN E-VPLüRtD I HE EDGES OF 
THIS REGION AtO> WERE INTERESTED F'- THE STRANGE SUCKING NDISE THAT 
TMrlR SWDEE Made AS THEY FULLED THEM OlH OF THE MIRE IN THE VERY 
CENTRE OP THE SLOUGH BO I ASSUF'ED MV CHILDFlEN LIVED THE GRÊ iT BOD 
TDOMF- THE TUTEl.AF'O' DEITY OF ALL BWAMF’S ANI> QUAGMIRES ONCE UPON A 
TIME AN EMINENT ZOOl.OBIET IN PURSUIT OF RAPE FERNS HAD COME UPON 
THE GOD AND PÜI LFD HIM OUT WITH EXTRAORDINARY LARDUR THE 
70D:.CtpIST Di-:IED HIM OUT AND PUT HIM IN A GLASS CASE IN THE 
NATitRAL HISTORY MUSEUM PUT THE NIGHT WATCHMAN COMPLAINED THAT 
THROUGHDI.IT THE HOURS OF I>ART\NESB HE HEARD A MELANCHOLY yOICE 
Wolu/NG 70(tM=̂' 20ÜMF 2D0MF THE ZOOLOGJS-» INVESTIGATED AND FOUND 
that the poor god war BUFFERING UNREARASlE DESICCATION THE 
200IUG3BT TUÜK PITY UPON HIM AND TRANSPORTED HIM IN THE DEAD OF 
NIGHT TO THE WETTEST PART OF THE SWAMP’ AFTER THIS THOUGH THE GODS 
WUF;í>S were UNCHANGED THE EMOTION THAT THEY STRESSED WAS ENTIRELY 
DIFFERFNf AND ALL WHO HEARD HIM REJOICED IN THE CHEERFULNESS OF 
HIE, 70ÚMF 7G0MF 200MF MV.CHILDREN AT ONE TIME RECAME INTERESTED 
I.N. TPLE.S OF THE FIERCE BEASTS OF THE vTUNGLE AND THE STRANGE 
l-UMjUnUt r-3 SHFS THAT LIVE IN THE DEEPER PARTS OP THE OCEAN THIS 
i.EAD ME TD TELL THEM ABOUT THE VERY REMARKABLE ZOO NEAR

V • 'I
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NEWSPAPERSI

category is made up of S5 long articleSf so called 'features 
varying style and quality. They appear in table 4.1 in de

scending order of factual writing - and ascending order of 'jui
ciness' - with the RECl as an example of what I earlier called 
'seductive pandering', a highly conducive and, to many people, 
palatable style, which contrary to common belief is neither un
skilled nor low in vocabulary.
The article from GLASGOW HERALD <Glasgow Herald,1981) reports on 
the Governments failure to back up gas piping from the North Sea 
oil fields. Although the writer allows his personal view to 
shine through, there is no direct declaration of his or his 
paper's emotional bias. I have picked this article for its fac
tual subject matter, and the writers detachment.
The writer of the art id 
vicar who unashamedly 
number of divorcees in 
Although the writing i

t from THE GUARDIAN (Guardian,1983) is a 
admits to having remarried in church a 
(pite of the moral stands of his Church. 
( biased in the sense, that it airs a

personal view, the writer rarely departs from a sober conveying 
of his views. I have picked this article because its subject is 
emotional, but the style is relatively un-emotional.
With the article from THE DAILY MAIL (Daily Mail,1981) we 
the fleemarket of journalism. In a rather pompous and 
assured style the writer gives a vivid account of two 
fight to break the spell cast upon some of their pupils by the 
'Moonies'. Both subject matter and style are highly emotional.

enter 
self- 

teachers'

The DAILY RECORD has provided me with two gems, DRECl and DREC2. 
DREC2 (Daily Record,1983) is a feature on the television series 
'To the manor born' revealing inside information about the film
ing of the series and generally establishing a pseudo relation- 
«.hin oi n«^udo intimacy between the reader and the actors. Th<
style can - if anything - best be classed as hallucinogenic.
DRECl (Daily Record,1981) as 
scribe, let alone classify, 
like an adolescent day dreamt 
minor-changes. As stated abov 
skill or simple-mindedness. Th 
the highest of any text I have 
witness to the manipulative 
•nhich sways hither and dither 
'action*, the reader can live 
of a 'master criminal' turned

a text string is not easy to de- 
I can best describe DRECl as being 
word-play and action-repeat-with- 
j, it is not the result of lack of 
!• vocabulary of this article, being 
measured (see next chapter), bears 
kills of the writer. In a style 
with the emotional charge of the 
out this infatuation with the life 
super—grass, in around 1000 words.
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HRLL'THt GDVERNhEin IS NOT 7 0 KACJ: THE HUGE 27 BILLION POUND NDHTH EEA 
GAS GATHERING PIPELINE PROJECT AFTER WEEKS OF MEETINGS AND 
NEE:niAT]ONS n  ANNUUNCFD VEETERDAv that n  will be left to IMF 
INDIVIDUAL OIL COMPANIES TO MAKE THEIR OWN ARRANGEMENTS FOR 
Bi lN '-I''iL "t HL GAS A3H0RL THE GOVERNMENTS WITHDRAWAL FROM THE 
PRCUECT REGARDED AS THE MOST AMBITIOUS OPEN TO BRITAIN FDR MANY 
years IS A LITTER BlOW TO SCOTLANDS ECDNOM'' AND JOB HOPES IT WAS 
EXPECTED THE PRDJE.CT WOULD LEAD TO LARGE INVESTMENT IN 
E'ETROCHEM 1 Cal DEV'ELOPMENTS AT NIGG IN THE CROMAR’TY FIRTH AND IN 
BUCHAN IN ABERDEENSHIRE AS WELL AS GIVING A MAJOR BOOST TO 
EMTiSH S"i EEL L'H[> WOULD HAVE PROVIDED MOST OF THE BJLLIOC 
pnit^iirvOCTH O'̂' PIPE REDUIRED IF THE OIL COMPANIES ARE TO GO IT 
A.rDNF THE  ̂IPET 0B5-!aClE TO BE OVERCOME IS THE PRICE THEV WILL BE 
FAUD BRITISH GaS FDR THE FEEDSTOCK WHEN IT COMES ABHORS THE

I .•

SCHEME 
F FTN7FST f
r.D'.’ETP'M: 
F-pF!

TO C 
IN

FINAIIY FOUNDERED BECAUSE THE GOVERNMENT DECIDED NOT TO 
.11 AS A STATE ENTERF'RIBE THEV WAtHED THE OIL COMFaNIES TO 
I-iil'l 7v» E‘E.R( E£NT OF THE NFCESSARv CAPITA! BUT WITHOUT 
Hi BACKING and OTHER CITY INSTITUTIONS WERE NOT
I-' ADVAJJCE FUNDS WHICH WOULD HAVE ALLDLiED THE INITIAL 
■ART ON THE PIPELINE AND THE RECEPTION TERMINAL AT ST 
AiT KDEL-NSHJHL TT HAS BEEN ESTIMA-^ED THAT AS MUCH AS f-V 

PjLLlU!: FOUND WO’ TU (C’ G*';S COULD BE AT RJEI IF SOME METHOD IS NOT 
I; 0* BiliC.-'INC IT ACHORE AT PRESENT ALTHOUGH SOME OF T HL 6r- 

jc HPJMC-; FlARFf* OFF MOST OF IT IS BEING REINJECTED INTO THE FIELD 
CAP ONI Y BE DONE FDR A CERTAIN LEIvIGTH OF TIME A 

RfiVCRliMCMi S'-'D! ESMhN SAID THE OIL COMPANIES SHOULD FINANCE THEIR 
OON I’.Hi' -J L.L IT IS CLEAR TO THE GOVERNMENT THAT EITHr-: H' THr 

pp EiCHEMF uP BY A NUMBEF; OF SEPARATE SCHEMES THE _
 ̂ rv'.i F'‘S'r’..‘E S CAN AN<> Ull. L Bt PROUG’̂-̂T a BHCi'-E SAID THE
S.i 'CrCiP.-,'• 7Ĥ . GOVERNMENT THEREFORE HAS DECIDED THAT THE COMPANIES 
SHOULD I hi THE FUT URE AS IN THt PAST MAKE THEIR OWN ARF;hNGEMENT S 
EOF BFlIVtlNG THE GAS ASHORE THERE WAS ANGRY REACTION FROM ALLnr cnTTiSH industry the Scottish traijes union congpesb 

IT AS A K;ICK in the teeth to SCOTLAND IN ALL SORT OF 
MF; r>!'iL»C HARRIS0L4 OF- THE STUC SAID MF.'B THATCHER ON ADVICE 
TREASURY AND CLEARLY DISREGARDING ADVICE FROM OTHER

scr T10!c:
DESCPU.EI 
RF SRF C : S 
R:f!M THt

J C  prep ar ed YET AGAIli TO RUT POLITICAL 
THIS COUNTRY OVER THE NEXT 30 YEARS ADf: F APT !-tL NIB AtiD M 1 N1 STERB 

DOGMA PEFOF-.’E THE NEEDS OF ---  ----
Sprif k SHaN FDR THE CBl IN SCOTLANI» SAID WE TA!.E A ___
V'lEW OF THIS INDEF-D IT WAS ONE OF THE MAJOR FACTORS LIF.ELY TO GE,
THt SCOTTISH ECONOMY GOING AGAIN IT IS NOT JUST THE PIPELINE
PROJECT ITSELF BUT ALL THE SPINOFFS FOR THE
STEEL INDUS ft IPS AL41> THE SUPPLIERS OF ALL THE NECnw^APY FCJIFM*_l<T 
MR JOHN SMITH SHADOW TRADE SECRETARY SAID THE DECISION WAS 
APPALLING NtC-lECT OF 0« »R NAT IDNAL INTERESTS THF ^
SHORT TERM POLITICAL DOGMA HAD KILLED THE MOST
N0F;T!-5 St A FLANS HE SAID IT WAS NOW LllltLY THAT THE ,AST RESOl.FCEw
OF THE NORTH SEA WOULD BE WASTED AND IT WAS THE END OF A 
FI our EE INS F^^rTNCFSHI F BETWEEN PUBLIC AND PRIVATE INDUSTRY WHICH 
SUCH AN ENORMOUS PROJECT REQUIRED COUNCILLOR MUTCH CONVtN^^nr OPAMPIAhl REGION SAID THE DECISION WAS A SETBACK TO THE REGION^ 
HOFE& OF GETTING A SHARE OF THE PETROCHEMICAL 
•D’JWNH.T.r l aM DEVELOPMENTS WHICH WOULD BRING
AREA WE HAVE MADE IT CLEAR WE ARE NOT CONTENT TC wE^ REwOURCE^ 0

>, * *''■ <fli ■' il
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THE north sea co mi ng ASHORE IN GRAMPIAN ONLY TO SE PIPED AWAY 
ELSEWHERE FOR PROCESSING HE SAID MR ALBERT MACQUARRIE 
CDNOEF’VATIV'E MF- FOP EAST AE-iERDEENSHlRE WHERE OCCIDENTAL PLAN TO 
BL'JLL A CRACtsER PLANT WITH GAS FROM THE NORTH SEA SAID WE ARE 
L0E3WB lOOOAO POUND A WEEK PV GAS BEING FLARED OFF AND THIS 
CANNOT SO ON MF: JAMES RASMUSSEN OIL CONSULTANT TO THE SCOTTISH 
COUNCIL DEVELOFMENT AND INDUSTRY SAID THE OPTIONS OPEN TO THE 
INDJSTRv WERL TO USE THE FV1ST INC PIPELINES WHICH BOTH HAD SPARE 
CAPACITY HE WOULD ALSO NOT RULE OUT THE POSSIBILITY OF A MODIFIED 
FIRFLINE DEHT6 BL'JLD THE MAIN REASON THE OIL COMPANIES ARE 
RELUCTANT TC SO IT ALONE IS THAT THE PRICE BEING OPFERED PDF’ THE 
G.'':9 3S NLU HIGH ENOUGH HE SAID MR BRUCE MI LEAN SHADOW SCOTTISH 
SSCPETAPy £>A2L THE DECISlOI'i WAS ANOTHER VICTORY FOR THE HATCHET 
MELi Or THE TF-LASUPV ANT> MEALH THAT THE GOVERNMENT WAS GOING TC? 
SOUANDEP A VAST NATIONAL RESOURCE

f

:>U
V

•YTil

u t *1

W



page 111

GÛ .F;S]r̂JC.F: I CAME TO MV PARISH IN 1977 I HAVE REMARRIED IN CHURCH SIX 
COUPLES IN FULL KNOWLEDGE OF THE FACT THAT B Y  SO DOING I WAS 
GOli'iL AGAINST THE LAW QP THE CHURCH OF ENGLAND BUI NOT AGAINST 
THE LAW Of- THE LAND THE PROCEDURE IB SIMPLE THE COUPLE CONCERNED 
NEET' ID lAl E THEIR DECREE ABSOLUTE TO THE LOCAL SUPERI¡4TENDENT 
REGISTRAR TOGETHER WITH A LETTER FROM THE VICAR TO BAY THAT HE IS 
PREFARED TO MAPRv THEM ON THE ISSUE OF THE REGISTRARS CERTIFILATE 
A FORMALITY THE COUPLE MAY THEN BE MARRIED ACCORDING TO THE RITES 
AND CEREMONIES OF THE CHURCH THE MAIN REASON WHv I HAVE PERFORMED 
THESE WEDDINGS IS THAT THE CHURCH PROVIDES NO ALTERNATIVE WHICH
IS DCUH LOG! LAI 
FJT  R '.FDGPiSV 
11-4 RUT

AND COMF'ABSIONATE THE OFFICIAL LII4E IB 
IT BAYS THAT DIVORCED PERSONS MAY NOT BE 
THh I THEY MAY HAVE A SERVICE OF BLESSING

NOTHING 
REMARR1ED 
BUT A

MARriASF SERVICE IS A BLESSING THAT IS WHY NEWLY ORDAINED DEACONS 
Af.F NOT ALI.OWED TO PEF.-DRM MARRIAGES ONLY A PERSON IN PRIESTS
DPD:-pe cam F'RDNOJNCE a blessing if the church is prepared to 
ElFSl a register office re ma rr iag e n  FOLLOWS THAT IT THEREBY 
RFCriGNISEF, THAT REMARRIAGE AS VALID IN WHICH CASE WHY NOT ALLOW A 
CUUM H NF.DDII4'-; IN THE FIRST PLACE IF IT IS CLAIMED THAT THE 
C HHF.t F! IN ITS SERVICE OF BLESSING BY NO MEANS RECOGWISFS THE 
VA_ID?Tv OP rr.lL RFMARRIABE THEN WE CAN ONLY WONDER AT THE 
Sue I A; MÛ .A.L AND 1 HE ULDG1 CAL STAT'JS OF THESE UNIONS THAT AF>E 
F’RDNOJNCED blessed it seems to MF. THEREFORE THAT THE ONLY 
pnEc'.TRLE MEA‘4S Fv WHICH THE HARLESS V'lCAR CAN AVOID HYF'DCF.’ISY AF.E 
EITH-F TO RE FUSE FLi. REDUESTB FOR REMARRIAGE ON THE GF̂ D'JNDE THFO 
FEh iff-U AAl TR. A THEOl OC-ir.AL IMPOSSIBILITY OP TO A1.LOI4 All SUCH

ic:FEl.-UFBTE fJN THE BRDUNDS OF 
I NH-
N! W F rPUf;! 
lAbr w;.«. ild 
RECOMMENDS 
CCC-T OF MH!

COMPASSiON LIKE A DOZEN OTHER PARSONS 
1 HAVE CMC SEN THF SECOND COURSE AT FIRST Gl-Ar̂ CF TF’S 

Ti! THF CU V S yNOD MhRF.’IAGE AND THE STAF4DINC- COUNTTTE'ES 
UO PUT AN END TO ALL THIS TROLIFLE FOR IT 

REMAFRIAGE IN CHURCH BUT THIS TURNS OUT TO BE AT THE 
ING THE LOCAL VICAR ir4T0 A COMMISSAR AND THE CHURCH IN 

GEMTF.AL. I TI E THE ASSOCIATION OF SCRIBES AMD PHARISEES FIRST THE 
t: Ik IDLE iNlENDll4G REMARTxIASiE MUST APPLY TO THE VICAR WHO WILL 
INDm JPE into the FULL CIRCUMSTANCES SURROUNDING THE APPLICATION 
why what right has THE VICAR TO CONDUCT A FULL EXAMINATION OF 
PEnPLES PRIVATE AFFAIRE AFTER ALL HE IS NOT EXPECTED TO DO THIS 
W? t»- FIRST MARF.IAGES A SINGLE MAN MAY TURN UF’ AT THE VICARAGE ARM 
IN ARM WITH A SINGLE WOMAN WITH WHOM HE HAS SPENT A SINGLE NIBFiTS 
DrUNKEN LECHERY IF HE ASL̂ S FOR MARRIAGE THE VICAR CANNOT AND 
RIGHTLY cannot LEGALLY REFUSE IT BUT IF AFTER A DISASTROUS FIRST 
MARRIAGE IN WHICH HIS WIFE WAS POSSESSED OF THE MORALS OF 
LUCRE21A BORGIA A MAN COMES NOW WISHING TO BE MARRIED TO THE 
SFCRETARV OF THE WOMENS INSTITURE THE VICAR IS OBLIGED TO CONDUCT 
A FULL EXAMINATION INTO THEIR AFFAIRS SUCH A MORAL INTERROGATION 
IS ITBE! F IMMOPhI THAT IS NOT ALL THE VICAR IS NOT TO BE THE SOLE 
INTERROGATOR HE MUST CONSULT GUIDE LINES TO BE PROVIDED IN THE
Synods gf.'Een book and t h e n fill in a f o r m of appl ic ati on to the 
BISHOP BUT EVEN THE BISHOP IS NOT LEFT TO DECIDE THE ISSUE HE 
MUST PASS ON THE APPLICATION TO A PANEL OF ADVISFRS THOSE 
INTENDING REMARRIAGE MIGHT PE PLEASED TO LEARN THAT ONLY A 
MlUOfvnv OF THOSE WHO PRODUCED THE CHURCHS REPORT THINK THAT THF 
COUPIF.S PERSONAL ATTENDANCE BEFORE THIS PANEL SHOULD BE MANDATORY 
BUI Hi.I.r OF THE C.Oi-»MnTEE DC THINK THAT IN WHATEVER SUPPLANTS

.1
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X

pA'i'JLV jr.! THE RUN'JP TD REMARRIAGE THERE SHOULD BE A RUhLiC 
STATEMENT POINTING OUT THAT A DIVORCED PERSON IS INVOLVED ALL 
THIS M'JE."' SOUND VERY PINE IN THE CORRIDORS OF ECCLESIASTICA 
BUF lIAUCPArv BUT WHAl ABOUT THE REAL WORLD OF HUMAN RELATID!-SH] PS 
COHRlES who ARRI.V for REMARFIAOr CFFTAINLY ALL WHO HAVE EVER 
AEF i IE I; TO ME DO NOT DO BO LIGHT LY IT IS FAR EASIER TO BE 
PEMAFTIED IN THE REGISTER OFFICE AFTER THE HURT AND 
RET MI! 4; V i j AND T Ht SHOUTING IN PLIE:L 1 C OF ONES FERSONAL
MATT ERS
A ■ I '■
CH
F-'1 S 1 ‘•aNF FS

THAT CONSTITUTE DIVORCE PROCEEDINGS IT REQUIRES COURAGE 
f-CRSTBTENCL TO ACPF'-QACH THE VI CAE AGE WITH AtJ EYE ON A SECOND 
•E IT IS CHURLISH O'" THE VICAR TO REWARD THEM BY RUMMACTNS IN 

PDF L i m E  GREEN B00E.5 AND APPLICATION FORMS WHSii HE 
SSF S THEM CCiMTf.lG UF THE DRIVE AND TO ACCOMPANY EVERY PURL IC 
p.pFt-iz.f ,4,-I ¡r, IMF IF; FOETHCDhIWG NUPTIALS WITH THE SHRILL 
UT:EPsHN_n G- DIVORCED DIVORCED AS IF LEPROSY HAD VISITED THE 
r.'-nSH Ê!!T the MUST DB..TF.rTID<4AH..E ASPECT OF THE HEN FRDPOSALb IE 
NCI’̂HEF' THEIR POOR LOGIC NOR THEIR BAD MANNEF.S BIN THEIR COLOSSAL 
S-iiL t IhOLlOUSNESb THE IDEA OF VICARS AND BISHOPS LET ALONE A 
F HN' L OF‘ ADVISERS AGAINST WHICH BY THE WAV NO APPEAL IE ENVISAGED 
SETTING THCMSPO VFS UP IN vTUDGMEÎ T OVER COUPLES WHO HAVE MADE THE 
CUIC 7DEPALV E ERFO-T TO SEEK B^’IRITUAL SLIPPORT IS REPUGNANT TD THE 
S' IPII CR CiTFJSTJANnV ARF Fi ERGYMEW SAIW^S IS THE ANDNM*10US 
FvY Ll A'»VIBEF.'S TO BE MADE UF‘ OF ALL THE HOLY VIRGINS ANi:-'
MAP T v'RS CHAIRED B'- THE ARCHANGEL MICHAEL HIMSELF WHEREAS THE 
FOJNDLF’: OF CHRISTIANITY WELL KNOWN FOR HIS HARSH WORDS AGAINST 
THjbif IJHD TH'JUGPT THFIMSEI VEB RIGHTEOUS AND DESPISED OTHERS A!,’D 
L'A:.' wrii'LlC: SCAF'X'EI Y ALLOW EVEN THE SINLESS TO CAST THE FIRST STONE 
U'VJL!.- NLU PERMIT EVEN THE BUREAUCRACY OF THE CHURCH OF ENGLAND 
rp.'TE'D TO H »PL BOSH REPBLES OF SElFFNGHTEOLIBNESS AGAINST MEL4 AND 

Vv! P: j IIP. FfLESSING UF" HIB CHLl̂ 'CH

. *1:
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MAILEVERY MORNING TWO TEACHERS MEET IN A STAFFROOM AND WONDER WILL 
TODAY PF THE DAV THE MDONIEB KEEP THEIR PROMISE FDR THE PAST YEAR 
MR CASEY MCCAfJN AND THE REV PETER HULLAH HAVE BEEN GETTING UNDER 
THE CULT leaders GUARD WITH AN AMAZING DOUBLE ACT OF STRAIGHT 
TALHILJG and DIPLOM^C'' but only WHEN THE NEW TERM STARTS NEXT WEÊ .: 
WILL THEV KNOW IF THEIR EFFORTS TO SAVE STUDENTS SUCKED IN BY THE 
MCn!4 3ES HAVE SUCCEEDED MCCANN AND HULLAH GOT INVOLVED IN THE 
ETRUGGLE AGAINST THE UNIFICATION CHURCH WHEN TWO EXPUPILB BECAME 
MCiDNlLS ON A V3SIT TO AMERICA DURING THEIR UNIVERSITY HOLIDAYS 
TM-r.; they LUDFNED THETR NO NONSENSE CAMPAIGN TO COVER ALL BRITISH 
STUDENTS WHU HAD APANDONED THEIR EDUCATION TO FOLLOW THE REV SUN 
MvU'vjG MOON AND WRUNG AN IMF-DRTANT PLEDGE OUT OF ONE OF THE CULTS 
. - IN ZUNF DR MDSE DUF.'ST PRESIDENT OF THE AMERICAN MODNIES
PROMISED CASEY MCCANN THAT BRITISH RECRUITS IN AMERICA WOULD BE 
ENfUU'̂ iAGElJ TO RETURN HOME TO FINISH THEIR STUDIES IF THE MOONJES
LÊ ' t
HAVE 
1407
AND VtFv i m i  
BEGAN WHEN MP 
SE VENDA! S PUi-:!

TO THE IF WORD THE DIRECTNESS USED BY MCCANIJ AND HULLAH WILL 
TRIUMPHF.D WI-IERE 01 HER PEOPLES SUBTl ETV FAILED BUT IF THEY DO 
THERE WlLl BE A NEW WAVE CF PUBLIC ANGER AGAINST THE MOONIES 

E TIME re ma in s FOP THE PROMISE T0 BE KEPT IT ALL 
MCrANN AN ENEF:GETIC 39 YEAR OLD HOUSEMASTER AT 
IC SCHCiO! KENT AND MR MULLAH ITS JOVIAL CHAPLAIN 

WFRh ALERTED pv A LFTTEF FROM THE MOTHER; OF TWO FORMER PUPILS WHO 
HA)i JUINFD THE CULT WITHIN 24 HOURS THEV WERE ON THE DOORSTEP TO 
QirpE A HELF WITHIN 4B HOURS MR MCCANN WAS IN SAN FRA14CI SCO HE WENT 
STR^^IGHT FROM T HR AIRFOPT TO THE CULTS HEADQUARTERS IN BUSH 
STF’EEU the MLlDNJE? I N'>'ARI ABL'̂  ASIC VISITORS TO REMOVE THEIR SHOES 
SIGN THE VISITORS BOO! AND GO UPSTAIRS TO THE MAIN RECEPTION 
ROÔ iS BUT CASEV MCĈ >i-lN W>AE HAVING NONE OF THAT I JUST TOLD THEM 
IF YOU CYU'IE. T<7 MV HOUSE 1 WOwiLD NOT ASF YOU TO TAlcE YDUR SHOES 
OFF AND BESIDES I HAVE GOT VERRUCA AND WITH THAT INTRODUCTION HE 
WALKED STRAIGHT UPSTAIRS WITH HIS BOOTS STILL ON BUTTONHOLED THE 
T0=-' BRASS AND INSISTED ON SEEING THE BOYS AFTER MUCH PERSISTENCE 
HF WAS ABi.E TC7 TALK TO ONE OF THEM SINCE THEN MR MCCANN HAS MET 
MOS"̂  OF THE TOP MOONIES IN THE UNITED STATES AND BRITAIN AND HAS 
FREC'ttENTLY DROPPED IN UNANNOUNCED AT THEIR BRITISH HEADQUARTERS 
IN LONDON THE MEETINGS HAVE BEEN SOMETIMES TENSE AND ANGRY 
SOMETIMES RELAXED OVER HALF A DOZEN PINTS IN A LOCAL NOT ALL TOP 
MOONIEB RESPECT THE SECTS BAN ON ALCOHOL THERE HAVE BEEN MOMENTS 
WHEN HE FELT HE WAS REACHING AN UNDERSTANDING INTERSPERSED WITH 
STAND UP SHOUTING MATCHES MCCANN DOES NOT BELIEVE IN LEAVING 
HURTFUL THINGS UNSAID THERE CAN NOT BE MANY SCHOOLMASTERS LEFT 
WITH HIE NO NONSENSE MANNER HE IE SIX FOOT TWO INCHES TALL WITH A 
FLORID COMPLEXION AND A WITHERING COMMAND OF THE ENGLISH LANGUAGE 
MR MIKE MARSHALL ACTING DIRECTOR OF THE MDONIEB IN BRITAIN CHIDES 
him for treating them li ke SCHOOLKIDS CASEY DOES NOT MIND THE 
JIBE HF THTNIB IT MEANS HIS MESSAGE IB GETTING THROUGH PETER 
HULLAH IS A 33 YEAR OLD VORKSHJREMAN WITH A RUGBY FORWARD FIGURE 
AND A JOVIAL MANNER HE THINKS OF HIMSELF AS CASEYS DUSTPAN AND 
SUFEPBLUF BEARER CASEY BREAKS THE CROCKERY AND PETER PICKS IT UP 
AND FLITS n  TOGETHER AGAIN NEITHER MCCANN NOR HULLAH WOULD GET 
AN\WHERE WITH THE MDONIES ON THEIR OWN EACH NEEDS THE OTHERS 
balancing OUAiITIES MCCANN WOULD RAISE TOO MANY HACKLES IF HE DID 
NOT HAVE THE CHAPLAIN TO SMOOTH THEM OUT AGAIN THEIR JOINT 
efforts were FIRST REWARDED AT EASTER WHEN THE YOUNGER OF THE TWO
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left the MDDNTEB I HAD INVITED HIM TO DINNER AND ASKED 
Hlh WHAT HE WOULD LIKE TO DRINK SAID MCCANN 1 THOUGHT HE WOULD 
BAV CARROT JUICE DP SDUASH BECAUSE MOONIES ARE NOT SUPPOSED TO 
DPlNf instead he asked FDR A DOUBLE GIN 1 ASKED IF THAT MEANT WE 
HAD SDMETHlNF TO CELEBRATE HE SAID YES AND HE WAS OUT THE ELDER 
BPmHFR REMAINS IN THE MDONIEE:. BUT MCCANN AND HULLAHS CAMF'AIGN 
HAS FOREWARNED OTHER PUPILS FROM THEIF; SCHOOL THEY HAVE ALSO 
CAMPAlOriED HA=:D FOR MAtiY OTHERS UNCONNECTED WITH SEVENOAKS AND IF 
THE PROMISE MADE TO THEM IS KEPT THEY WILL HAVE ENGINEERED A 
MATOF BPFAt1HRÜUFH IN THE STRUGGLE AGAINST THE MOONIES MF MCCANN 
H^E FLOWN TO AMERICA THREF TIMES AND MR HULLAH TWICE AT THE IF OWN 
EXF'ENSE T he V HA'.’E HaI-' ONL Y TWO SMALL DONATICMTE TO HELP THE 
MDIIVATIDN FDP BOTH MEN WAS A FEELING THAT THEY HAD A DUTY TO 

FORMER PUPILS THAT DUTY TO TWO BOYS BECAME A DUTY TO 
THLiiiSANDE; AND NOW THEY ARE BUSILY SPREADING THE WORD IN OTHER 
sc hool s MCC A'JN and hull ah have always gone THEIR OWrT WAY AND HAVE 
liy> JO: NED ANY OF THE ESTABLISHED ANTI MOON IE GROUPS SO WHAT DO 
7HESE GROUPS MOST OF WHOM HAVE BEEN WORKING ON THE SAME PROBLEMS 
'̂ OF' FAR longer THINK C(F THEM MR MCCANN IS A FIERY INDEPENDENT 
SRJFIT WHO HAS BLUSTERED HIS WAV INTO LANCASTER GATE THE MOONIE 
HFkmOUARTFRE said OWE EYPEF.IFNCFD WORKER HE IS ESSENTIALLY A 
PROBLEM BDLVEF AND HF SEES NO REASOi'i WHV 
BL RO'. VFD L3KB Âi'. OTHER THE TE:S1 OF HIS 
hNv of these BRITISH BOYS AND GIRLS COME 
EDUCYOION I WISH THEM WELL

THIS PROBLEM SHOULD NOT 
SUCCESS WILL BE WHETHER 
HOME TO COMPLETE THEIR
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1 f̂'ECAT THE AGE OF 2B ROGER DENNHARDT HAD REACHED THE PINNACLE OF HIS 
CHOSEN PROFESSION ARMED ROBBERY HE WAS HOLDING UP BANKS SECURITY 
FIRMS AND SHOPS TWO OR THREE TIMES A WEEK WHEN HIS CAREER CAME TO 
A SUDDEN STOP HE WAS NICKED AND AFTER THREE YEARS IN PRISON 
DENNHARDT THE MOST ACCOMPLISHED VILLAIN OF HIS GENERATION BECAME 
A SUPERGRASS THIS IB HIS AMAZING CHILLING STORY ROGER DENNHARDT 
BECAME HODi ED ON THE THRILL OP WFlONGDOlNG FROM THE VERY BEGINNING 
HE FOUND n  EASY AND HE LOVED THE FEELING OF ROWER THE FIRST TIME 
1 FEl.T LIKE A CRIMINAL HE SAYS WAS WHEN 1 FIRST HELD A BUN IN MY 
HAND WITH MA.-ICIOUS INTENT THE KIDS 1 STARTED OUT WITH HAD BEEN 
DOING ARMED ROBBF>V WITH PICf^HANDLES AND A KNIFE THEY JUST DID 
Nrn FRDDUrF THE FEAR PEOPLE WEF.’E NOT IMPRESSED THEY WOULD TRY TO 
PJGAT RACK HE recalls A SCENE FROM HIS APPRENTICESHIP IN CRIME I 
r̂.| .̂jTTILiG IN THP: CAR HIGH AS A KITE AEiSDLUTELY TINGLING
PSCAUSE THIS WAS THE FIRST REAL CRIME I HAD EVER COMMITTED 
SATURATED I'UTH ADRENALIN SIZZLING INSIDE EVEN NOW IT IS DIFFICULT 
FCiR DF r«NHL',RD*l TO GRASS' THAT IT MIGHT HAVE BEEN LESS THAN HEROIC 
TC( DLTM3NATE UNARMED F’EOPLE WITH A DEADLY WEAPON IT WAS BETTER 
than WUR! ins THE vERv FIRS! JDD WE DID WITH A GUN I GOT A 
ERARtOUT OF AF:OUT DO POUNDS IT WAS MORE THAN I EARNED IN A WEEK 
DOjNn Ir.E JOF I HAV< GOT AS A PLASTERER ABOVE ALL CRIME MADE 
DENN'R-n DT feel LII E SOMEBODY A STRING OF HDLDL»PE LABELLED THE 
tr'i'NlC ANI» CLYDE SAFER BF.uUGHT HIM NOTORIETY WHEN HE WAS STILL A 
TEENAGER THEY ALSO BROUGHT HIS FIRST PRISON SENTENCE AND HIS 
COMltTG TO CRIMINAL MANLTODD ANY NUMBER OF REASONS COULD EXPLAIN 
.̂lUy POGER LOUIS DENNHARDT EECAhE AN ARMED ROBBER HIS UNSTABLE 
P( ../Uf ,.-,7, f -irU at NEC: A. I THE CLUiBSIC INGREDIENTS WARRING PARENTS THE 
NPNr^ISYENT HOME LIFE INCONSISTENT SUPERVISION BAD COMPANIONS 
SlKAUGiri V ENO:J'Th THAT IS NOT THE WAY IT SEEMED DR SEEMS NOW TO 
Dr.r'NHARlT HE F'EBRLCTS f̂ IS FATHER STILL ALTHOUGH THEY HAVE NOT MET 
RfiR MANY YEARS AND LOVES HIS MOTHER DEEPLY HE DID NOT LACK
AFFECTION EiUT AS A VERY YOUNG CHILD HE CAME TO ACCEPT VIOLENCE AS
PAF;T OF EVERYDAY LIFE 1 REMEMBER CONSTANT BUMPING AND BANGING 
SDLlNDS AND MY MUM SCRE.AMING HE SAYS THE FAMILY LIVED ON THE
Barnhill housing estate at h a ye s Middlesex dennhardts first 
ILLICIT thrill came FROM BORROWING THEIR CAR FOR JOY RIDES THEN 
IT WAS PUSHING PEP PILLS TO OTHER YOUNGSTERS THEN TAIvlNG CARS 
WHICH led EVENTUALLY TO LOCKUF’ FOR YOUNG OFFENDERS AT REDHILL 
SURREY DENNHARDT WENT ON THE RUN FROM REDHILL BUT HIS FATHER AND 
UNCLE TOOK HIM BACK AT REDHILL THEY TOOK ME INTO THIS ROOM LOCKED
THE DOOR AND THESE MASTERS LEAPT ON ME THEY PULLED MY TROUSERS
DDWI4 AND BIRCHED ME I WAS OUTRAGED THAT BEATING WAS A CHASTENING 
EXPERIENCE WHAT HURT MORE WAS THE FACT THAT THESE BASTARDS THESE 
GROWN MEN ALL GATHERED TOGETHER AND JUMPED ON ME A 15 YEAR OLD 
BOY THE STEP FROM WAYWARD YOUTH TO HARDENED CRIMINAL PROVED A 
SHORT ONE WHEN HE WAS 19 DENNHARDT TEAMED UP WITH TWO OTHER 
TPENABEFE AND A GIRL IN THE BONNIE AND CLYDE RAMPAGE AROUND HALF 
A DOZEN COUNTIES DENNHARDT MET THE TWO OTHER CLYDES CHRIS HAGUE 
and TERRY THARMS BY CHANCE HAGUE AND THAKME WHO WERE ALREADY 
robbing allnight GARAGES RECOGNISED A KINDRED SPIRIT THEIR FIRST 
RAID TOGETHER WAS A SUBPOST OFFICE THARNE AND HAGUE WENT IN • 
WEARING CARDBOARD CISCO,KID MASKS FROM WOOLWDRTHS MINUTES LATER 
.TH|Y were back in THE STOLEN GETAWAY CAR EMPTYHANDED BUT BAWLING 
WITH LAUGHTER THE POSTMASTER
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p«ge 116

Ar4E- EWUNB A CHAIR AT THEM WE CAN NOT HAVE THAT HE SAID AFTER THE
PAK) his sense of orbanibation affronted he was not fribhtened we
HAVE EOT TO BET A BUN THEY STOLE A SHOTGUN SAWED OFF THE PARREL 
and"STORMED ANOTHER RÜST OFFICE THIS TIME THEY COLLECTED BP 
POUNDS THE BANG DID MORE POST OFFICE ROBBERIES BEFORE TRYING 
THEIR FIRS-' BANf AT HANWORTH MIDDLESEX IT WAS A PUSHOVER NO 
COUNTER SCREEN NDT EVEN AUTOMATIC LOCKING TILLS THEY JUST WAVED 
THE BUN AND TODi ALL THE MONEY IN S1BH1 30VU POUNDS ENOUGH IN 
THOSE DAYS AS DENNHARDT REMEMBERS WITH GREEDY RELISH TO BUY A NEW 
»=̂ rvrT JAGLÎAR ANT? F’ETROl. FOR JO YEARS WHEN THE BANG WERE FINALLY 
COUGH» THEY ADDED TO THEIR FASTGFiOWING LEGEND BY BREA! ING OUT OF 

remand centre THEY TOOLED UP FOR MORE ROBBERIES BY 
RAMMING A GLINSMITHB WINDOW WITH THEIR CAR ONLY WHEN AWED PARENTS 
ItvlCLUDlMG DENNHARDTS FATHER WENT ON TELEVISION PLEADING WITH^ 
THEIR CHILDREN TO SURRENDER DID BRI TAINS BIGGEST MANHUNT COME TO 
An^END five years ago ROGER DENNHARDT HAD IT MADE EACH OF HIS 
r̂.ii BANK ACCOUNTS STOOD COMFORTABLY IN FOUR OR FIVE FIGURES HE 
ZIF'FFD ARO !ND LONDON IN FAST CARS THEN ONE DAY HE FOUND A GUN 
MliZZLE PRESSED TO HIS OWN WELLBARBERED HEAD HE HAD WALKED INTO A 
POt lCE TF.Ar- IN wlAlL THE MASTER CRIMINAL HAD TIME TO REFLECT ON 
HIE- FAS"̂  AND ArTER THREE YEARS HE TURNED INFORMER DENNHARDTS 
]i-̂ FiiRNA r ION P'JT DOZENS OF CROOlS IN PRISON AND RESULTED IN THE 
F‘ECC:VEF;V OF CASH AND SlÜLEtJ PRDF'ERTY WORTH HUNDF.'EDS OP THOLiSANDt- 
OppOUNDS HE applied HIMSELF TO HIS NEW ROLE WITH ALL THE VIGOUR 
AND DEDICATION HE HAD SPENT ON HIS CRIMINAL CAREER THE TASK OF 
LlNLOf I'lNF- SUil;H A MASS ÜF NAMES AND NUMBERS WAS A!DEL» BY A NEAR 
PHÜïGGPh '̂'HIC: MFMliF'Y THAT AND THE ATTENTION TC.i DETAIL WHICH SERVED 
DFNNHiiKDT SO NFLI. DURING THE YEARS OF BANDITRY HE HAD THOUGHT OF 
HI MCI.J wi th  some: JUSTIFICATION AS THE MOST HIGHLY SKILLED RDRDER 
IN ■»>!£ l.AND A 1HORLUGH PROFESSIONAL HIS PAF'TICULAR STRENGTH WAtr 
PLANNING DEALING PIITH THE INTRICACIES OF VEHICLES WEÂ ’̂ONS 
APFROACH AND ESCAF'E ROUTES THE BACKUP OPERATION THE HABITS OF 
VICTIMS DENNHARDT STOOD HIGH IN THE RANKS OF VILLAINY BEFORE HE 
WAS CO HE WAS AC»• NOW'.EDGED AS A FACE A CRIMINAL CELEE’RIT' AT HIS 
F’EAf HE ram a black AND WHITE OPEL AND A HONEYPRCWN BMW HE ALSO 
Rrit\i A MISTRESS MELISSA A PALEBKINNED BRUNETTE WITH THE BODv OF A 
C-iIRL Qp 15 WHICH SHE WAS AND THE FACE OF A WOMAN OF 20 HAD AN 
ENDEARING WAY OF DOING JUST WHAT SHE WAS TOLD NIGHT AFTER NIGHT 
AND OFTEN IN BROAD DAYLIGHT DENNHARDT WOULD CHANGE HIS SHARP SUIT 
FDR THE SINISTER RIG OF HIS TRUE CALLING AND TAKE UP THE LETHAL 
TOOLS OF HIS TRADE ON HIS LAST JOB A 3C»000 POUNDS RAID ON A 
SECllRlTY VAN HE CARRIED A PlIMPACTION SHOTGUN ONE OF THE GANGS 
GETAWAY CARS LED POLICE TO DENNHARDT HE WAS ARRESTED IN FEBRUARY 
1R~7 AND LATER RECEIVED A 13 YEARS SENTENCE THE MORNING OF THE 
ARREST IN NORTH LONDON DENNHARDT AND MELISSA HAD MADE LOVE AFTER 
patching UF a ÜÜARREL HE RECALLS 1 KEPT THINKING IT WILL BE YEARS 
NOW BEFOF.E 1 SEE HER AGAIN YEARS MATE BLOODY STINKING YEARS I 
WOULD NDT SAY ANYTHING BL»T I CRIED DENNHARDT HAD TAKEN PART IN A 
MlU.ION POUNDS SERIES OF CRIMES OVER MORE THAN A DECADE THE 
POLICE HE SAYS HAVE RECOVERED HIS SHARE OF THE LOOT GOING QE FOR 
OUEENS EVIDENCE EARNED DENNHARDT HIS FREEDOM
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PRCG-.'AMMEE: WH1 CM
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2REC
THE RARriHlD IN THE COUNTRY PUE*. NEAR THE QUAINTLY NAhED CRICKET ST
thdkab in sdnerbet talked expertly about the hit tv series that
HAE AL MCiSl PLXUKI PART OF HER COMHUNITYS LIFE SHE KNEW EVERY! H1 !vlG 
AEOUT TO THE MANOR BORN AND ITS CHARACTERS RIGHT DOWN TO THE 
PRCF-lR spellano Of AUDREY PFORDEL HAhlLlO^ THE TWEEDY LADY SD 
BEAUTIFULLY POFTr aYED BY PENELOPE KEITH BUT BOON THE SERIES PDF 
WHOM THE SOMERSET FOLK HOLD A SPECIAL AFFECTION WILL BE NO MOF.n 
DURINE FILMING AT THE WEPfEND PENELOPE REVEALED THAT THE NEW 
BFPICr THE THIRD W1L.L ALBO BE THE LAST AT THE ENI> OF THESE SEVEN

START IN NOVEMBER IT WILL BE FAREWELL TO THE 
1 Mr-O'vTT 1 SHED AUDRE Y AND F'l CH/F I- DE VERE THE 
THE MANOR PLAYED BY RETEF BOWLES AMD THE 

MiLLIOl'iS CF VIEWERS WHO REGULARLY TUNE IN Wl.NT 10 KNOW IF AUDREY 
A!C> RICHARD FINALLY GET TOGETHER IN THE LAST EPISODE THE ROMANTIC 
MVS.TEFY' AI THF MANOR THICf ENE WHEN ANOTHER WOMAN ENTERS THE I..IFE 
or F.'irHARD DE VERE SHE IS A FRENCH Bl'SINEBSWOMAN RLAYED B'*' RU.-A 
LENSi A WHO IN T f ,L EPJSODL WHICH WAS FILMED AT THE WEE'vENL' ARRIVES 
TO VISIT THE MANOR EVERYONE IS TIGHTLIRPED ABOUT THF POSSIBILITY 
0^ A ROMANTIC; ENIN NO IT IS AI..L LISTED AS TOP BECF.’ET BY THE PBC 
WKU HAVE DECIDED TC: DU A DALLAS PENELOPE WHO LOOKS MLCH MORE 
ATTRhC T.IVE in THL FI FSH HAS NO REC^RETS THAT SHE IS PLAYING AUr>REV 
FDF the {.AST TIME 1 FEL T THE SERIES HAD RUN ITS COURSE SHE TOLD 
ME ONE Of- THE RL ¿»SONS WHY I AM SUCCESSFUL IS THAT I KNOW WHEii TO 
SA\ NO WITH THt GOOD LIFE WE ALL DECIDEI» THAT IT WAS OVER AND I 
THINl IT IS: FAR BFTTEP TC* LE/iVE THE PUBLIC WANTING MORE THAî  
having them say the show IB DETERIDEATIMG PENELOPE WHO WAS 
DHL SSL r* jrj A SMARTLY Ta IlDFED COUNTRY SUIT AND GREEN WELLIES 
A.'DFT that she T»-niiOF,T IT WAS A GOOD IDEA OF BUILDINC:̂  UR BUSPEfLDE 
Fv NLO Rt vEL,L 04f : f 'Oi-i THE SERI ELS WOULD END vOU WAf^ PEOr-'LL TO BE 
WOKt-EFING WHAU IS G*01t4b T LT HAPPEN SHE SAID WHILE SHE WAS TALKING 
HL*F HOS.T.:AND DSTET* IIVE CONSTABLE RODNEY TIMPBON BAT NEARBY AS THE 
COUPLE CUDDLED HAPPILY PENELOPE AGREED THAT SHE LIKED HAVING 
FODL'Y WITH HER WHEN SHE IS WORKING WHEN YOU ARE ON LOCATION IT 
SUriiETf-U V becomes the most IMPORTANT THING IN THE WORLD SO IT IB 
Mnf v'El LOUf. TO liAVF A TOUCHSTONE AND MINE IS MY HUSBAND 
TALKED ABDL»T THE POSSIBILITY OF STAFFING A FAMILY IF A 
COMES along it WOiJLD HE LOVELY SHE SAID BUT WE ARE NOT 
DESFERATE BY THE END OF THIS SERIES PENELOPE WILL HAVE 
AUDREY FDR TEN AND A HALF HOURS BUT SHE HAS NO DESIRE

SHE ALSO 
CHILD 
SORT OF 
FLAYED 

TO APPEAR
IN A FEATUF.’E FILM VERSION OF TO THE MANOR BORN I DO NOT BELIEVE 
TH'T IT WOULD TRANSFER TO THE CINEMA I HAVE NEVER SEEN A FILM OF 
A TV SERIES WHICH WORKED SHE SAID EMPHATICALLY SHE HAS MADE A 
FILM HOWEVER PRIEST OF LOVE WHICH STARS IAN MCKELLEN AS 
DHLAWRENCE AND HERSELF AS DOROTHY BRETT THE SOCIETY GIRL WHO FELL 
passionately for him RENELOF’E DESCRIBED THE CHARACTER SHE FLAYS 
AS A CHALLENGING ROLE DOFvOTHY BRETT WAS STONE DEAF AND I FOUND IT 
TEFRJbLY DIFFICULT AT FIF.’ST TO UNDERSTAND HOW A DEAF PERSON WOUl.D 
respond to THINGS THfc PART REALLY APPEALED TO ME PENELOPE HOWEVER 
HAS NO IDEA ABDin WHICH ROLES SHE WOULD LIKE TO TACKLE NEXT SHE 
TOLD ME WHEN I FINISH THIS 1 WILL BE ABLE TO HAVE CHRISTMAS 
WITHOUT WORKING THEN I WILL TAKE A DEEP BREATH AND SEE WHAT THE 
NEXT THING IS THE THING ABOUT BEING AN ACTRESS IS NOT KNOWING 
WH<i> THE FLn UPE WIL L BRING *1 LIKE THAT BUT I DO NOT FEEL 
ARR03Ar,’TLY OR NOT THAT I HAVE TO PROVE THAT I CAN ACT SO I DO NOT

I, »

'••ti

■'V



page 117

2RECTHE HAhriAlD IN THE COUNTRY PUB NEAR THE QUAINTLY NAhED CRID.ET ST 
THnHAS IN SDNERBET TALKED EXPERTLY ABOUT THE HIT TV SERIES THAT

ALNCiSI BECJKI PART OF HER COMf-1'JNlTYB LIFE SHE KNEW EVERVIHlfvIG 
AE'.nUT TO THE MANOR BORN AND ITS CHARACTERS RIGHT DOWN TO THE 
PROi-‘tR SPELL? NO Of AUDRE Y FFORBES HAMILlOr. THE TWEEDY LADY SO 
beautifully POPTRAVED by PENELOF'E KEITH BUT SOON THE SERIES FOR 
WHOM THE SOMERSET FOLK HOLD A SPECIAL AFFECTION WILL BE fJG MORE 
DURING FILMING AT THE WEFiEND PENELOPE REVEALED THAT THE NEW 
SFRIEG THE THIRD WILL ALSO BE THE LAST AT THE END OF THEBE SEVEN

START IN NOVEMBER IT WILL BE FAREWELL TO THE 
1MPOVET ? SHED AUDRE Y ANI-- RICHAF I- DE VERE THE 
THE MANfjR PLAYED BY P E T ER  BOWLES AMD THE

WHO REGULARLY TUNE IN Wr.NT TO KI'̂ OW IF AUDREY 
OET TOGETHER IN THE LABT EPISODE THE ROK?ANTIC

PROGRAMMEB WH1CH 
AFT E ] lOrPOnO I ’U • 
WFALTHv OWNGT- O^
Ml LL I CU'iS CR V3 EWFF.E 
AND RICHARD FINALLY
MV£;TEF''.' A1 THE MANOR THICf ENB WHFI4 ANOTHER WOMAN ENTERS THE I..IFE 
OF F.’I-rHARD DE VERB SHE IS A FRENCH Bl'BINESSWOMAN RLAYEP B''̂ RU.-A 
I.FUSi A WUii IN If.I. EPJBCiDL WHICH WAS FILMED AT THE WEEivEND ARRjVEB 
TO VISIT THE MYiNDR EVEElYUNE IB TTGHTL.IFR’ED ABOUT THF POSSIBILITY 
0^ A ROMANI JC EN’UNG IT IB A1..L LISTED AS TOP SECRET BY THE BBC 
Wt-( HAVE DEClDFiD TO DU A DALLAS PENELOF'E WHO LODf’B MLtCH MORE 
ATTRACTIVE IN THE FI.ESN HAS NO REGRETS THAT SHE IS PLAYING AUDREY 
FOF THE LAST TIME 1 FELT THE EF.RIES HAD RUN ITS COURSE SHE TOLD 
ME ONE Of- THE E.R^iSONS WHY I AM SUCCESSFUL IS THAU I KNOW WHEN TO 
S< V NO WITH THt GOOD LIFE WE ALL DECIDED THAT IT WAS OVER AND I 
THINI IT IS FAR BFTTE’P TO LEY'.VE THE PUBLIC WANTING MORE THAN 
HAVING t h e m say the SHOW IB DETERIORATING PENELOPE WHO WAS 
•OPf 3GLF> JN A SMAKTT.V Ta IlDFLI.» COUNTRY SUIT AND GR'ELN WELLIEG- 
A .T?El' THAT SHL' 'U-r'(tbf.T I T WAS A GE»OD IDEA’S OF PLIILDING UP SUSPEUG^E 
Fv !40T Kt Vt-AL tUf : f 'jU THE G-'ERIELB WOULD ENL YOU WAlU PEOPLE TO BE 
WDUDEFlNGi WHAT IE. G^OUib 1C’ HAPF'EN SHE SAID WHILE SHE WAS TALKING 
HER HU5T:AND DF. TE' IIVE CONET ABLE RODNEY TIMPSON SAT NEARBY AS THE. 
COUPLE CUDDLED HAPPILY PENELOPE AGREED THAT SHE LIKED HAVING 
FODUV WITH Ht-P WHEfi SHE IS WOFMCING WHEN YOU ARE ON LOCATION IT 
SUr ¡.iEN!.. V BECOMES THE MOST IMPORTANT THING IN THE WORLD 50 
Mnf v'ET LOUf. TO NAVE A TnUCHSTONE AND MINE IE MY HUSBAND 
TALKED ABOliT THE POSSIBILITY OF STARTING A FAMILY IF A 
COMEE a l o n g it WDiJLD HE LOVELY SHE SAID BUT WE ARE NOT 
DESPERATE BY THE END OF THIS SERIES PENELOPE WILL HAVE

IT IB 
SHE ALSO 
CHILD 
SORT OF 
FLAYED

AUDREY FOR TEN AND A HALF HOURS BUT SHE HAS NO DESIRE TO APPEAR 
FEATURE FILM VERSION OF TO THE MANOR BORN 1 DO NOT BELIEVE 
IT WOULD TRANSFER TO THE CINEMA I HAVE NEVER SEEN A FILM OF 
SERIES WHICH WORKED SHE SAID EMPHATICALLY SHE HAS MADE A 
HOWEVER PRJEST OF LOVE WHICH STARS IAN MCKELLEN AS

IN A 
TH'l 
A TV 
FILMDHLAWRENCE AND HERSELF AS DOROTHY BRETT THE SOCIETY GIRL WHO FELL 
PASSIONATELY FOR HIM PENElOF’E DESCRIBED THE CHARACTER SHE PLAYS 
AS A CHALLENGING ROLE DOROTHY BRETT WAS STONE DEAF AND I FOUND IT 
TEF'PJBl.v DIFFICULT AT FIRST TO UNDERSTAND HOW A DEAF PERSON WOUl.D 
RESPOND TO THINGS THfc PART REALLY APPEALED TO ME PENELOPE HOWEVER 
HAS NO idea ABDin WHICH ROLES SHE WOULD LIKE TO TACKLE NEXT SHE 
TOLD ME WHEN I FINISH THIS 1 WILL BE ABLE TO HAVE CHRISTMAS 
WIIHOUI WORKING THEN 1 WILL TAf'̂ E A DEEP BREATH AND SEE WHAT THE 
NEXT THING IS THE THING ABOUT BEING AN ACTRESS IS NOT KNOWING 
WHA> the FLn UPE WIL L BRING *1 LIKE THAT BUT I DO NOT FEEL 
ARROZsArjTLY OR NOT THAT I HAVE TO PROVE THAT I CAN ACT SO I DO NOT
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Êt:L THAT THERE 
I IhAMNE GA3Wr-

F 3 N]RH
HIB TV 
H]H HE

ET «»rr, ] Bi.i 
EECA:»R?i he 
HCirH Tui-D 
PREtTECTB 

SiU. )>

IS ONE: PART WHICH 1 PART ICIJLARL V WANT TO PL̂ Y BUT ON TILL I AM QUITE AN OLD LAI»Y SMILED THE ETAP Cf.,i£TAF' PETER BCU'tLEB KNQi’iB Ey.ACTLY WĤ tT HIS NETTVERE AND HE
HAE SEt-n HIE

1 SHAl-L TAKE A BIT OF DF VERE WITH ME WHEN NF

UNL. li .E F'ENFì.DF'l:
Rfti EE Will. BE AFTER HE FINISHES PLAVlNS RICHARD DE 
AD'*.nil’ THE I n  IE TFC E'JCCES.S OF THIS SERIES WHICH 
C ►*‘'1: t. ? HAS HAD A ME INDEED COMINC UR A THE IDEA FOI

TREMENDOUS EFFECT ON MY CAREER THE. HE HAS BECAUSE PEIER NOW HAS THREE COMEDY SERIES HAS BEEN WRITTEN FOR A DRAMA SERIAL ABOUT A OOBBIP
(.(¡1.0'Irlo ICT RI iHANtS fV OH 10F- QF AL L THIS HE IS SOON TO STAF IN 
THE .ifv S E M ml. v'ICfc VERSA Pl.AVJNB DE VERE HAB MADE ME MOFE 
Rr“. iOF f V AWAFT-' I NAVE L ) KED TO DREB5 WELL AND NON BFCAUSE C!F 
Tti.'f S-f.CESS 1 H.R.E BFEN API. E TO BE: A BIT MORE E'.YTRA'.’APAtn AND IT 
IR ON,.̂  HECANSE OF M v RECB'NT SUCCESS THAT 1 WAS ABLE TO AF»^ORD TD 
RUv A Mi R'.nT l THFN PETEF. h ND PENELOPE NCH FOROETIINS F-:ER!IE THE 
L- ri-LE «"Eril EYì:f TCi wnp»; in FPONT OF THE rAM.ERAS EXALIl Y TO THE 
Krii.-C'*-' DORIj
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For this category I -first chose some well established children's 
books like 'Alice's Adventures in Wonderland' <L.Carrol1,1865), 
'Winnie the Pooh' <A.A.MiIne,1926) and 'Paddington Bear' 
<M.Bond, 1958) which between them cover nearly a century o-f story 
telling -for children. The next step was to make the best pos
sible use o-f this particular choise in terms o-f -finding other 
stories -for children by the same authors. The -first obvious 
choise was to use Lewis Carroll's 'The Nursery Alice'1890) which Carroll intended to be an easier version of Alice in 
Wonderland' with a target audience o-f eight to ten depending on the child's social class 'since I concider children 
o-f the lower orders to be 2 or 3 years behind the upper orders 
(F.B. Lennons Li-fe o-f Lewis Carrol 1). It would have been inter
esting too, to compare an analysis o-f these text strings for 
children with those of Mr Dodgson's text books on logic and 
mathematics, but it turns out to be very difficult to find around 
600 words in his text books which are not interrupted by formulas
or notes.
To secure variety in the more recent littérature, I have selectedfrom different books in the 'Paddington' senesj have picked R.Bach's 'Jonathan 

which deals with - for a child
four text samples <M.Bond,1958,59,60,62) Lastly 
Livingston Seagull' (R.Bach,1973), 
— rather complex human issues.
As most of these text samples are already well known, I shall not 
go into details regarding each of them, but refer the reader 
the samples themselves on the following pages.
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FCiC'-:
THE P3GI Ef LIVED IN A VERY BRAND HOUEE IN THE MIDDLE OF A
PEEO'TF.'EE A!iL the BEECHTREE WAE IN THE MIDDLE OF THE FDREET 
THt FiGlET LiVED IN 1HF MIDDLE. OF THE HDUEE NEXT TO HIE HuJBE 
A fiece of BFi'-'Xli BOARD WHICH HAD TRESPAEEERS W ON IT WHErM 
CHF'3B.rrM-’HEH FT'FIN AS* ED THE PIGLET WHAT 11 MEAN! HE SAID IT WAR 
HIE PRANDFAIHER-E. NAME AND HAD BEEN IN THE FAMILY FOR A LONG TIME 
CHRIFTDFH“.i R- i} j!»' RAID YOL' C CT.'L D NOT BE ChLI.ED TRESFASEERb W ANT’ 
PIGLET SAID YES VD,.' COUlD BECANEE HIE BRANDFATHER WAS AND IT WAS 
BHOF’.T FDR TKESRfSRFRS WILL WiTiCH WAS EHOF.T FOR 1 REBF’AESi>ERS 
WIl-LIAM AND H.S ORANL>R AT HER HAD HAD TYlT NAMES IN CASE HE LOr i ONE 

FT.-. ARTEF LINCl.E ANL> WILLIAM *! EF TRESF ASSFlf r I HA'-'L 
HDT THD N.-I-EE Ef U' CHI-TE TOî HEF POblN CAFELESSLV WELL THEPr YO"
¡aI.:E that F-POVEr' IT RA! D PIBl.ET UNF F ) H ¥  WINTEFE ITAv WHk N PI PI 1:"̂  
Ŵ '.E E'RUEHINr-. h W=AV THE BNDW It-.’ FRONT OF HIE HGlIE E HE HAF F'CNL'.D TO
LOO» N"' AND -iHfFi- UA£ F.N N'-N E T H“ POC.H F (DON WR̂  RDNiiD AND
R-JUNO IN A CT^riF: THINRINS DF SOMETH INA ELSE AND WHF M FIG: FT 
CA_!_Fr; !(' HIM Hf- TMBT WEN? ON WALtTlNB HALLO Sa U* PH-: FT WHa I ARE 
vON DoJtiG ‘ I f4S SAID POOH FIJNTINP WHAT TRACK I NS SOME T f: i NS BAID 

THF Pf iAMi VF|.. > liVST FF I Oi »Bl.\ TFa’ACf INS WHAT SAID FISLE"'
CL.iM lNS Cl.OS'LF TH/ii IS JIJE-T WHAT I AS! MYSELF 1 ABF; MVSEl^ WhA I
WHr T D3 ' ' to THD’T' VOJ NI! L A'.r.WrF 1 SFtA! !_ HiAV’E T(T WAIT 1NI IL 1
CATC Ft OF' WITH IT SiTIm WINNIE THE PODH NOW LOON. TFIEF-.B HE F’DTNTErt 
TCi THE Ĉ POONI: IN F'RONl OF HIM WHAT DO YOU EFE THERE TRACKS SAID
P ISLET PAWMARK.S 
voO IHUTI n  H. p r ( Mf t- T
thfsf: few words
f (JA A I'.ti-i.iTE 0̂  
SI il?i i tJ E 1'TR AND 
WAY WHF.T IE THE

HE GAVE A LITTLE SQUEAK OF EXCITEMENT OH PODH 
^ A A wriC’ZL.E n  MAT BE SAID POOH SOMETIMES IT 
f IE NOT VCi!.! NEVER CA*” TElL WITH PAWMARKE WITH 
HF." 1’iF.N! («N trace 1N6 AND PIC-̂ LET AFTER WATCHING 
TWO RAN A'^TFP Hlfi WINNIE THE POOH HAD COME TO 
W-S FA"!:.F IN’S CWER THE TF.'̂ C:E IN' AT PUZ2LED SOM 
MAT TER ABDED PIGl ET IT IS A VEERY FUNNY THING

SAID PFaF. BUT THERE EE EM TO BE TWO ANIMALS NOW THIS WHATE’VER ITWAS 
HAS BEEW JOir»ED BY ANOTHER WHa TEVERITIE AND THE TWO OF THEM ARE 
NC.IW FhOCE FDI F4»;-: It.' COM-ANV W'OIJI D VOL« MIND COMING WITH ME PIGIET 3 tJ 
CASE THK V TORN O JI TO BE HOSTILE ANIMhLB PIChlET SCRATCHED HIS HAF 
IN A NICE EOF I OF «»lAV AND SAID THAT HE HAD NOTHING TO DO UNTIL 
FRU>AY AND WOULD BE DEL.IC-HTED TO COME IN CASE IT REALLY WAS A 
WÜÜ2LF VOl' MLh N in Ca SE IT REA!.LY IE TWO WDOI'LES EAII» WINNIE THt.. 
PODH AND F'lGL.ET SAID THAT ANYHOW HE HAD NOTHING TO E>0 UNTIL 
FRIDAv 50 OFF THEY WEITT TÜGE THER THERE WAS A SiTAi.L SPINNEY OF 
LAF.CHTREEE JUST HERE AND IT SEEMED AS IF THE TWO W002LEE IF THAT 
IS WHAT THE‘' WFIRE HAI» BEEN GL»1 NG ROUlTD THIS SPJNNFy SO POUND THIS 
SPINNEv WENT POOH AND F’lGLET AFTER THEM F’lGLET PAEEING THE TIME 
By TET-i_iNG POOH WHAT Ft IB PFANDFATER TPESr-AESERS W HAD DONE TO 
REMOVE STIFFNESS AFTER TRACKING AND HOW HIS GRANDFATHER 
TRfcSPALEERS W HA)i SUFFERED ll4 HIS LATER VEARb FROM SHORTNESS OF 
breath and ot he r I'iATTERS of interest and po oh WONDERING WHAT A 
GPAfiliFATHEF |_]KF ANI» IF PERHAPS THIS WAS TWO BRANDKAT HEP’S
THEY WERE AFTEF. NOW AND IF SO WHETHER HE WOULD BE ALLOWED TO TAF.E 
C«Nfc HOME AM.) F.LEP IT AND WHAT CHRISTOPHER RtJBlN WOULD BAY AND 
STILL THE TRAO E WENT ON IN FRONT OF THE'M SUDDEN!.Y WINNIE THE 
POOH S tnF’F’ED

^
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-M- r.E A TAL:;_t Htl DU t UNDER A TREE IN FRONT OF THE HDJEt h ' ìL-
fiic 7.v:Ri:.h A;>PF ANH the HATTF-T; were having tea at it a Df?ORNCiU:-T.

w] i7jijr- 1..;. 1,1 1h l!% FAS"' ASi.EEF’ AND I Ht. OTHER T W'D NFi-E
Tl '.'.S A CJS'-iDDN REFT INS THEIR ELE-'DUS ON IT AND TAU ir.’G OVER ITS 

VFN' UNr;‘:'’-’i-'jF I ARI.F FDF "(HE DDOFr.DUSE: THOUGH^ Al ICE ONLY AS 
IT IS ASLKr- : Sjr-ROSF I I DDES NOT MIND ~HE TABLE WAS A LARGE ONE 
p. 11 It-!! T1 r«."St iF‘T A; I Lr''jW.»ED TDGETF^ER AT ONE COF'liEF. OF IT NO 
rUDk, r;( EOON THEr CRIED OUT WHEN THEY SAW ALICE CONING THERE IS 
PiE !'<!’■' nr hiinp SAU: ALICE I NI.'] GWAi'H L V AND SHE BAT DOWN IN A LAFGE 
Af-ACHA;:'--' OiTS ENT OF THE TABLE HAVE SOHE WINE THE MARCH HARE 
c; !, .. »',1. LI ! •lU-aAì N;>: T U-4E ALICE LDO» EJ> A!.. L FOUND THE TADLE 
7̂,r;-c .i-ir- Nn^HINS ON IT BUT TEA ] DO NOT SEE ANY WINE SHE 
f p . 1, -ihL-':-. is not ANv said the MARCH HARE THEN IT WAS NOT 
VS“'' Civl.. O'- YOU TO O'^FER IT SAID ALICE ANGRILY IT WAS NOT VERY 
Cl VI' ft" ■''Oi- TO S M  DONN WnMDUT BEING INVITED SAID THE MARCH 
h.-.i F I Ì'IÌL- N(.: 1 CNCTW IT WAS YOUR TAB;_E SAID ALICE IT IS LAID FOR A 

T M,AJ> hOKF lH*'iN THF.EE VUUR HAI Fi WANTS CUTTING SAID THE 
FiTT.r.f HF: HAD BEEN lOOVING AT ALICE FDR SOME TIME WITH GREAT 
rvi ‘(TL. I- A'.D I HIS WAS HIS F H;ST SREECH YOU SHOULD LEARN NOT TO 
R'"' F FiD'SONAL REMARKS ALICE SAID WITH SOME SEVERITY IT IS VERY 
piipc -, f-̂{: ttFFT'JSD HIB RYES VERY WIDE ON HEARING THIS BUT AI_L
HS r. iP li W'H' IS A FiAVEN LIKE A WEv'ITIN6DEBF. COME WE SHALL HAVE 
sot-.:" »-..II.: N.UL THpUGHI ALICE 1 AM GLAD THEY HAVE BEGUN ASHING 
RIDDlEs I t;L!. lEVS I CAN GUESS THAT SHE ADDED ALOUD DO YOU MEAN 
TH;. I vnu TVOi' CA'i F ? ND OUT HF Ai'ISNEF; TO IT BAH» THE M.ARCH
Hm -f f r.,r,jv c,r, son f,' ICF: them you should bay what you MEAN THE

II".' 3 Al HE" HfiSIlLv RERLIED AT LEAST AT LbASi 1
!- T̂L' T IS THE SANE THING YOU KNCU'J NOT THE BOiRC

___ "iHi- HAT IFF ivH'* YDLI MIGHT OUST AS WELL Snr TH.iT I
SEE WHA't ] EAT IB THE BARF. THING AS 1 EAT WHAT I BEE YOU MIGHT 
JUF' AS WF! 1 SAV ADDED THE MARCH HARE THAT 1 LIKE WHAT I GET IS 
THF SAME THINA AE 1 GET WHAT 1 LIKE YOU MIGHT JUST AS WELL SAY 
ADi/FD TMF: )i»GF.rpUCr WHj SEEMED TG BF TALKING IN HIS BLEEP THAT I 
K'RFh IH?' when 1 SLEEF' IS TFiE SAME THING AS I SLEEP WHEN I BREATFiE
IT iir TH: bAML T HING WITH YOU SAID THE HATTER AND HERE THE
rnwvEî iSAT 10^ pp;;r,=.pE;f, 7hE PARTY BAT SILENT FOR A MINUTE WHILE
Al Hi". I H'JU! 1 (.»V»FF All. SHE t UULD REMEMBEF ABOIH RAVENS ANI»
WF ni NODES' S WHICH WAB NOT MUCH THE HATTER WAS THE FIRST TO BREAK 
THE SILENCE WH»-iT I»A'' OE THE MONTH IS IT HE SAID TURNING TO ALICE 
HE HA\» TAKEN HJS WATCH OUT OF HIS ROCKET AND WAS LOOKING AT IT 
UNEASILY SNA' H4h IT EVERY NOW AND THEN AND HOLDING IT TO HIS EAR
‘-'LICE CONSIDERED A LITTLE AND SAID THE FOURTH TWO DAYS WRONG
BIGhPD Thi HAFTFR 1 "I OLD YOU BUTTER WOULD NOT SUIT THE WORKS HE 
added 1. mi l hr ANGRILY AT THE MARCH HARE IT WAS THE BEST BUTTER 
THE l-'iAf-CH HA- L MLt-»vLV REPLIED YES BUT SOME CRUMBS MUST HAVE GOT 
IN AS WELL THE HY.TTTR GRUMBLED YOU SHOULD NOT HAVE RUT IT IN WITH 
The BF-LapI NIIT THl ma rc h hake took THE WATCH AND LOOIIED

Mi-iR'. M l-R I.'
l>|. ' L'jA-.i I I S'-'
TH] ! Ji I; .1 1
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AL ] LTM^s ]B THE TEAP-’Af'Ty YOU SEE ALICE HAD
ArJl.̂ HA!' HOriE OR TO SEC THE MARCH HARE AND 
CHIè - Ï RFC AT HAl? Al'YIbEi» HER A'\il) SHE FÜÜNI» 
GEFAT tree with a. DCiF-.'fiO'JE-E SIT TINS 
THOrL" ThT;EE A'̂ THE lAPLE E:U i 
AlL H. CH'i'S IT >C<i' C Â l NÜ 
THE F '-'OU CAf- SEE THE

LEFT THE CHESH]RECAT 
THE HATTER AS THE 

THEM HAVING TEA UNDER 
BETWEEN THEM THERE WERE Ctl'l.Y 

THERE WERE ÜUANT3T1E5 OF TEACUPS EE 
SEE ALL THE TAE<LE YOU KNOW AND EVEN IN 
ARE NINE CUES COUNTING THE ONE Th*-"

HARE HAS GOT II; HIS HAND THAT IS THE MARCH HARE WITH THE 
L'INY e a r s  ANI; ETRAO'- IT.lr.ED UP WITH HIS HAIR THE STRAWS SHÜWEI* HE 

] T j i j NC'-! r.NOW WHY NEUER TWIST UP STRAWS AMONG ÔUF; HAIR 
FÍ T FEAf EEOF i. F rH'.-'ul! F* T E T NP YOU ARE* MAD THERE W>4S A NICE GT- SEh 

1̂  A I THL END OP THE TAEîLE THAT L OÜC.ED AS IE IT 
P'OE: A-ÏC- GV S'TE WTir: ANU £AT DDwN IN IT THEN 
TA'., t W::TH T Hr: MARL H HARE AND THE H^'TTER THE: DORMOUSE DID 
V |y)i .r '/{TO hL E IT WAÇ FAST ASlE.EP C-?E I'iERALL v AN1> 3 i CUJi \

-I'. WAS OUST 
SHE HAD O'Ji'TE

WORE IJF FOE. A M'”'!El-iT NijW AN1> THEN Ac LONG AS IT W»A£ ASlEEF-' 
AE vf-T.“ UStA LU.. TO THE ElAf;CH HARE AND THE HA*'TER PFCAUSL IT 
A NICE. F‘:*)ARI.' E-T T HLmD OUST LIE F A PIL.LCIW ED THr.''/ COULD R'.'T 

PONE (.IN I " AND ! EAN AC-KOSS IT AND ' Al F TO EACH OTHER
WONil» NOT LIKE PEOPLE TO USE YOUR HEAD FOP
If YOU wEf’iE East asleef* life the doemousf:

FFEi. I) GLi J E.'UF’ROSE YOU WOULD NOT CARE AFOOT If I 
CAVE A¡ ICC '’FRY LITTLE TO EAT AND DRINK HOWEVER 

herself TO SOME TEA AND BREADANDDUTTEF LI UCT

OUr. ■
I ! I
H. r
THF I F  F.LPOI.TE (.HT 
(•'A-'l COh-CT TAR., r voi,'
A F • I L DW WL'lU 1< r'l U < Ri U 
rC"* W,jO;.V’ NF'.T 
A'" aFFa II' T HI:
ATTpr A BIT SHE helped 
H i . .  V  !
HAD NO 
H.-'* 1 F.R 
U"1 • <1.

lO NOT f.-;<nL St F Wi-»rF E SHE GOT THE PREADAPODBUTTER AND 
F’.̂jTT: F!!K it N’THODv SEEMS Tf̂  HAVE A F’L.ATE E.KCEF'T THE 

PEL I FOE- THE Mf P̂CR HARE MUST HAHE HAD ONE AS WELL 
ÎF'T-v A:_l < T'lNR F-‘i_ACE ON THR.T W»-;S I HE RUL E AT

.. . . .. IF TFA*Hhi AND Al.JCS H-ND Tj GO INTO THE PuACE Ul 
<̂ HF round f(E Had just LIRSET the MILKJUG INTO HIS 

EOF I •LISE HIo Ri.ATF. AND THF. MILKJUC ARE HIDDEN BEHIND 
TrAf-CU THE HATTFF.' USED TO CARRY APOUT HATS TO SELL 
CNt tH.Hî HE HAS. (-:OT 01T PIS HEAi> IS MEANT TO PE 
ht
ANr 
MOT

BE CAUSE
T H I S
THE MAF.Cr-! 

PLATE BO I 
THAT LARGE 
AND EVEN THE 

SOLD YOU SEE IT
RD • ITS F’F res ON IT A TEN AND A SIX THAT MEANS TEN SHILLINGS 
SIX RE NCI: ÎaP not THAI A FUNNY WAV OF SELLING HATS AND HAS 
HE GfiT A PFAiniFLlL NECKTIE ON SUCH A LOVELY YELLOW TIE WITH

i.ARGf RED SPOTS HE HPtS vTUST GOT UF‘ TO SAY' TO ALICE YOUR HAIR 
W*;NTS CLITTING THAT WAS A RUDE THING TO SAY WAS NOT IT AND DO 
THJNF ref Ĥ .IR DDES WANT CUTTING I THINK IT IS A VERY PRETTY 
LENGTH JUST THE R1(?HT LENGTH THIS IB A LITTLE BIT OF THE 
Bt AiniRuL GARDEN 1 TOLD YOU ABOUT YOU SEE Af.lCE HAD 
LAST TO GET OUITE SMALL BD THAT SHE COULD 
r.‘!iOR 1 BUPPUSE SHE WAS AHOUT AS TALL AS A 
n s  HINDLEGS BO OF COURBE THIS WAS A VERY 
ARE VERV TINV GARDENERS Wh AI FUNNY LITTLE 
THFv MEN DO YOU THINK 1 THINK THEY MUST BE

YOU

hanagel» at
60 THROLIGH THE LITTLE 
MOUSE IF IT STDOr* ON 
TINY ROEETREE AND THESE 
MEN THEY ARE BUT ARE 
LIVE CARDS WITH JUST

\ r..p *'■ • .n !»
' '■ . *(V,». V.'• J

‘ i ( Y •/ %• '
4r^
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AL J L.TH’S ]F THE TEAî 'APTV YOU £EE ALICE HAD LEFT THE CHESH] RECAT
ArJĈ HAI' bÜ̂ •̂E OFf TD SEt THL MARCH HARE AND THE HATTER AE THE 
qhIE-I RFT..A1 HAD Alt -HbED HER A-'iD SHE Füü̂ 4r̂  THEM HAVING TEA UNDER A 
0¡::i.vr.- tF'FE NITH a DDR’HÜJE'r SIT) ING BETWEEN THEM THERE WEiRE Ctt'LY 
THÜ-L' THf;£E "! Mb lAPLE EU ( THERE WERE. DUAInITITIES OF TEACUFE SET
A' I* ONG IT VL«t( CAM NC T SEE ALL THE TAE-<LE YOU KNOW AND EVEN IN
THE F'l YOU CAfJ SEE T HEh.T: ARE NINE CUF S COUNT INS THE ONE Th!-"

hare HAE got H; HIS HAND THAT IB THE MARCH HARE WITH THE 
ini'\ EARS- AIL' ETI.AI'- IT3̂ .Ê  UP WITH HIE HAIR THE STRAWS SHOWED HE 
Ŵ  e'm mD I DU NC! I.YT'N WHY NEDER TWIST UP STRAWS AMONG voUF; HAIR 
FCT FEAf Fi'Ul i F r HOLl! F> T R 7 N) vDU AF.P IIAD THERE W-̂ S A NICE CREE!.)

CM THL END OF THE TAEÜ.E THAT LOOKED AS IF IT WAS OUST 
H-m M fur A-KD so S-iE WFfO! ANU £AT DllwN IN IT THEN SHE HAD D’JjTE
p 1(1, ■) A., t W:TH THE t*lAF;CH HAK'E AND T He. HC'TTER THE Di.*r',ND!JSE DID
I."!] '■ -ii'- MUCH '"OU ̂ :•EE IT HAE FAST ASlE.EF' GEl'i£RALl*Y AND 1 i C.<N! Y
TU- ‘ L‘.?FE LJF' FÜF, A M''NFNT NuW ANI> THEN Ac LONG AS IT WAS AcLEEF
I! vF.r,*' USE *• Ui.. TÜ I HE MAF;CH HARE AND THE HA"'TEF; RECALtSk II

A N ¡FF F‘öM! ,T.' E.f'f T T̂CAD JUST LIFE A PIL.LCIN SC' TH;-'’/ ClMJL..D L.N
F' ROUE (IN' i’ AT-'D i EAN ACR’DcE: IT AND ' hLY' TC EACH ÜTHEF' 
CCiM=Dr.TAb..Y VDU I'iD! li D NOT L IKE PEOPLE TD USE YOI.IP HEAD FOR 

iLf'M WUUf D Ml! I RUT IF vHII WS.FÍE FAST ASLEEP LIFE THE DQFMUUSF.
NfiT FFEL II SEi I E."..il-’ROBE YC.iCl WOL.IlD NOT CARL AFC">ÜT IT I 
THt.v' SAVE A1 ICC VFRY LITTLE TO EAT AND DRINK HOWEVER 

A! Tf A BTT SHE HEL.PED HERSELF TO SOME TEA AND BREADANDDUTTEF 
n.:; V I »0 riMT f'.-NTL SCF. Wi-TF.h SHE GOT THE PF;EADANDB'JTTER AND SHE 
HAL NÍ"' F'.FíTE F.'!'-'; IT fFTHOI"' SEEMC TC' HaVF A Fl.ATE E.Y.CEF'T THE 
HK'i lEF ' PEL I F T H E  Mf^RCH HA‘- A MUST HAVE HAD ONE AS WELL BECAUSE

H. r 
IHE TF 
U: t - L 
A F 
YU'* Wv.!¡.l;.V’ 
Â  -’ AFFO.TL»

U'l ;j-. K> 
I ■ ti. :

7FT-V A:_l ML"./í;í' '.'iNR F‘i_ACE ON THAT Wf-:S I HE RUL E AT THIS 
• IE ThA* Hf' i AMD Ml. ICE H<i-iD TO 60 INTü THE RuACE UI THE MAF.d  

PüuIN!> HS HAD JUST UPSET THE MILK JUG INTO HIS PLATE SO I 
EliF ilTRE HI to Hi.ATF AND THfe MILKJUG ARE HIDDEN BEHIND THAT LARGE 
TSaLCN the HATTFF; used TD CARRY ABOUT HATS TO SELL AND EVEN THE

tH,A") HE HAS. GOT DN HIS HEAL* IS MEANT TO J<T: SOLD VDU BEE 
RDM IIS-: F'F.TCS ON IT A TEN AND A SIX THAT MEANS TEN SHILLINGS 
S3 >, F'ElvirC WhS not THAT A FUNNY WAY' OF SELLING HATS AND HAS 
HE GfO A BfAUTIFUL NECKTIE ON SUCH A LOVELY YELLOW TIE WITH 

RED SFOTS: HE HAS JUST GOT UF' TO SAY TO ALICE YOUR HAIR 
CLITTING THAT WAS A RUDE THING TD BAY WAS NOT IT AND DO YOU 

THIN! OFF HAIR DOFS WANT CUTTING I THINK IT IS A VERY PRETTY 
LENGTH JUST THE R1(,W LENGTH THIS IB A LITTLE BIT OF THE
BtAMTIFul garden 1 TULD YOU ABOUT YOU SEE 
LAST TO GET OUITE SMALL BO THAT SHE COULD 
DUriR 1 BUPPDSE SHE WAS AHOUT AS TALL AS A 
ITS HINDLEGS BD OF COURSE THIS WAS A VERY 
ARE VERY TINV GARDHNERSi WHAI FUNNY LITTLE 
they men PC YOU THINK 1 THINK THEY MUST BE

ALICE HAD MANAGED AT 
GO THROUGH THE LITTLE 
MOUSE IF n  ST GDI» ON 
TINY ROEETREE AND THESE 
MEN THEY ARE BUT ARE 
LIVE CARDS WITH JUST

if

\ . 1

u.o •

* ‘ • '■'•Y .J

. * *mI

.f - J *r r i

. . * . J.T. «  • *.• n* ■ > i

f y •

-y.'-t



page 122

V

-■'ll
AL J LTHIE ]P THE TEAî 'AE Ty YOU SEE ALICE HAD LEFT THE CHESHJ RECAT
A?iL HA!' bOA'E OFf TO SEE THE MARCH HARE AND THE HATTER AS THE 
CHIE-] RFCA'l HAJf AD -UbED HER- A'nJD SHE FOUND THEM HAVING TEA UNDER A 
GFFAT tree with a DURMDUbr SITTING BETWEEN THEM THERE WERE rtULV 
THLirE THf;EE A'? T Mb TAPLfc DU i THERE WERE. C'UANIITIEB OF TEACUPE SET 
All h.-DN'G it you cam nos see ALL the TAE<LE YOU KNOW AN.D EVEN IN 
THF F .i'i VOU CAfJ SEE THEmT: ARE NINE CUFS COUNT INS THE ONE Th!-"

HART- HAF ROT U; HIS HAND THAT IS THE MARCH HARE WITH THE 
1.0*':-. EARS AU!< STRAL’: mrEr UF WITH HIS HAIR THE STRAWS SHOWED HE 
W-'T I DV NC! r.L'OW WHV NEUER TWIST UP STRAWS AMONG ÔUF; H-i'IK
FCT FEAf FEU* i. r f HOLM T* T E 7 Nf vCT* ARE MAD “̂HffRE WaS A NILE GEEEI'̂  

„.HAIR A1 T HL EfTN OF THE TAEf'-E THAT L OOKED AS IF IT WAS OUST
rriE: A-1C*- SO S'TE WFCr: AN).* SA7 DOWN IN IT THEFi SHE HAD OL’i'̂ E 

A l(M''-‘ TALt WLTH THE MARCH HARE AND THE! HF’TTER THE DORMOUSE DID 
(.'01 MoCH VO'O LlE IT l'!AE FAST AElEEE’ GE('i£F.ALLV A!*l> IT UN! V
TUr-' WORE Lll- FUF, A M‘'-MnTT NijW AND THEN AE LONG AS IT WAS ASlEEF'
I ! i.-'tS vEf . ( ! SE Î.(l. TU ! Hl fTAE;CH HARE AtviD THE H^OTEF; F'ECh L.IST. 1 T 
H.'F t N ICE F.'OM! :i,' SOF T HLmO oust  LIKE A F’1L.LC«N BC* THE'/ COULD RUT 
Tfjr;i(: E[, RitUL (.IN j '  A(TD ! EAN ACR’USE; IT AND TALE TO EACH DTHFf-'

COM-Cr iAE... 1 NO! L 1» NOT L 1K.E PEOF'LE TO UBF! VOUF: HEAD FOE
A F -ILOM WOUi D r-tii! Hi *T H V011 W£-:RF Fa RT ASLEEP LU .E THE DOF'MUUSF. 
vV* ŴiLlLV- NOT FFtL II SU J S*..iRPOSE YOU WDLIlD NOT CARL AEOUT IT I 
A/' aKFh iD THl. / CAv’E A! ICC '-’FRY LITTLE TO EAT AND DRINK HOWEVER 
A! Ttr A fcOT SHE he lp ed HSRSElF TO SOME TEA AND BREADANDDUTTEF 
Hi., 3 H.T NOT f,-unL SCF. NAFF.T: SHE GDT THE PK'EADAK'DBIJTTEE AND SHE 
HAD NO F'.ATS F I T  rKTROI’v SEEMS Tf' HAVF A PL.ATE E.XCEF'T THE 
HAT-j Eh ■ FEi.JFL’F- THE MARCH HFTRR MUST HAHE HAD ONE AS WELL PE CAUSE 
L'!M T FC* v A:_l •‘lO'/Li' '.'»NR F‘l_ACE ON THAT Wf-:S THE RLM. E AT THIE
l T F:A* <<h. 1 AUD *4!. J i/E H'.iD TO GD 3 N 1 U THE; F-’LACE Û  THE Mr.<F,L!-!
H S h F  FOviNi.? HE Had JUST UPSET THE MILKJUG INTO HIB PLATE SO I 
SOfi’OSF: Mia FT. ATE AND THF MIUCJUS ARE HIDDEN BEHIND THAT LARGE 
TEaFCO the HATTEFv LISED TO CARRY ABOUT HATS TO BELL AND EVEN THE 
CNF IHhi HE. HAL. SOT OH HIS HEAD IS MEANT TO F̂F SOLD VOU BEE IT 
Hr/' GO! ITE> F’ETEc. pii ij A TEN AND A SIX THAT MEANS TEN SHILLINGS
ANl> six he »Mr IE Was not THAT A FUNNY WAV OF SELLING HATS AND HAS
NOT HE GfO A PFAUTIFUl NECKTIE ON SUCH A LOVELY YELLOW TIE WITH 
S.AFGF RCD spots HF has just GDT UF' TO SAY TO A!.ICE YOUR HAIR 
WuNiS CIITTIWG THAT WAS A RUDE THING TO SAY WAS NOT IT AND DO YOU 
THIN» »FF HAIR: DOFS WANT CUTTING I THINK IT IS A VERY PRETTY 
LENGTH JUST THF RIGHT LENGTH THIS IB A LITTLE BIT OF THE 
BLAMTIFUL GARDEN 1 TOLD YOU ABOUT YOU SEE ALICE HAD MANAGED AT 
LAST TO GET OUITE SMALL SO THAT SHE COULD 
DOOR 1 BUPROSE SHE WAS AHOUT AS TALL AS A 
n s  HINDLEGS SO OF COUPSF THIS WAS A VERY 
ARE VERV T 1 NV GHRl >E WERS; WHA I FUNNV LITTLE 
THFV MEN DO 70U THINK I THINK THEY MUST BE

GO THROUGH THE LITTLE 
MOUSE IF IT STOOD ON 
TINY ROEETPEE AND THESE 
MEN THEY ARE BUT ARE 
LIVE CARDS WITH JUST
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■̂ADiMR AND MRS PRDWN FIRST MET PADDINGTON ON A RAILWAY PLATFORM IN
FÂ .T that was Hr. CAME 1Ü HA'TE SUCH AN UNUSUAL NAME FOF-: A REAF
FDR PADDINGTON WAG THE NAME OF THE STATION THE BROWNS WERE THERE 
TÜ MEET THEIR DAUGHTER vD.'Dv WHO WAS COMING HOME FROM SCHOOL FDR 
the holidays it was a WAf:M GUMMERT'AV AND THE STATION WAS CROWDEID 
WITH PEOPLE ON THE I F‘ WA.V TO THE SEASIDE TRAINS WERE WHISTLING 
TA>JS HÜD1 ING FWTERS RUSHING AEDlH SHOUTING AT ONE ANOTHER AND 
AlTOGETHEFi THERE VAE SO MUCH NOISE THAT MR BFrOWN WHO SAW HIM 
FIRST HAI' TO TELL HIE WIFE SEVERAL TIMES BEFORE SHE UNDERSTOOD A 
BFhP on PADl'lNC'^ON STATION M-'L BROWN LOOKED AT HER HUSBAND IN
A~?ArEr.ru;T do not bl- s u l y  henry there can not be mp brown

HIS Gl Aj-.SES Pin THERE IE HE INSISTED I D3ETINCTLV SAN IT 
Q ir r. FiSHIfi? THOS'E MAILBAGS IT WAS WEARING A FUl'JNv FIND Cn
HAT WITHOUT WAITING FOP A REPLY HE CAUGHT HOLD OF HIS WIPES ARM 
AF'D KLI5HET HS'F THROUGH THE CROWD ROUND A TRULLEV LAE»EN WITH 
CHOCDi A'̂F. AND CUF-'S OF T FA F AST A BOOL.STALL AND THROUGH A G.-T IN A 
ÎI. E D>-' SUITCASES TOWAF'DS THE LOST PROPERTY OFFICE THERE VOL< ARE 
HE ANNltllNCF.D TF 11JNF-Ha!vIT I r F'OINTING TOWARDS A DARE CORNER 1 ''Di.D 
\UK BO MRS BROWN FOL.L.ÜWEr> THE DIRECTION OF HIS ARM AND DlfTL> MADE 
ni.n A SMt.LL Fi'F.Rv Otf.TECi IN THE SHADCf̂ 'S IT SFrEITED TO BE SITTING 
ÜH SC'MF I INI' O*̂ EUI U ASE ANFi AF‘’OUND ITS NEC> THERE WAS A LAEEI. 
WITH SOME wv-'IT 1NG C'N It T Hr. FNITC-ASE WAS OLD AND BATTERED' ON THF 
SIDE I M  I ARGE I ETTERS WEFF. THF WOF.’DS WANTED ON VOYAGE MRS BF DNN
Cl I.ITCHED 
WL RI 0 
2; f!:;EK( D A 
FY,THr-F DIF-T 
A I’.' ■'Ill r! .! Di 
l a r g e  F:D0NG 
£>RECTn.i 0̂  ̂
RE'/EAL I NG TWO 
VOICE ER GOOD

AT HR I HUBHAND 
I'f A” TER ALL IT 

'• UNUSUAL
AN! I 

: AS hf"‘

why henrv she 
IS H I‘Ear she 
I..3 or 

IT WAS WE2ARING
FROWN

EXCLAIMED I BELIEVE YOU
F’EERe:d at it more llcsely 

:ir PEAR n  was brown in c o l o u'. a
A MOST ODD LOCH ING HAT WITH 
FROM BENEATH THE ERIN Tl'rOiD SAID

EYES ETAF'ETi BACA AT HEP SEEING THAT SOMETH INC WAS 
n  THE BEhR stood UF' and POLITELY RAISED ITS HAT 
BLACK EARS GOOD AFTERNOON IT SAID IN A SMALL CLEAR 
AFTERNOON REPLIED MR BROWN DOUBTFULLY THERE WAS A

MOMENT OF BILE'NCE THE PEAR LOOf ED AT THEM IN0UIRIN6LV CAN I HELP 
VO-U MR BKUWN LOO».ED RATHER EMBARRASED WELL NO ER AS A MATTER OF 
FACT WE WERE WONDERING IF WE COULD HELP YOU MRS BROWN BENT DOWN 
'̂ OU ARE A VERY SMALL BEAF; SHE SAID THE BEAR PUFFED OUT ITS CHEST 
I AM A VER/ f.ARE SORT OF BEAR HE REPLIED IMPORTANTLY THERE ARE 
NOT MANY OF US LEFT WHERE I COME FROM AND WHERE IS THAT ASKED MRS 
BROWN THE BEAR LOOI^ED ROUND CARREFULLY BEFORE REPLYING DARKEST 
PEF.’Ll I AM NOT REALLY SU'=‘POSED TO BE HERE AT ALL I AM A STOWAWAY A 
STOWAWAY MR BROWN LOWERED HIS WOICE AND LOOKED ANXIOUBI.Y OVER HIS 
SHOULDER HE Ai.M( ibT E>'F’ECTED TO SEE A POLICEMAN STANDING BEHIND 
him WITH A NOTEBOOK AND PENCIL TAKING EVERYTHING DOWN YES SAID 
THE HEAR J EMIGRATED YOU KNOW A BAD EXPRESSION CAME INTO ITS EVES 
I UE'ED TO LIVE WITH MY AUNT LL>CY IN PEF.U BUT SHE HAD TO GO INTO A 
HOME FOR RE” IF Eli BEAF S VOLI DO NOT MEAN TO SAY YOU HAVE COME AI.L 
THF i'»AV FROM SOUTH AMERICA BY YOURSELF EXCLAIMED MRS BROWN THE 
BFAL NODFiCD AU»n LUCY ALWAYS SAID SHE WANTED ME TO EMIGRATE WHEN 
1 Wh£, OLD ENOUGH THAT IB WHY SHE TAUGHT ME TO SPEAK ENGLISH BUT 
WHATEVER DID YOU DO FOR FOOD ASKED MR BROWN YOU MUST BE STAR\*ING 
BENDING DOWN THE BEAR UNLOCKED THE SUITCASE WITH A SMALL KEY 
WHICH l.T Al.bC» HAD .ROUND ITS NECK AND BROUGHT OUT AN ALMOST EMPTY 
GLAS.S JAF- J ate marmalade HE SAID RATHER PROUDLY BEARS LIKE 
marmalade and I LIVED IN A LIFEBOAT BUT WHAT ARE YOL! GOING TO DO
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hiDrJ B' ll PRD̂'ir'i vnil CAN NÜ7 JUET BIT ON PADCIN-37DN E7m TIGN 
WAllli-iC FOR S0NETHIN6 TÜ HAPPEN OH I SHALL BE ALL R1GH7 I EXPECT 
7 HE PENT DOWN TO DO UP ITS CASE AC A IN AE HE DID BO NRE PPra'rJ
C.̂ LK— It H O! JhPBE ÜE THE WRIT INC ON THE LAPEL IT SAID ElMPl.v 
PLEASE LOE": AFTER THIS PE.AP THANK YDl.’ SHE TURNED APPEAL IriOLV TO 
H|Tt HOEI-'AN). Ol-i HF.KLV WHA7 EHAI.L WF ]>J WE CAN WOT JUST LEAVE HIM 
HEFE THERE IS NO KNOWim: WHA“̂ MIGHT HAPPEN TO HIM LÜNDCUi iE SUCH 
A E.Ib r'ALL W^’EN VO!' HAVE NOWHERE TO GO CAN NO! HE COME ANR ST A'/ 
WITH (.!:■ FOR A FEW DAVE MR PE'OWN HESITATED BUT MAPY DEAR WE CAN 
N: T 7Ai r HiM NOT JUST LI» ;E THAT AFTER ALL AFTER Al.L WHAT MFE:- 
PPOW'IB VniCr HAn A FIRM NOTE TO IT SHE I 001 ED DOWN AT THE DEAR HE

WOU! K E:F FU'-H COMF’f-iN / FOR JONAT H/i! J /'.NO 
EOF A LITTLE: WHILE THEY WOULD NEVER 
YOU HAD LEFT HIM HERE IT ALL SEEMS HIGHlV 
DDUE;T-ULLY I AM SURE THERL IS A LAW ABOUT

HE ASLED 
IF YOU

IS RAH-ir-r. 
TUI)'- EVEN 
F(.'-"VTE Ui 
IRREb' !!
T ! Hf I 
TH/;| ]'■

bi'jLE I ANI: Ht
IF :t is only
ÌF they KNFW 

SAJ1« HF DROWN
"NT liO'-'N WUU! I) VON I IKE TO COME AND BTAV WITH US 
HS ADDED HASTILY NOT WISHING TO OFFEND THE BEAR

: NMRN'.’S L. BE F'l.HNNEl» THE BEAR JUMPED AND HIS
wr.v- rxr.iTEMnru o o u h v^b f-leabe i shctuld like
Y’F NUl'HLRh TO GO AND EVFRvDNF SEEMS IN SUCH A 
.ETlLn- THEN SAID MR‘F BROWN BEFORE HER HUSBAND 
r:.N! -ou CAN HA'.'E. MAi^MALADE FOR BREAIIFa BT

HAT NEARLY FELL 
THAT VEF> MUCH 
HURRY WELL THAT 
COULD CHANGE 
EVERY MORNING

,I !7 FHi Ti lE -.- Ĥ jRD TO TH J NI 
L 1 I F E Vt- F MO. <N I Nî  T HE BE »0 
n- Ê r S 1 ONL Y H.TD n  ON 

r y f F I .r V r 1 !•] nr-.F * F n  
K tii'* Tf (Mf'F F‘Ol’*
*- L" V 1 E 0 t ) «• b.L i ir 1O*'.! I f iiiH 
•M : V-: Mf; C: I FL*r. I N»

OF SOMETHING ELBE THAT BEAF'B MIGHT 
R LOOKED AS IF IT COULD HAFDLY BELIEVE 
BF'ECIAL OCCASIONS AT HOME MARMALADE IE 
PEF.'N THEN YOU BHAl.l. HA.VF IT EVFT '
CONTINUED MRE PROI/'N AND HONEv ON SUNDAY 
OL’FK THE. BEARS E ALE WILL. IT COE T VL.RV 
VE NN'I VER̂ ' MUrn MONEY

ij

• i

■i

. 'I
V- .•'̂0

I • •• .■

* ; ? ■» s I
o'

• ET

' i I
u t

•• ’j.'i



page 125

r--. r r
Tf-IE- 'Ml' WAS FINISHED AT LABT AND EVERYONE 1NCLUDTNC-
PAnANSTON ARPEED THAT HE WA5 A VERY LUCKY PEAR TO MOVE INTO EUCH 
A NTf.E NOT ONLY WAS THE PAINTWDRf A GLEAM INP WHITE SÜ THAT
HE CD'*lD ALMOST BEE HIS FACE IN IT PUT THE WALLS WERE GAILY
FAlfred and he even had new furniture of his own as well in for a
FFO'jNr il. i-’OH; A RfJUfTD MR BROWN HAD SAID AND HE HAD BOUGHT 
FADDINSTDN a brand new bed with BPECIAL SHORT LEGE A SPRING 
MmVtrESR and a LURBOARL. for HIS ODDS AND ENDS THERE WERE SEVERAL 

f IFCFS of FURNTTU^-’F AND MRS BROWN HAD BEEN EXTRAVAGANT ANT? 
F-.Mr-NT A THICK PILE CAR'^FT FOR THF FLOOR PADDINGTON WAS VERY 
pr.j_..M 0̂  HIS CARPET AND HE HAD CAREFU;.LY SPREAD SOME OLD

OVER THE F'ARTE WHEEZE HE WALKED SO THAT HIS PAWS WOUL D 
r n  DIRTY MRS BIRDS CONTE;I BUT I ON HAI» BEEN SOME BRIT-HT NE W 

nif-'-.'jK'R !=0R THE WlNITiWS WHICH PADDINGTON LIKED VERY MUCH IN TACT 
Tf̂r first NlGHf HE SPENT IN HIE NEW ROOM HE COULD NOT MA: F UR HIS 
MIND Wh-:thEP to HAVE THEM DF:HWN TOGETHER SC THAT HE CDULT ADMIRF 
THf-M UR I.-EET AT AFT SO THAT HE COULD BEE THE VIEW HE GOT CUT DP 
pr *: EE.*E'TA' TfMFS A''iD EVE NT LIAi-LV DECJl)ED TO HAVE C»NE DFY»W!̂  H.NTi 
7̂ :- niMLT LEFT FACE 50 THAT HE COULD HAVE THE BEST DP BD'̂ H WORLDE- 

c, HI iJG S ! RANGE CAUGHT HIS EYE PADDINGTON MADE A F'GIMT OP
TORCH BY THE SIDE D̂' HIS BED IN' CASE THEFE PR-»E AN 
DURING ■» P-E NIGHT AND IT WAS WHILE L!F WAS FLAS'PING IT GN 
ADMIRE THT DRhWN CURTAIN THa T HE NOTICED IT EACH TIME

¡'H- :' 
i-1 EF-TNT-;
[ r-.*;
H*'i! • i.lFT

G
T Ü

Hr: FI Arr-HED THE TUFTH THERE WAS 
r-.».¡r nil I SI DE HE E'GT UP IN
THE j.jPF^TlON OF 
S 1 >-.!4 ti "• Wi I F-'H'jRT 
D-r Fi' i r  NEAT- V 
Hr' • * SIGNAL IT 
GL aF-S F‘R! >D I fvil-T Ul'4 
STAVED THERE FLTF̂
CC.f D «JiC BEF ANYTHING AT 
TIRvni.Y B'-l! n HE DREW BOTH

AN answering FLTCEER Or LIGHT PHDM 
BED RUBBING HIS EYES ANl7 STA»PFr> T̂! 

THF WINDf'.W Hr DFCIDED TO TR', A MÔ 'E COM'̂  LI CAT E D 
RASHES FOLLOWED BY SEVERAL LONG ONES WHEN HE 
FFLI 01 n or- BED WITH SURPRISr. FOP EACH TIME HF 
WAS. F.EPEATED IN Ê TACTl Y THE SArTE Wv'.Y THROUGH THE 
JUMPED OUT OF BED AI4D RUSHED TO THE W1MDÜW HE 
A LONG WHILE PEERING OUT AT THE GARDEN BUT HE 

ALL HAVING MADE SURE THE WINDOW WAS 
CL»RTAINB AND HUF.’RIED BACK TO BED

I
U' LINE. 
IAS ALl

TH!‘ ILOTHES OVER HIS HLAli A I ITTLE FARTHER THAN USUAL IT 
VERY MYSTEFlL'tUB AND PADDINGTON DID NOT BELIEVE IN TAKING

AI C.HANCRS IT WAS MR BROWN AT BREAErpAST THE NEXT MORNING WHO 
G''‘T HIM HIS FIRST CLUE SOMEONE HAS STOLEN MY PRIZE MAF.ROW HE 
Ai-i JOUNCUrD CK'O&SI.V THEY MUST HAVE GOT IN DURING THE NIGHT FOR SOME 
WEEKS PAST MR BROWN HAD BEEN CAREFULLY NURSING A HUGE MAFs’RDW 
WHICH HE INTENDED TO ENTER FOR A VEGETABLE SHOW HE WATERED IT 
M'Ri'JNF AND EVENING AND MEASURED IT EVERY NIGHT BEFORE GOING TO 
BED MRE BFOWL* EXCHANGED A BL ANCE WITH MRS BIRD NEVER MIND HENRY 
DEh:: chE said you have GOT EEVERAL OTHERS ALMOST AS GOOD I DO 
MlWi- GR’.'MBl ED MR BROWN AND THE OTHERS WILL NEVER BE AS GOOD NOT 
IN time for THF SHOW PERHAPS IT WAS ONE OF THE OTHER COMPETITORS 
DAD SAID JONATHAN PERHAPS THEY DID NOT WANT YOU TO WIN IT WAS A 
JOLLY GDC?D MARF DW THAT IS QUITE POSSIBLE SAID MR BROWN LOOL.ING 
ML'PE PL.FABED AT THE THOUGH! I HAVE A GOOD MIND TO OFFER A SMAl L 
reward MF*S F«1F:D HASTILY POUF’EI' OUT SOME MORE TEA BOTH SHE AND MFrE 
BRDUiij APBEARED ANXIOUS TO CHANGE THE SUBJECT BUT PADDINGTON 
PRILLED UP HIS EARS AT THE MENTION OF A REWARD
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PAnPINGlDN SAT LF IN SEP LATE THAT NIGHT WRITING HIS MEMDRIEB HE 
HAD A large LEhTHEF' PDl.lND ECRA'-'' POOl- GIVEN TD HIM FY MR GRLtE "R IN 
WHICH HE KEPT A RECDF;D OF ALL H)5 ADVENTtIREE TOGETHER WITH AN-' 
INTERESTING FICTJF.ES AND HE CAREFUL LV FASTED IN THE RECEIPT FOR 

TENPENEE WHICH THE AUCTIDNEEP HAD GIVE^4 HIM WHEN HE DID 
EVENTUA..LY FALL ASi.EEP I ̂  WAS ONL v TO DREAM HE WAS AT THE AUCTION 
SALE again he was Ŝ ’aNINITG IN THE MIDDLE OF THE AUCTION POOfiS 
W.-./IWS HIS PAWS AND FIDDINB FOR EVERYTHING THAT WAE OFFERED FDR 
A.’4 E THE PILE OF t h i n g s  HE HAD HOUGH! G<DT fc'lGGER AN!' F3GGER AS
tkE'' were placed Abound him until he could hardi.v see out several
or THÊ f̂ ARGtR ITthS mIEF'P SI 1C* IfiG IN HIS BIDE WHEN HE WO*'E HE WAb 
VEF-' RELIEVE!- TO FIND HE WAr- STILL IN HIS OWN ROOM AND THAT THE 

ING OF 1HS AUCT ] ONEEPS HAMMER WAS FEA! t Y ONt v SHMCnNh 
INOrf ING AT HIS DOnP AS HE SAT UP IN FED RURDING HIS EYES 
r-ADDINGTO!v Al S3 FOUND TO HIS SUPPRISF T HAT THE MAPMAl ADL DISH W.„- 
Jli FED WITH HIM AND HE HAD IN FACT FFFN LYING ON IT F’AI-Dl *TC • ON 
E^CLATMEL> MRS BROWN AS E!-*E ENTERED CARF’YING THE BREA! P’̂ ŜT ThinB;:." 
WAAT on FAPIH IB THE- MATTER I LF.PT HFA'̂ 'ING A LOT OF FANCYING AND 
SHOUTING COMING FROM YOUF: ROOM IN THE NIGHT I EXPECT IT WA'-S THE 
ND3S- OF THE FURNITURE MF:S FROWN EXPLAIivlED EADL J NL-"'I-J H'jSTII 
D̂ Alvir-'G THE SHEETS UF’ ROUND *-i3C EARS BO T E-EAT SHE WOULD 
THf MAFT.ALADE STAJN? THE FURN3 TORE EXCLAIMED MRS BRTJWJ-i 
THE TF;A> DOWN ON T*iC FED WHAT F’URNITL*RE THE FURNITL*F̂ E 
MV DREAM

I V

o:

1 ■ 
LE'

SA1 D
! m a:..c h e a''
xuucf u vuj -r'
I h T -  CO 

TilE A

s>.1D BECAUSE ITKC * * •*. ,

E •» AT ■ ING 21 DMAthan IAND
f;iĵ WC.'ULD NO! M3 'TD %■ ..♦ . u •
wc12ILD LIKE TD C.OME tV •
HI*41-: 1 SHOULD LIKE TD

I ••

D MUCH1 RATHER STAY AT ■ . * i**. ; •• •>
MRS 

THE SAL

NOT BEE 
AC S-'E PUT 
I FOUGHT IN

PA.D.OHJr-^ON FATIENTLY MRS FROWN SIGHED SOMETIMES SHE 
TATi or what PADL'INGt j ON was t a l c i n g  AFO!.n 

: rr.T.'.- FAST 3*-I FCD SHE
OUT THIS MORNING WE AR 
!U wr ! NOUGHT PERHAP'G V 

ON vriUR OW'! UNLESS ERIE ADDEO YDl*
SAID PAiDDI NE.TGN HASTILY I DO NOT T 
DENTIST THANK YOU VERY MUCH I WO'JL.

A FTP BOX AF.PJVED FROM MR GRUBER CONT INUEl*
T IS the CARFENTRY TOOLE VDLI BOUGf-IT IN
HAD THEM PUT IN THE SHED THAN*. YOU MRS BROWN

SHE WOULD SOON GO AS IT WAS GETTING VERY 
an d THE MARMALADE DISH WFiB STICKING

*IN THE DODFiWAY WE SHALL NOT BE ANY 
ARE SUF’E YOU WILL F-»E ALL RIGHT 1 

SOMETHING TO DO SAID PADDINGTON VAGUELY MRS 
BROWN Hf* ST TAT ED BEFORE SHUTTING THE DOOR SHE
ASK paddinejTon a few m o r e oliestiows he had a
EVES WHICH SHE DID NOT I. IÎ F THE LOOK OF AT ALL. BUT SHF WA^
ALREADY I.ATE FOR THE AP-POINTMENT AND THE CONVERSATION WITH 
PADr]NGTOr4 PART ICULARI.V IN THE EARLY MORNING
complicated when MRS BIRD HEARD ALL ABOUT PADDINGTON^ BTRANoE 
BEHAVIOUR SHE HURF1 ED UFSTAIRS TO SEE WHAT WAS GOING ON PUT E> 
arrived back; a pew m o m e n t s LATEP WITH THE NEWS THAT HE 
SITTING UP IN BED EATING HIS BREAKFAST AN’> READING A CATALOGUE OH 
WELL SAID MRS BROWN LOOKING MOST RELIEVED HE CAN NOT COME TO MUCH 
HARM DOING THAT IN RECENT WEEKS PADDINGTON HAE» BEGUN TO COLLECT 
CATAi.DGL*ES AND WHENEVER'HE SAW AN INTERESTING ONE ADVERTISED IN 
THE NEWSF’APERS HE USUALLY‘SENT AWAY FOR IT

CUJt.D MU 
2 C
F'TF’- prjp 
,31 P
r;L* 1 u:-
TKO Ori !IU 
GD ~C THE 
HUME HERE 1 S 
RF'UMM T THIN! I 
vrCTEPDAV I HAVF 
SPID PADDINGTON HOFING 
HU! UNDFP THF BKANiFTB 
FIDE AGAIN MRS BF:OWL4 PAUSED 
LONGER THAN WE CAN HELF’ YOU 
expect I SHALL PINT

IN HIS

WOULD HAVF2 LIKED TO 
FAR AWAY LOOK IN HIS

WAS LIABLE TO BECOME
SHE
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PIRD PALIEED FOR A MUMEril AND SraJFFEL- THE AIR AS SHE Ar,!» MKE 
Cu;- T'JF’'JEr; THE CD̂ .̂ FF' IMTD »̂ ilNDEDR GAF.T..'EN5 CA’̂i YOU BAE! !. 

crif»i-"I H1!-v BHi. ABi t:L' tF.'D'/ir« ST Or F'EI.) B'.' HER SIDE NE;W Ti lAT t;
PTPr; MFhrriONED IT THERE WAS A /̂ERY RFFULTAF ODOUR CODING FRUU 
RC'UEu!H“RE NcAt- HAUT» IT WAS NDl EXACTl.N' UNPl. EASANT BUT n  WAS
RATHER EWEFl AWD SICKL^' AND IT SEEMED TO BE MADE OP OF A NOMt<ER 
OF TH2IF-S SHL COU—I' NLT C'lllTE PLACE F'ERHAF’S THERE HA.z BEFIT A 
BriN‘=̂ IRF SOMEWHERE SHE REMAR) ;ED BD THEY PICKED UP THEIR SHOPPING 
A'̂ O Cni I ALOf'«C THE' F’DAD WHAT EVER IT IB SAID HF.F BIFT' DAF.KLY
;T SFFMS TO BE GETTING WDRSF IN FACT SHE ADDED AS THEY 
■UUnfFR BE V' IS hOt.-H TOO CTdr̂ t: TO HOME FOR MV L3l:.TNb 1 
r.HF EX CL AI ME.
G“ T HF H(j! 'bL
!-ruw*t ae she.

NE'
) NEW IT

AE THEY MAl<E THEIR WA'. ALONG THE DRIVE AT THE SIDE 
T-JST I (»01 AT Mv LTTCHEN WINDOWS OH DEAR SAID MRS 
FOLLOWED The DIRECTION OF MRS BIRDS GAZE WHAT ON

t:bT;TH rue t h a t  bcar rf:fn of to now looping at mrs birds kitchen
K‘Tr̂¡rr.W:- IT SEEMED JUST A3 IF" IN SOME STRANGE WAV SOMEONE HAD 
r.H.4N(-.Fi. TH^H FUF- FF.'DSTF.r- Gl.ASS WHILE THEY HAD BEEN OUT WORSE 
Si ILL NUT ONuV DID THE. GLAE:-. HAVE A FF.DSTED APF EhRa NCE BUT THIIRE 
NERF BLVERh! TINV F-'I''FK‘S OF fi Ra T HER NAET Y LOOP.; :]NG BROWi .i LlCUJD 
TF I Cl i 1 US DOWN THFF, AS WELLl AFJD FROM A BMAL! F'AFTl '' O'̂ -EN WINDOW 
/■jj T^r Ir.'LPF CAMF A SIC*̂ 1̂’Y CLPOD OF EETAPjNG ST FAN WHILE MF.F
FjFT; F>;AM:.Nr- N TR.F Qin CTr-F OF F<EF I ITCHFN WIND(.«NE MRS E F OWN 
H’''=•!.] FEI» Rl.*üND 7ü THFJ BAL T; OF THF HOUSFl I DO HOPE PYVjDINGTUN IS

EXCLAIMED WHEN SHE RETURNED 1 CAN NOT GET IN
ri N0L.1!. IT SFrui:. to be stuck hum said mf.e. b ’F'.o 
uA.r,o.-.L- ! rr.i' ! if f this f f '̂jn the nuT'̂ iDf; hf a v f!'.

NHr • WE S.HAl I- F IfTD WHE)i WF GET jtvlDOORS NORMA! I. Y 1 HF 
t ;i (Kij.. L p );! I Nj <F.(.*R GAF'l'Ef!F> WP'RE KEr‘T £̂ '̂0'!̂  1. EE SL >' Cl. E-jN
A I HALF OF S'D Bt.lT EVEN MRS BIRD BHGF.IT TO 1. (»01

pt'ERFD IN VAIN FOP A GAP IN THE MIST THROUGH WHlCri 
w hAI was going on HAD SHE BUT KNOWN THE CHANCES OF

A ... f I Gf-IT SHE 
1|- ;LM'( :! ■’ I Hu B 
'■  1*''| V TF THT
r ni -r 11400 
l-uwn:.ic- A! 
WllH NF '.»r f- 
WORRIEÍ'' AS 
BHF CDU! DBEE I NS ANYTHING AT All. THROUGH THE HAZE WERE MORE UNLIKELY THAN 
SHF iM.-.f-.-Nr-). FU‘- ON THF OTHER SIDE OF THE GLASS EVEN PADDINGTON 

HAl’II'JG :ü admit to HIMSF_LF THAT THINGS WERE GETTING A BIT OUT 
01- HANi* IN F AI T AS HE GROFET» HIS WAY ACROSS THE KITCHEN IN THE 
DIRECTION OF T H E  STOVE WHERE SEVERAL LARGE SAUCEFANS ETDOE>
BUBS. INC- AO'.-; GIVING FGRTFl Cl OUDS OR STEAM HE DECIDED HE DID NOT 
much I.h  e THE LOOK OF THE FEW THINGS HE COULD BEE CLIMBING UP ON 
A F 3T0HFN CHAIR HE LIFTED THE LID OFF ONE OF THE SAUCEPANS AND 
R’ELPEr» HCiREFULL V INSIDE AS HF POKED AT THE CONTENTS WITH ONE OF 
Mi'r BIRDS T AFLEBFCiONS THE MIXTURE WAS MUCH ST IFF ER THAN HE HAP
Expected and it was ab much as he could manage to push the spoon
IN I.E-» A! ONE STIR- WITH IT PADDINGTONC WHISPERS BEGAN TO DROOP IN 
the steam as he W0R;I:ED the SPOON BACK AND FORTH BUT IT WAS NOT 
until he TRIED TO TAlUi M  OUT IN ORDER TO TEST THE RESULT OF HIS 
LABDURB that a really wo rr ie d EXPRESSION CAME OVER HIS FACE FOR 
TO HIS SUF;PR1SF HOWEVER MUCH HE PULLED AND TUGGED IT WOULD NOT 
even budge THE MORE HE STRUGGLED THE HOTTER THE SPOON BECAME AND 
A: ILF. n.iMî UT OR T I'iO HF GAVE IT UP AS A HAD JOB AND HURRIEDlV 
l.r.T GO 0̂  ̂ THF HANDLE AS HE CLIMBED DOWN OFF THE CHAIR IN ORDER TO 
CCtUSU! 1 A LAFGF MAGA/IFTE WHICH WAS LYING OPEN ON THE FI_OOF.’ MAFCJNG 
in-FEt WAS NOT AT AL! THE EAS^ THIF'IG THE AR'TICLE IN THE MAGAZINE 
MAIU IT OUT TO BE

V -.1:'-I• '•.V• '• ’I
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L-UL LIT U'AE MDRNINC- ANt» THE NEW SUN SPARKLED BOLD ACROSS THE RIPFLEP 
OF A BENTLF SEA A h U E  FROh SHORE A FIEHINB POAT CH'JHHED THE

r, ■

WATEÎ  Al'; THE WDF « EOF PREAt^FASl FLOCK FLASHED THROUBH THE AIR 
THPUSANIi SEhBUlLS C-AHE TO DODGE AND FIGHl F L'ROFF ALONEPUT WA'T .1 A C ROWM OF AF:T£; of food n  WhS another pusv dav beginning

OUT pv HIHSr.i.F EE^'OND BOAT AND SHORE JONATHAN LIVINGSTON SEAGULL 
WAS FRh L TU. 3NG A HUNDkEIi FLEl IN THE SKiY HE LOWERED HIS WEPPED 
FEET LIFTED HIS PEA! AND STRAINED TO HOLD A PAINFUL HARD TWISTING 
CURVE IHROUGI-t HIS WINGS THE CURVE MEANT THAT HE WOULD Ft V SLGWl. V 
*‘r, Mriut HE EL OWED Ul'r: 11. THE WIND WAS A WHISF'ER IN HIS FACE UNTILA FILRCE 

OF
SEAGULLS AS

The ocean tETuUl' Stll.L PfNEATH HIl'i HE NARROWED HIS EYES IN 
CUNCE'C. R - ION HELD HIS PREA1H FORCED ONE SINGLE MORE INCH 
CURVE THEN HIS FEATHERS RUFFLED HE STALLED AND FELL 
YOU KNU.-J NtV-R FAl.TEF. NE.VFR SIAI.L TO STALL IN THE AIR IS FOR THEM 
DISG'vACE AND J1 IS DISHONOUR PUT JONATHAN LIVINGSTON 5EAGULL 
UNH-HA-'iii' S i RE'TTHI i'lr-i Hi S WINGS AGAIN IN THAT TREMBLING HAF:D CURVE 
BLOWiNi::. SLOWING AND STALLING ONCE MORE WAS NO ORDINARY BIRD MOST 
GUI 1-S NO NUT PGTHEF. TU LEAH!>i MOF.E THAN THE S3 MF LEST FACTS OF 

HOW ID GET FROM SHLTRE TO FOOD AND BACK AGAIN FOR MUST 
IT IS l'i(jT Fl-VING ‘I HA 1 MATTERS BUT EATING FOR THIS GULL 

though it Wi'.S N*DT E/UING THAT MATTERED PUT FLIGHT MORE THAN 
Al;rlHJNL LT. SS JOfM* “iHA,N <. IV j NhETON &EAGll_L LOVED TO FLY THIS 1.1 ND

FL IGH" 
GUL L S

INi
IH OT HE R

OF 
Wj
W-'j l E DA'^S 
Hi D j D n o t

< HE FOUND IS NOT THE WAV TO MAKE ONES SELF POF'ULAR 
PtTRifS EVfcN HIS PARENTS WERE DISMAYED AS JONATHAN SPENT 
ALOi-ir MAI.; INS HUNDREDS LDWLEVEL GLIDES E > F ERIMENT 1NG 

t-Hlv r'‘tF; INF-TAI-'CE V'lJT WhF U HL' FLF.N AT . i 1 T 1 LIKES
le;.ee Tuan
f Ef 1 EE.m;N

h a l f  h i s
, LM t I H I C ;

ALH 11J-.

WINGSPAN AP.OVF THE WATER HE COULD STAY 
£ Ft rORT HIS GLIDES ENDED NO' F. IT H ’.HE 
.‘0 THE SEA PUT WITH A LONG FLAT WAf :F AS 

rUiiCHED THE SUF.FM.E with his feet TIGHTLY STT^EAMLINED AGAINST 
prjr, wh en HF. began SLIDING IN TO FEET UP LANDINGS ON THE BEACH 
then FAriNu THE IFUGTH C'F HIS SLIDE IN THE SAND HIS PARENTS 
L»F» •' MUCH DIEH< VET. INDFhD WH r JON WFh HIF MOTHER ASKED WHY 
BO haft IU K,- ultsL THC rest (.«F THE FLOCK JON WHY CAN NOT YOU 
LÊ VE* l o w F lying to THE PEL I CANE THE ALBATROSS WHY DO 
JUN iOLi AF.’F. PONE AND FEATHERS I DO NOT MIND BEING 
f £A''HLR= MI.IN I JUST WAF'T TO KNOW WHAT I CAN DO IN

IS ALL 1 JUST WANT TO KNOW 
UNKINDLY WINTER IB NOT FAR 
FISH WILL BE SWIMMING DEEP
HOW TO GET IT THIS FLYING BUSINESS IS ALL 

VEFv WELL BUT YOU CAN NOT EAT A GLIDE YOU KNOW DO NOT YOU FORGET 
that the reason you fly is TO EAT JONATHAN NODDED OBEDIENTLY 
THE NEYT FEW DAYS HF TRIED TO BLmAVE LIKE THfc OTHER 
REALLY TRIED SCREECHING AND FIGHTING WITH THE FLOCK 
FIEF.S AND FISHING BOATS DIVING ON SCRAPS OF FISH AND BREAD BUT HE 
COULD NOT MAI.E IT WOR». IT IS ALL SO POINTLESS HE THOUGHT 
DKLIBERATEI.Y DPOPFING A HARDWUN ANCHOVY TO A HUNGRY OLD GULL
Chasing him i co ul d pe spending all this time learning to fly
THEFF- IS so MtJCH TO LEARN IT WAS NOT LONG BEFORE JONATHAN GULL 
WAS DFP HIKSEl.F AGAIN FAR OUT AT SEA HUNGRY HAPPV LEARNING THE
SUBJECT

WHAT I CAtJ NUT THAT 
SAID HIS FATHE»-’ NOT 
FEW AND THF SURFACE 
then SrUDY FOOD AND

IN THE
U:.UA1.
HE

HIS
WERE 
IS IT

NOT YDL» EAT 
BONE AND 
THE AIR AND 

SEE HERE. JONATHAN 
AWAY BOATS WILL BE 
IF YOU MUST STUDY

FOR
GULLS HE 
AROUND THE

*
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Do not let the lack of grammatical signat periods, commas and so 
forth upset you. At the moment I only want to explain to you the 
basics of INFOR and will leave the trickier bits out for a while. 
First problems first, and the first must be that of continuity.
The continuity of a text string is of course limited the 
fact that a text string, even one constituted by a whole book, 
must begin and end somewhere. This sounds trivially true, but as 
we shall soon see, this is in fact going to cause us some pro
blems Let us however proceed according to the raw concept of
v«abil.ry .nd iill in .n information array 1« P»*«
i^ll r.pr«ent. a word in the text «tring. If there are may, 64 
word, in the text .tring, the array lA will have 64 place, to be 
filled. If a word is ’new’ in the text, its place in the array lA 
will be set to ’1’- If the word is a repeat, its place in the
array will be set to ’O ’.
The first word in the text string is of course a ’new’ word. The 
first place in the information array lA is therefore set to 1, 
which we will express like thisi

lACns«l9
The program INFOR now stores this first word in i;;*® *
memory and proceeds to the next word. “UPON».word, examines the memory store and since it does not find UPON 
in the memory, the word is a new word and accordingly INFOR sets 
ihe ..«nd ¿lace to 1 in array lA. IAC23.-1. «. can .xpr.s.
whether the word, read .o far were new or repeat, in thi. wayi

. • «1

XACli23i*l,l«
INFOR now stores »UPON» in the computer’s memory and proceeds to 
the third word. Any word will be stored in the computer sencountered. By repeating the processes *teted 

find the first 6 words of the text string to be 
.t 6 places of IA equal to I and store the j^rds

memory. When INFOR encounters the 7th wordit will find, that this word is a repeat and will 
IAC73 to O. Array lA now looks like this

time it is 
INFOR will 
et the fir!

first 
above, 
new, 
in the
the memory, 
accordingly set

IACli73i«l, If If If
After all th. word, of t.xt .tring (S.l) hav.we have an array which, if we rwiove th. comma, between th. ones 
and the zeros, will look like this.

IACli643««11111101111111011111111im<^ll^^
1 1 1 1 0 1 0 1 1 1 1 1 1 0 1 1 0 1  loiooioiiinoi I <5.2)

Array IA i. now an ordered account of
or repeat, during the reading by INFOR o !, .
vocabulary at any point of theby counting the number, of M'., In <5.2) th«r. are SI 1 . 
the vocabulary of text string <5.1) is 51.
In this way any text string can be reduced to an 
and zeros, and what I am interested in is
'particular structure in this array of --Hina ofnew words merely arriving at random during the r
text string <5.D?

t t •• 4 .
•/. ; 41
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It is clear. even -from a »hört array like <5.2) and without any 
•further analysi»» that the zeros in this array become more and 
more «frequent as the reading goes on. All samples o-f normal 
natural text analysed in this way yield the same 
words become less, and repeated words more frequent 
ing continues. This has already answered my question as to the 
randomness of the elements in <5.1). The obvious question 
now be* By which rate do new words become less, 
words more frequent?

resulti new 
as the read-

and
must 

repeated

Number of words
in I-mode

i • M

Length of 
text' string

Figure 5.3. Vocabulary plotted against length of text string.

• X through 
word' situa- 

After a

If we plot number of new words against length of text string in a 
co-ordinate system, we get a graphic representation of the voca-
bulary 
event 
number 
number 
<1 , 1 ), 
tion only
few words, rarely mor
selves, and as we read along tn« »vr«nv» 
falls steadily. The graph representingreflect this mixture of slowly increasing number ^

and fast increasing numbers of repeats and its 'steepness 
decline every time a repeat was encountered. Figure 5.3 
such a typical graph. A graph of this shape can be repre- 
by an equation of the form

would
words
would
shows
sented

at any given point of the text string. In the unlikely 
of all the words in the string being different ie. the 
of new words at any point of the string equaling the 
of read words, we get a straight line F<x) ■
<2,2), <3,3) etc. This 'every word is a new
exists at the start of a natural text string.than 30, the words begin to repeat them- 

the string, the ratio of new words 
a natural text string,of new

F<x) - A * X to the B power (5.4)
where the factor A and power B depend on individual properties of 
the text string being analysed, and therefore vary from text 
string to text string.
As it is not immediately obvious why I have chosen the curve F<x) 
■ A * X to the B power as an expression of the relationwip 
between vocabulary and length of text string I shall explain wha 
my reasons are.
In the initial stage of my research, after I had realised that 
the relationship between vocabulary and length of text string ia 
NOT one of linearity, I made a number of attempts to plot this 
relationship in different kinds of coordinate .systems to see 1 
it would plot as a straight line in any of them. I eventually 
found out, that this would be the case only in a double logarith-

■i]
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mic coordinate cyetem, i.e. a system where both axes are loga
rithm! c •
In a normal equidistant coordinate system the equation -for a 
straight line is the well known

y * Bx ♦ A
where B is the gradient of the line and A is the intersection 
with the y-axis. In a double logarithmic system, the expression 
of a straight line is corresponding!y

ln<y) * Btln<x) ln<A)
where B as before is the gradient of the line and A is the 
intersection with the ln<y) axis. If we 'take the logarithm on 
both sides' we get the expression

or
A « X in the B power 
> A > X in the B power

{ i
'■ I \

rr'̂'

which is the equation 5.4.
The fact, that the relationship between vocabulary and length of 
text string for any text is NOT one of linearity <in an equidi
stant coordinate system) , but one of exponential decay, has 
considerable bearing on the 'type token ratio' mentioned in 
chapter 2 (page IB), since, if the relationship between vocabula
ry and length of a text string was one df linearity, the 'type 
token ratio' would make some sense. However, as the relationship 
is one of exponential decay, 'type token ratio' is a fiction, a 
bogus which should never have found its way into communication
analysi s.
When we know that in the original double logarithmic coordinate 
system, A is the y-intercept and B is the gradient of the 
straight line, it is quite easy to apprehend the relationship 
between A and B. The text strings analysed in this paper gave 
value« for the gradient B between ♦0.64 to ♦0.91, and values for 
the y-intercept A of between 0.6B and 2.96.

St UlMJ

«.i.t e«.«

Figure 5.6. Braphic expression of equation 5.4 
for different values of A and B
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To visualise how 
di-f-ferent values o-f 
have been plotted in 
values o-f A and B <-fig 
next to each graph.

the slope and shape of the graph depends on 
A and B in equation <5.4), a number of graphs 

the same coordinate system with different 
5.6). The values of A and B are stated

The curve fitting algorithm explained in next chapter has been 
developed to find the intercept A and gradient B from « 
text sample. This analysis has been carried out on all the
childrens text strings and on a number of the text strings 
written by adults. As an example, a print-out from this curve 
fitting algorithm is enclosed here <fig. 5.7). I shall explain 
the contents of this print-out, which happens to be an analysis 
of an article from the Daily Record, an article with an amasingly
high vocabulary.
In this print-out the vocabulary is given after each interval of 
50 words. The size of vocabulary given at each interval consti
tutes a point on the graph, and after 10 intervals we have 10 
points of a graph. The size of the interval is fixed by the
operator, and depends on the length of the text «tring to be 
analysed. In all cases I have fixed the intervalnumber of points have been around 10. For very short text
strings, like some of the childrens strings in this 
has meant an interval of only 5 words between each point. The
sire of the interval in itself is not so important as long as we 
get around 10 points spread over the entire string.

■ • ' ‘ I

>Ml

BiDRECl.TXTi
AT MORD NR 
AT WORD NR 
AT WORD NR 
AT WORD NR 
AT WORD NR 
AT WORD NR 
AT WORD NR 
AT WORD NR 
AT WORD NR 
AT WORD NR 
AT WORD NR 
AT WORD NF
GEOMETRIC REGRESSION ANALYSIS!
Fix) - 1.60110e0 # X TO THE 8.26290e-l POWER
COEFFICIENT OF DETERMINATION <R-SQUARED) • 0.9993 
COEFFICIENT OF CORRELATION ■ 0.9996 
STANDARD ERROR OF ESTIMATE ■ 0.0179

Fig.5.7. Example of print-out from graph fitting algorithm

50 VOCABULARY1 41
100 VOCABULARY! 72
150 VOCABULARY1 101
200 VOCABULARY! 130
250 VOCABULARY! 148
300 VOCABULARY! 174
350 VOCABULARY! 200
400 VOCABULARY! 226
450 VOCABULARY! 249
500 VOCABULARY! 274
550 VOCABULARY! 297
600 VOCABULARY! 324

■x.'i

l |

Th. curv. Tittlng .Igorithm «tll th.n on th. b.sl. point, calculât, th. y-int.rc.pt A and th. gradient B in 
•quation <S.4> and thi» r..ult i. giv«i in th. ilr.t lin. of th. 
’g.om.tric r.gr...ion analy.i.', tog.th«- with th. clo.«ins of 
iit'i' th. corr.lation co.Tficim»t and th. «tandard ®
•atiaat.. A. th. corr.lation co.TTici.nt oT thi» . x ^ l .  «ho , 
th. cloMn... oT Tit i. vary high <high«p than ♦ 0.999). Thi» 1»

.•■'r.r
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not « particular <featurc of this print-out. 
th» appendix to thi« chapter show the same 
and thus demonstrate, that equation 5.4 
ful représentâtion of the relationship 
length of text string.

All the print-out* in 
high closeness of fit 

in all cases is a faith- 
between vocabulary and

To give 
tations

i of the differences between such graphic represen- 
vocabulary in specific text strings, I have plot-

UIH)
Figure 5.8. The relationship between vocabulary and length of

text strings for 6 text strings written by children.
ted 6 graphs from childrens text strings in figure 5.8. These 
graphs have been plotted on the basis of the print—outs from the 
curve fitting algorithm mentioned above. They have been picked so 
as to give a fair representation of the data, from the smallest 
to the steepest gradient. For reasons of clarity only the latter 
part of the graphs of C70, Cl14, C130 and C141 has been plotted.
The same relationship between vocabulary and length of 
but representing adult text strings — is presented in the follow 
ing graph (Figure 5.9). The texts can all be found in full in 
chapter 4 and are (from top to bottom of the graph) Daily Recor 
1, Bertrand Russell 4, The Guardian, 'Winnie the Pooh', Russell 
3, 'Alice in Wonderland', 'The Nursery Alice'. It is ^
to see, that Daily Record 1 is high above Russell's The Prin
ciples of Mathematics' and that 'The Nursery Alice', which Lewis 
Carrol wrote as an easy "Alice in Wonderland" comes out only 
marginally lower than the work it was supposed to replace for 
younger children.
If you go through the trouble of reading the above mention^ text 
samples in chapter 4, and look at the graphs in figure 5.9, you 
will again find, that there is no obvious link between a high 
vocabulary of a text string and its litterary quality. This may 
come as a surprise to some and as a confirmation to belong to the latter group, so my next step shall be to further 
demonstrate how little weight can be given to the size of vocabu
lary as a measure of litterary quality.
To assess whether there is a simple and direct relatiwship 
between age, competence, style and vocabulary, I arranged a 
text samples in descending order of vocabulary. However, as

•■t .* 1II
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Ui«]

¡MU

utmj
Figure 5.9* The relationship between vocabulary and length o*f 

text strings for 7 text strings written by adultSi

V0C<50) ac 44.00 34 C77 V0C(50) * 37.00
V0C<50) s 43.00 35 OLGA V0C<50) = 36.00
V0C<50) sr 42.00 36 C91 V0C(50) XX 36.00
V0C(50) K 42.00 37 CB3 V0C<50) — 36.00
V0C(50) K 42.00 38 C67 V0C<50) * 36.00
V0C(50) a 42.00 39 FRAN^XNA V0C<50) * 36.00
VOC <50) a 42.00 40 Cl 03 V0C(50) 36.00
V0C<50) a 41. C»0 41 C74 V0C<50) = 36.00
V0C<50) a 41.00 42 C141 V0C(50) » 36.00
V0C(50) a 41.00 43 C90 V0C<50) s 36.00
V0C(50) = 41.00 44 C63 VDC<50) MS 35.00
V0C(50) a 41.00 45 C65 V0C<50) S 35.00
V0C(50> a 41.00 46 Cl 02 V0C<50) ZT 35.00
V0C(50) a 41.00 47 RUSS4 VOC t50) S 35.00
V0C(50) a 40.00 48 C75 V0C<50) = 34.00
V0C<50) a 40.00 49 C70 V0C<50) * 34.00
V0C<50) a 40.00 50 C81 V0C(50) * 34.00
V0C<50) a 39.00 51 C62 V0C<50) * 34.00
V0C<50) a 39.00 52 C95 V0C<50) * 34.00
V0C<50) a 39.00 53 GUARD V0C<50) XX 34.00
V0C<50) a 39.00 54 Cl 30 V0C<50) * 33.00
V0C<50) a 3S.OO 55 C92 V0C<50) 33.00
V0C<50) a 3S.00 56 CBO V0C<50) * 33.00
V0C<50) a 3B.OO 57 C71 V0C<50) * 32.00
V0C<50) a 38.00 58 C66 V0C(50) * 32.00
V0C<50) a 3B.00 59 C73 V0C<50) * 32.00
V0C<50) a 38.00 60 ClOl V0C(50) * 32.00
V0C<50) a 38.00 61 BRUNER V0C<50) * 31.00
V0C<50) a 37.00 62 C61 V0C<50) * 31.00
V0C<50) a 37.00 63 C93 V0C<50) • 30.00
V0C<50) a 37.00 64 C94 V0C(50) » 29.00
V0C<50) a 37.00 65 C82 V0C<50) » 29.00
V0C<50) a 37.00 66 POOH V0C<50) * 26.00
lOi Vocabulary (per 50 words) arranged

MAIL
PAD3
C76
HERALD
RUBS5
RAD2
Cl 40
Cl 00
C114
C64
PAD!
DRECl
DREC2
PAD4
RUSSI
Cl 04
C113
C72
C78
RUSSI
Clio
CB5
LABOV
CB4
cm
ALICEL 
C112

I SEAGULL 
C79

• ALICES 
C96

i RUSS3 
; CHOMSKY 

Table 5.

demonstrated above, the relationship between the vocabulary and 
length 0“f text string is non-linear. Therefore, the numerical 
values of vocabulary for two or more text strings are not compa
rable unless the text strings are of equal length. Bo, if we want

' -il

I
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MA IL 
DREC2 
Cl 14
herald
PAD4
RUSS5
Cl 00
SEAGULL
DRECl
RAD2
RADI
LABOV
RUES2
OLGA
RUSG3c mCl 04 
RUSS 1 
ALICEP 
PAD3 
GUARD 
CB3 
CB4 
C96
ALICEL 
C92 
C85 

! C72 
C95

DRECl
MAIL
OLGA
LAPDO
RUSS2
SEAGULL
RUSS4
RUSB5
HERALD
DREC2
PADl
PAD2
RUSBl
GUARD

VOC( 
VOC < 
VDC( 
VOC< 
VOC< 
VOC( 
VOC< 
VOC< 
VOC < 
VOC ( 
VÜC< 
VDC< 
VOC <
voc<
VDC( 
VOC ( 
VOC ( 
VOC( 
VOC ( 
VOC( 
VOC( 
VOC(
voc<
voc<
voc<
voc<
VOC(
VOC(
VOC<

Table

100) *
100 ) « 
100) = 
100) *
100 ) » 
100) =

100 > =
100 ) *  
100) = 
100 )  -  
10*0 ) =  
100 ) *
] oo ) —
1 C>0 ) »■ 
100 ) =  
100 ) *= 
1 00 ) * 
100 ) =  
1 00 > -  

100 ) =  
1 00 ) = 
100 ) -  1 c»o ) = 
100 ) *  
100> =  
100 ) *= 
lOO) » 
100 ) *  
100 ) =
5. lOt

VÜC < BOO) 
VOC(500) 
VOC(500) 
VOC(500) 
VOC(500) 
VOC(500) 
VOC(500) 
VOC(500) 
VOC(500) 
VOC(500) 
VOC(500) 
VOC(500) 
VOC(500) 
VOC(500)

Table

75.00
74.00
73.00 
73. 00
73.00
72.00
72.00
72.00
72.00
70.00 
70. 00
69.00
69.00
69.00
69.00
69.00
66. 00
66.00
67.00
67.00
67.00
66.00 
66. 00 
66.00
65.00
65.00
64.00
63.00
63.00 

Vocabulary 
descending

30 Cl40
31 C113
32 CHOMSKY
33 CBO
34 RUBB4
35 C74
36 Clio
37 C90
38 C77
39 C79
40 Cl12
41 Cl01
42 FRANKENA
43 C91
44 Cl03
45 C93
46 C141
47 CBl 
4B Cl30
49 Cl02
50 CB2
51 C94
52 C62
53 C70
54 BRUNER
55 C71
56 POOH 

C73ij/

VOC(100) 
VOC(100) 
VOC(100) 
VOC(100) 
VOC(100) 
VOC(100) 
VOC(100) 
VOC(100) 
VOC(100) 
VOC(100) 
VOC(100) 
VOC(100) 
VOC(100) 
VOC(100) 
VOC(100) 
VOC(100) 
VOC(100) 
VOC(100) 
VOC(100) 
VOC(100) 
VOC(100) 
VOC(100) 
VOC(100) 
VOC(100) 
VOC(100) 
VOC(100) 
VOC(100) 
VOC(100)

(per 100 
order o-f

Morde) in 
magnitude.

63.00 
62. 00
62.00 
62.00 
62.00 
61.00 
61.00 
61.00 
61.00 
61.00 
60.00 
60.00 
60.00 
60.00 
60.00
59.00
57.00
57.00
56.00
56.00
54.00
53.00
53.00
51.00
50.00
50.00
50.00 
47.00

■■'■vi.

= 274.OO
« 273.00
= 269.00
= 269.00
= 261.00 
e 252.00 
*= 250.00
= 249.00
s 246.00 
* 246.00
= 241.00
« 239.00
= 236.00
«• 236.00
5.111 Vocabulary (per 500 Mords)

to compare numerical values o4 vocabulary, it is essential that 
Me compare vocabulary ^or tent strings o*f the same length 
Mords or 100 Mords or Mhatever length is suitable, as 
vocabulary is given for strings of equal length. Accordingly en 
I have given in table 5.10 to 5.12 the vocabulary 
text strings, 1 have stated at Mhich length of string the vocabu
lary Mas measured. In table 5.10 to table 5.12 the vocabulary is 
given for text strings of length 50, 100 and 500 respectively, 
many of the childrens text strings mere too short to J"
the vocabulary per 100 and all but 5 Mere too short to figure in

? • jt

15 PAD4 VOC(500) * 235.00
16 BRUNER VOC(500) 232.00
17 PAD3 VOC(500) * 228.00 « .! •. 1 1 1 •. ■’ M
IB FRANl;ENA VOC(500) 219.00
19 C95 VOC(500) S 217.00 . , .* i ':•=
20 CHOMSKY VOC(500) tK 216.00 1 ' j
21 RUSS3 VOC(500) ts 211.00 » f • •. i‘ '‘''i
22 ALICEL VOC(500) * 196.00
23 ALICES VOC(500) m 194.00
24 C141 VOC(500) * 192.00 -1' • ’ ' 7‘25 POOH VOC(500) * 188.00
26 CB5 VOC(500) * 186.00 .» •* % n.f27 Cl 30 VOC(500) * 172.00
26 Cl 40 VOC(500) * 164.00

’ I"«
i .»'¡h
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the vocabulary per SOO Mords, tables 5.10 to 5.12 become progres
sively shorter as more and more text samples 'drop out'.
The hypothesis, that the -four categoriesi newspapers, scientists, 
childrens books and children are drawn -from di-f-ferent populations 
with regard to the numerical vocabulary, was tested with the 
Kruskal —Wal 1 is one-way analysis o-f variance of the vocabulary 
per 50, 100 and 500 words respectively.
Tables 5.13 to 5.15 are schematic representations of the level of 
significance when any one category was tested against all other 
categories. An "ns" stands for “not significant" and means, that 
the ZV. significance level was not reached. When the hypothesis, 
that any two categories are drawn from different populations, is 
confirmed on a significance level better than 5%, the signifi
cance level is stated where the horizontal line from one category 
crosses the vertical line from another category. Thus, the hypo
thesis that newspapers constitute a different category from chil
dren, judged on their vocabulary per 50 words <table 5.13b), xs 
confirmed on a 3% significance level.

 ̂ • •„ •

Tabi

mean s.d.
' 'V

children 35.8 3.5
ï i iscientists 37.2 3.2

papers 40.4 3.B
ch.books 38.0 5e 1
5.13a Mean vocabulary per 50 words.

• , •/ S- ̂
. V' • !•' ' i l•  - I ' ■! r . J

children scientists
children
scientists
papers
ch.books
Table 5.13b

' ‘ • ' ■ ■ • f t :

. -.Ti 
;  ;:4

papers ch.books • 'M  I*'*’, f
1 • - « i

3% 4% ' J . ‘•* * ; .  1
.‘ ii•. • i ' ■. -I à •ns ns

— ns

Significance of Kruskal-Wal1 is test of difference 
between categories in vocabulary per 50 words.
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mean s.d
children 60.6 6.0
scienti sts 64.6 6.8
papers 72.2 3.1
ch.books 66.8 6. 8

Table 5.14a Mean vocabulary per 100 *<»ord«i

children scientists papers ch.books

children 
sci enti sts 
papers 
ch.books
Table 5.14b

n>

Significance of Kruskal-Wal1i* test of difference 
between categories in vocabulary per 100 words.

' •.•■ü ■

mean s.d.
children 173.4 36.9
scientists 238.3 20.5
papers 255.4 17.1
ch.books 227.1 27.9

Figure 5.15a Mean vocabulary per 500 words.

children
scientists
papers
ch.books
Table 5.15b

children

Blgnlficnc. of Kru«k.l-*I.U1. t..tb.twMfi c.t.gori.. In voc.bul.ry pwr 500 word».

• • .v -

papers ch.books ’ '; K/'
•V- k.

1% 2%
ns ns
— ns

" ■ 'Ú #
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From table 5.13b it would appear, that the vocabulary of chil
dren mea«^ured over 50 words, is not significantly different from 
that of scientists, but is significantly different from that of 
newspapers and - interestingly enough 
books.

- from that of childrens

Table 5.14b shows that as the length of text string goes up from 
50 to 100, newspapers show significant differences from the other 
categories, and the difference beti4een childrens text strings on 
the one hand and childrens books and newpapers on the other, 
become more pronounced.
In text strings of 500 words, there is significant difference 
between childrens vocabulary and that of all other categories, 

is clear too, that none of the other categories vary 
significantly from each other in this respect.
It is clear too, 
whatever the length

that newspapers have the highest vocabulary 
of text string.

The values for the categories of children in tables 5.13 to 5.15 
were based on the 5 string. CB5, C95, C130, C140 and C141 which
,̂ ere all longer than 500 words.
To assess more fully the dependence between the four parametersi 
vocabulary, intercept A, gradient B and age of writer, the corre
lation between these parameters was calculated over 100 words for 
25 childrens text strings and - for comparative reasons - for 
all adult text strings. This length of text string - 100 words 
is somewhat arbitrary. It was chosen as a compromise between, on 
the one hand, the wish to accommodate as many of the younger 
writers as possible, on the other, the wish to preserve ^ough of 
the adult strings to retain the subject matter. Table 5.16a gives 
the correlation coefficients and table 5.16b gives the statisti
cal significance of these coefficients.

•f • . .»

. I

f. .1

r't

VOCABULARY AGE * 1 .-• . “■ ■ *1 } . • • 1w ‘a '.1
-0.59826 -0.02029 ■ '■ -1 

• 'if4-0.eil54 ♦0.21889
♦0.38888 • I ̂1f .... V

• ■ I I M ..i
Table 5.16a Coefficients of correlation between A, B, 

vocabulary and age over 100 words from 25 
text strings written by children aged 6 to 
14 years.

A B VOCABULARY AGE ■'1 # * *• 4
$

A 0.1% 0.2% ns • ̂ V.. , 1

• V *
• . f... a.-6 0.1% ns

VOCAB. • - 5%• •
Table 5.16b

•

Coefficients of table 5.16a translated into
■ .4V.statistical significance for N ■ 25. I
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The highly aignificant reciprocal relationship between intercept 
A and gradient B seen in table 5.16b we already knew about. The 
relationship between A and B on the one hand and the vocabulary 
on the other we too did know about« and as expected the parameter 
B being the exponent, would contribute more to the relationship 
with the vocabulary (significant on the 0.1% level) than will the 
intercept A (significant on a 0.2% level). Hore surprising is the 
level of significance between age and vocabulary. This level of 
5% has only just been reached and only because it would be rea
sonable to apply the less stringent demands of a one-tailed test 
since we would expect a direct relationship. If the two tailed 
test had been applied, as the case has been with the other values 
of table 5.16a, the relationship between age and vocabulary would 
have been significant on a 10% level only i.e. not significant.
In table 5.16b we can see too, that A or B on their own are not 
significantly dependent on the age of the children. The Kruskal- 
Wallis test gave that there was little difference (difference 
confirmed on a 50% level) between A and age of child, and B and 
age of child respectively.
Me touched earlier in this chapter on the possibility that the 
parameters A and B were somehow related to the amount of 
ture in the text string. However, we have not quite settled what 
we mean by ’structure'. Is it the kind of structure which a child 
develops as he becomes aware of the operational rules 
grammar or is it a kind of structure we develop later 
learn to manipulate whole segments of text strings in 
achieve a special effect?
On the basis of the 25 childrens text strings of 100 wo 
the 22 adults’ text strings equally of 100 words each, categories! younger children, older children, scientists, news
papers and childrens books were tested against each other 
the Kruskal-Wallis test for difference with regard to A, B and 
vocabulary. The results of these analyses are presented 
following three pages, for intercept A, expon 
bulary respectively.

tent B and
on the 

the voca-

we call ■ . ̂
when we , •.' < ,T1 ]order to • '* ,

ds. and
all the - * ' •» ‘ * • * 4- •

* i'»J
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INTERCEPT A MEASURED OVER 100 WORDSi

mean s.d.
1.49 0.55
1.65 0.30
1.55 0.34
1.20 0.19
1.35 0.21

younger children 
older children 
scientists 
papers 
ch.books
Table 5.17a A <mean) o-f di-f-ferent categories.

#
The difference between the younger children and the older chil
dren as measured with the Kruskal-Wal 1 is test did not confirm 
that there was any significant difference between the two catego
ries (significance level - 50V.). In spite of this, I have wanted 
to keep the two categories separate in the following analysis to 
judge how each category is faring when compared to each of the
adult categories.

chiIdren-Y 
chi 1dren-D 
sci enti sts 
papers 
chbooks

chiIdren 
younger older 

0.5
scientisti

0.05
1.24

papers
3.69
5.38
3.75

chbooks
1.70
5.01
1.56
1.05

Table 5.17b Kruskal-Wallis test of difference between 
categogories in values of intercept A.

■' •'4 .*w..

* V V' • l|
:f4

V* •r • <1

chiIdren—Y 
chiIdren—O 
scientists 
papers 
chbooks

children 
younger older 

—  ns

Table 5.17c Significance of test in table 5.17b.

It i 
the older

somewhat surprising to find inchildren show greater difference to anyto thW* WVI WtlAAWl wi • ----categories than do the younger children, to the 
’older children’ are significantly different from
’childrens books’, whereas none younger

adultof th
significantly different from any of th 
higher value of intercept A in the strings of 
means that these strings initially has a higher vocabulary 
the other categories, but that the high vocabulary 
tained througout the string. This could 
drens deliberate 
behaviour and - in doing.

tables 5.17b and 5.17c thatof the adult 
extent, that 
’papers’ and 
children are 

categories. A 
older children

has a i s not sus- 
well reflect older chil-

’flaunting’ of recently acquired language 
vocabulary terms - exhausting themselves in so

. 'N't I
.a \

• V ' ' :• ' ♦.I•• T

• V-* . ,1

'.j

• 1



page 14,  ì

gradient B measured o v e r 100 WORDS*
mean s. d

young children 0.78 0.06
old children 0.80 0.06
scientists 0.81 0.06
papers 0.90 0.05
chbooks 0.85 0.06

Table 5.18a B (mean) of different categoric

-■v'i 1

I t •

Aqain the Kruskal-Wal1ie test for difference shows that there is 
no significant difference between the values of B for the 
younger and older children. Again - and for the same reasons as 
above - the two categories shall be kept separate in the follow
ing analysis of difference between categories (Tables 5.18b and
5.18c).

chiIdren-Y 
chi 1dren-0 
scientists 
papers 
chbooks

chiIdren 
younger older 

0.30

Table 5.18b Kruskal-Wal1 is

scientists papers chbooks
1.07 9.64 8.39
0.51 5.91 4.67 • * • ’f 1 * '4.84 1.56 ' ■ ' V' ■ -f;,

4.82

test of difference between t;’'"
1 values of exponent B. »■ •

chiIdren-Y 
children-0 
scienti sts 
papers 
chbooks

children 
younger older 

—  ns
scientists

ns
ns

Table 5.18c Significance of test in table 5.18b.

* • ... • 1

Tables 5.18b and 5.18c show that with regard to 
the difference between younger children and all 
is geater than between older children and any of the a u 
gories. This seems intuitively right if we are talking about 
parameters which represent developmental features. I «»y ,all be, that B - but not A - is a mesure of some kind of develop 
ssntal linguistic feature. It is interesting to ***. ,. ^ _  
5.180, that not only are younger and older children 
ly different from childrens books, but from newspapers ’Scientists are not significantly different from neither younge 
nor older children.

.. •

K '*. I.*-' il

:i
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VOCABULARY MEASURED OVER 100 WORDSi

younger children 
older children 
scienti sts 
papers 
ch.books

mean s.d
57.3 6.2
63.1 6.0
64.6 6.8
72.2 3. 1
66.8 7.2

iv;. V. Ì* X ft
"i. p

\ ■ \

•Ï: 1 »•'« . i

Table 5.19a Vocabulary (mean) o-f di-f-ferent categories.
»• i '

When 'younger children' was tested against 'older children' with 
the Kruskal-Wal 1 is test -for difference with regard to vocabulary, 
the difference was — as above ~ not significant. However, instead 
of a significance level of 50% as the case was with the A and B 
values, the significance level with regard to vocabulary for 
younger versus older children is nearer 7%.

chi 1dren-y 
chi 1dren-o 
scientists 
papers 
chbooks

children 
younger older

3.24
scientists papers chbooks

5.04
0.56

10.28
6.43
5.21

Table 5.19b Kruskal-Wallis test of difference 
vocabulary between categories.

in

chi 1dren-y 
chi 1dren-o 
scientists 
papers 
chbooks

children 
younger older

—  ns
scientists papers chbooks .  ̂̂ d*y ' H 

* • ' 11%
ns
ns
ns ‘’r- -

■ V/rt *
)b. . .Table 5.19c Significance of test in table 5.19b.

The above analysis of difference of vocabulary between the va
rious categories gives a very similar picture to s 
analysis of gradient B on the preceding page. This is 
prising considering the high correlation between B an .in table 5.16. In both cases, the difference between ^be ^ariws 
categories is greater for the younger children than f ^  the olde 
children, and it seems reasonable to suggest, that B as well as 
vocabulary are directly related to some kind of developmental 
feature. The question isi which, since, as we have seen in table 
5.16b, gradient B is not significantly correlated with age - ana 
with vocabulary only just.

• • / • ■
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discussion of the above a n a l y s e s.
I-f A and B are related to early linguistic development, we would 
have expected to see a difference in the values of A and B of 
vounaer children as compared to those of older children. As we 
Iam in table 5.16b, this does not seem to be the case. A and B 
‘re not significanUy correlated with age. Tables 5.17 and^ 5.18 
confirmed that the two categories 'younger children and older 
children' do not seem to be drawn from different population with 
reaard to A and B. Consequently we would assume that A and B are 
either not related to linguistic development or are related to 
developments which take place later on in life i.e. during or 
after adolescence. The difference between children as a whole and 
adults as a whole, as measured with the Kruskal-Wal1 is test 
seemed to confirm the latter view? the difference in the features 
between the childrens and adults’ language as represented by A 
or B was confirmed on a better than 57. <A) and better than 1/. 
(B), thus confirming, that the parameters A and B may be rela e 
to linguistic developments which have taken place sometimes be
tween the age of the child writers and the adult writers. So much 
said, tables 5.18 <a) and <b) do show, that even if there are no 
significant differences between thechildren' and 'older children' per se, these two tested against the different adult categories, gave that the 
'younger children' consistently showed greater difference to the 
aiult categories than the 'older children' with regard to the 
gradient B, whereas the opposite was the case with regard to the 
intercept A (tables 5.17 (a) and (b)).
The par.fl.eter. A .nd B fliay .till contain el.^nt. of ba.ic d.v.- 
lopmental feature.. The analy.i. o-f gradient Bthat way. The analysis of intercept A is puzzling and inconclu 
si ve.
Not unexpectedly «e can conclude that vocabulary i. • »‘Sni^J“ "* 
developfliental feature of text .tring., but on y Ju ' ^
me..ured again.t adult, gave that the differenc. 1. 
a better than 0.1« level. However, when
into 2 categorie. 1  the younger <6 to 9, n«l.) A"** .„«inat the14, n-12> we found that when each category 1. te.tedadult. <n-22>, the difference between the v^nger c a t ^ ^ y  and
the adult, i. confirflwd on a better than 0.01« level, *̂’**" ^ ^
difference between the older children and the *
quits maka it to ths 5% Isvsle This is intsrss ^
mean., that the .tring. written by the age group 
.ignlflcantly different frofl. the adult text .tring. with regard
to vocabulary.
It would bs intsrssting to contsmplats furthsr on 
feature. fl»a.ur.d by the paraiaeter. A, B and».d let u. look at differwit kind, of .tructure In text .tring..

V.

VI

, . «

• ' M

V'.''-'' ■•‘.I

'r'
■ .  # ‘

DISTRIBUTIVE, SEQUENTIAL AND CONTENT STRUCTURE.
As you may rscal 1 from ths sxamination ofchaptsr 1, ths structurs of a systsm according to
invsrtly rslatsd to ths amount of sntropy in ths systsmf hig

V-.il■ V'y i ''’i'
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entropy equal* little «tructure and low entropy equal* a high 
level O'f structure, and on the whole we can exprès* the level o*f 
structure by one single parameter, the entropy. We also saw, that 
entropy was related to the concept o-f randomness, but whether we 
want to associate structure with entropy or randomness, is not 
important. The important point is that in a simple physical 
system, we only need one parameter to express the level o-f struc
ture.
When we talk about structure in text string* however, the concept 
of structure is not equally simple. For a start, the generation 
of a text string is more than a matter of different degrees of 
random distribution. In a simple physical system we arrive at a 
structure which normally depends on only one thing, the level of 
entropy. Even though there is some variation and oscillation 
within this physical state or structure, basically the level of 
entropy determines which kind of bonding and at which orientation 
this bonding is to take place between units. In most physical 
systems we can predict pretty accurately the level of structure 
if we know the initial entropy of the system and the amount of 
energy which is going in to, or taken out of, the system.
In those physical systems which we call cognitive - and a text 
string is one such - there are at least three kinds of structure. 
First there is what I will term 'distributive' structure. This is 
the structure constituted by the different distribution of word* 
in different text strings. If we analyse a text string and count 
the number of different word* and how often each word ha* been 
used in the same string, we get a discription - graphic or other 
- of the distribution of the words, and this distribution consti
tutes one kind of structure. If we shuffle the word* of the text 
string as the case is if we permutât* the word* in the string, we 
do not alter the number of time* each word has been used, and the 
distribution, as calculated before, remain* unchanged.
Secondly there is the 'sequential' structure. This struc
ture which is most important in the semantic sense and it **"^*** 
from the word* being arranged sequentially. W* can not 
change the sequence of the word* in a text string withou a 
ing the semantic content of the string or loose it all 
even though in this case the particular words used in the 
often will be able to convey some information as to 
string was a statement about i.e. the string* subj*c ® 1
even though we may have lost the statement itself. This n 
tion remnant, this ability to convey information about the 
string's subject matter even though the string ha* been^ r 
up' is a third kind of structure which 1 shall term 
structure, but not make a subject of a special examina on 
this paper is about automatic analysis of text strings, an 
content structure is a purely cognitive feature.

though the distributive, sequential and 
111 related since they are basically three

V

they 
or to

express
put it

Even
are all related since theythe same capacity to generate natural language, 
different features of this generative capacity, ,
another way, they express this generative capaci y ^  .
different level*. On the surface level we have ^^•^**^f'***“ *̂ structure which is a purely mathematical feature. ^  the deep 
level we have the content structure which is a purely or cognitive feature. Neither of these structure* change when the
text string is permutated.

. •• • <1 • *ti I• * < ' I• I * I• *• I

■*.4 V..

V* -f.*

j *• -111r'-.K I
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Tn between we have the sequential structure which ties the con
tent structure <a semantic -feature) to the distributive structure 
<a mathematical -feature). As such it is hal-f semantic, hal-f 
mathematical and contrary to the other two structures it changes 
-it breakes down - if we permutate the tent string. Thus, if 
•ouation 5.4 can be seen as an expression of the average struc
ture in a text string, this equation should render different 
value« if it was applied to a text string before and after permu
tation of the text string, and if this is the case, the differen
ce should be equal to the break down of the sequential structure 
since the distributive structure and the content structure both 
remain unchanged by the permutation.
To test this hypothesis, the 22 adult text strings of 600 words 
used throughout this research and 5 text strings written by 
children, each 550 words long, were subsequently subjected to the 
same routine: the values of A and B were found by the graph 
fitting algorithm, as explained earlier, BEFORE and AFTER permu
tation of each text string. The reasonlonger text strings for this experiment is solely that the
I am looking for is so small, that relatively short strings would
not exhibit any significant change. This has however
all but 5 text strings written by children has had to be excluded
from the experiment.
In the majority of cases i.e. in 20 out of the samples 
intercept, increased and B, the gradient, decreased with 
tion. Recalling, that equation 5.4 originates from a 
line in a double logarithmic coordinate system, we can 
that what happens, when we permutate the words of a text 
is that the graph - which is a straight line in the 
double logarithmic system - tilts clockwise, so causing 
gradient to decrease, and A, the y-intercept to increase.

, A, the 
permuta- 
straight 
now see 
string, 

original 
B, the

string
whereThe relationship between vocabulary and length of 

before and after permutation is illustrated in figure 5.20 
BRUNER NAT refers to the the text sample by Bruner in 
form, and BRUNER PERM refers to the text string after permuta

Il

' r

-1

; ' ■ 11

Figure 5.20 Relationship b.tw«.n vocabulary and >•'’0**' string bsfors and after psrautation (Bruner).



lion. This particular sample was chosen 
shows how the graph fitting algorithm 
dashed line <the permutated text) rises 
full line <the natural text) until around 
result of the ratio (new words) to (length 
greater in the beginning of the permutated
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because it most clearly 
?es' the difference« The 
more steeply, than the

word number 150, as a 
of text string) being 
string than in the na-

new Mords later than in the natural string»

but of course less 
5.21 which is one of 
if the difference is

As stated above, the text sample used in figure 5.20 was chosen 
bec.use it most clearly illustrated the difference between the 
natural and the permutated text string i.e. It was the wich showed the greatest difference before and after permutation. 
More typical of the majority of the samples, 
instructive, is the sample used in figure 
the childrens text strings. However, even 
much smaller, the situation is the same as above.
In the remainder of the cases, the trend was wither the opposite! 
A decreased and B increased (5 cases) or both Increased (2 
cases). The exact movement for each sample can be found in the 
appendix to this chapter together with the statistical calcula 
tions. As an example of such movements I have made a graphic 
representation of the text sample which gave the biggest movement 
ths opposits way (figure 5.22).
All movements were tested with the Milcoxon matched pairs **®^*^, 
rank test and gave the result that with regard to the 
the y-intercept A, and given that we were ^
predict the direction of this movement (two ^**^***^^ *.. ^ «»ii 
chance that these movements were due to chance was 
below even a IV. significance limit. The result 
movements of the gradient B was marginally '••• i--ncebut still confirming the overall movements on a 1% significanc
level.

• •  •

On the whole, we have confirmed on a IV level thethe equation 5.4 is indeed associated with the sequential stru
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ture o-f « t«Kt etring «nd 
related to thi» etructure 
creases, is ’broken’) while 
decreases when the structure
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that the y-intercept A is inversely 
<A increases when the structure de- 
the gradient B is directly related <B 
decreases)•

UIM)

Figure >.22 Relationship between vocabulary and length o-f text 
string before and after permutation <C140).
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where A (perm) was 
comes apparent, that 
originated from maximum 
of examples in the appendix 
mean.

However, the situation is more complex than this. If examine
the A values which went the ’wrong’ way aftersmaller after permutation than before, it be 

all the A values which went the ’wrong’ way 
values. If you care to look at a couplecan see what Ito this

you 
chapter, you

Let us look at the only one text string (C140) of the ̂J^^*^*^*"*
text strings which had a smaller A value after than
before. The A value before permutation (A text) is ^ ^ e
greatest of all the A values in this group <^bildren). ]̂ be sa 
is the case with all other text strings, which had a »"‘•“ •'̂ 2after permutation. This must lead to the conclusion, ^^at the 
graph 5.4 does not just tilt clockwise as a result o^^^thîîlcal having been permutated, but adjusts itself to some 
pre-determined A value. If the initial A value is sm *.-xt
this hypothetical value, as the case is with mos o
strings in this analysis, the graph tilts A valueinitial A value is greater than the same hypothetic^ A $
the graph tilts anti-clockwise. Presumably, J^is hj^othetic 
value constitutes some minimum structure level and 4»han
value of the natural text string - be it 
this hypothetical A value - will 'slip back’ to the I w  
value of A, as soon as some kind person ''•?•*••• . ♦•k i« bybetween the words of the string. We say that we the
permutâting the words, but in a physical **[̂ *** 
bonds between the units by adding energy to the sys
This kind of ’behaviour’ is well known from simply 
’exo-thermal’ physical systems. By adding a and
•nergy, it is possible to ’lift’ the system over *. ^ 2 ^  Lieiov release energy while the system ’falls’ into a minimum en gy

V.
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state «from which it wa« »uepended by 'weak' bonds.
l-f we look at the B values in the same table, in the appendix, of 
values before and after permutations, we find exactly the same
behaviour. It is thus not only a question ^valueI we find to our amasement - at least to mine that the 
nraoh 5.4 not Only is connected to the sequential structure of 
?ho text string, but that this graph tends to seek towards a 
minimum structure position when the sequential structure is being
broken down.
TK- h*»«t wav to assess if this behaviour is significant is to 
measure the correlation between A of the natural text <A 
"nd the movement o* A (delt. A). If A i> big, then - if this 
theory ie correct - delt. A ehould be »rn.ll .nd vice ver«., i.e. 
Me should get . neg.tive correl.tltm coefficient. The correl.tion 
coefficients between .11 v.lues of A .nd delt. A, .nd «11 values 
of B .nd delt. B were clcul.ted. The correl.tion between .11 A s 

deltrA’s W.S -0.7098. The correl.tion between .11 B’s .nd 
Se?t. B’s wls -0.6707. With 27 observ.tions this fe.tur. is 
sioniflcnt on . 0.017. level (A) .nd . 0.03X level <B>. There is 
thus only .. prob.bllity of one in ten thousand <A) and one in 
three thousand <B) that this feature is due to ch.nce.
The question is now. which is the minimum structure 
the graph 5.4? Is there one common position for all 
or is the minimum structure position determined 
particular to each text string or to each type of t»«t string.
If the minimum structure position is *?„!rio*!nd r'<pe?m>one would presume, that the mean ' ' . l u e s  of A  (perm) and B (perm^
for all the text strings would constitute this
mean values are stated in the appendix after J*’® j**“'*i„ and B respectively. The mean value of A (perm) of **
2.3556. If the minimum structure wi ch l ustrings, one would expect this value to be the value, which ai^
t»xt »tring» would movm toward* ^  wouldvalu* of a natural t.xt was greater than 2.3556, th*n w* ^ u i o
avoect the result of a permutation of the string to beS^^rfased? » ” n ^hi othSr hand the initial A value of a natural
text string was smaller th.n 2.3556, Cookingof the string to h.v. increased after the
through the table of A and B v.lues however, . chil-
the case. Each group, children, newspapers, -*.r-iictur* value* dr.ns books seem to have each their own minimum structure values
of A and B.
Testing for difference between the A <P^"> "I,® ‘’’InTivsis*“of of the 4 groups with the Kruskal-W.llls m  ^ four
variance w. do indeed find, that the ^
groups are drawn from different populations is “?hanbetter than 57. level for the A p«-m values, and on a better than
17, Isvsl for th# B psrm valus*.

attsmpt to sstablish what sxactly causa* hava
. Of A and B when th. text string is 
to assess th. Iwigth of 'runs' of new 

. and aft«- permutation. Th. r.asw for ^o
th. length of run. before and aft«- the
my experience throughout this work, P natural textlong run of n«. word, in th. beginning of a natural
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tring o-ften wa» broken into several shorter runs when the string 
had been permutated. This could well influence the final equation 
of the graph due to the fact, that the fitting of an exponential 
graph to a number of coordinate pairs is more "sensitive" to the 
first lower values of coordinate pairs than to the later (as on 
loaarîthmic graph paper), and it would therefore seem reasonable 
to suggest- that a few - to the Information Theory irrelevant - 
changes in the succession of the first words of the sample caused 
by the permutation could account for the change in the values of 
A and B. As this may not be immediately apparent, I shall ex-
plain:
As stated before, the number of new words in a text string, as 
demonstrated in this work, will generally be falling exponential
ly along the string. In many cases however, there are a substan
tial number of *new words' in the beginning of a natural text 
string. In some cases the string of new words before a word is 
repeated in the beginning of a text can amount to 20 or 30. What 
often happens during the permutation of this kind of text string 
is that the uninterrupted long string of new words in the begin
ning of a text string is broken down into smaller segments by one 
or two of the small words 'and', 'or', '.the' etc. moving from 
later parts of the text string to the beginning of the text, 
where they would not normally occur.
To assess if this feature could account for t 
changes in the A and B values after permutation,
'new' words in the beginning of each text string was 
before and after permutation and evaluated with 
matched-pairs signed-rank test. The hypothesis, 
down of the first long 'run' of new words 
text string into two or more shorter 
lated with the permutation of the string, 
conf i dence 1evel).

IN THE

consistent 
number of 

counted 
the Wilcoxon 

that the break- 
BEGINNING of a

'runs' was a feature corre- 
had to be rejected (11%

Instead of length of runs we can measure number of 
makes no difference since the number of runs is invertedly re
lated to the length of runsi many runs equals short runs, few 
runs equals long runs — everything else equal.
To test whether the breaking down of long segments of new words,
not only In th. beginning o* th. t.xt .trlng •* «n«ly..d
but IN THE STRING AS A WHOLE, • constant ■f.atur. of tne
pw-ut.tion of a t-Kt atring and thua could account
constant feature of A increasing and B decreasing in ^
permutation, a program was made which measured the 1 eng ...
of new words and repeated words both before and after per
and made a suitable print-out. This analysis was carried out on
all the 27 text samples above. Two examples of such *
are shown below (figure 3.23) and (figure S-24), the
runs measured before permutation, the second beingafter permutation. The remaining print-outs can be found in t
appendix to this chapter.
I shall explain the lay-out of figures 3.23 and 3.24. ^he p r ^ -  
out begins with the name of the sample, in this case B i ^  
NER.TXT’. The 'Bi' in front of the name refers to a disk drive 
and is irrelevant in this connection. The TXT thein the name is the type of fils and indicates, that this fiis 
contains the natural text string, whereas the type had been 
file contained the permutated text string. The next line isi
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BtBRUNER.TXT1B600RF0
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1 1 1 n 1 i OO'0 1 : » 1 1 1 1 0 1 1 C)C>o i oo 1 1 ooooo 1 1 1  oc> n on oc» in oo i
C»001 1 1 0 0 0 1 1 OOC) 1 1 CH 1 0 0 0 1 1 1 0 1 0 0 0 0 1 1 0 0 1 0 1 1 1 0 1 0 0 1 1 1 C )  1 1
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1 1 oo 1 C'Ciooo 1 0 n 1 0 0 1 1 oo i ooo 1 1 oooo i o o o o o i ooooo non oo 
0 0 n 1 1 C) 1 OC) 1 1 0 0 1 0 0 1 oooo i o i oooo i oo n i ooooo i o i n o i oc> i 
0 ')0 0C) 1 0 1 o 1 oc»c* n 0 1 1 1  oo i oo i c> n i oo i oooo i oo 1 1 o i oo i n  i o00 1 1 i 0 K) n oooc»oo 1 o i oo i o i oo i o i oc» n  1 o 1 1 1 1  c» 1 1 ooo i oo 1 101 o 1C; 3 C»0010 n C) 100 111 oooo 1 o 10011001100100111000C)01 o oc)OC»ooo non c»oo: 1 1 ooo»:»ooo 1 1 o i o i oo i ooo i o i o i o n o n  o i
length of rune of ones
LENGTH NUMBER 
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Figur« 5.23 Print-out of run» In t»xt »tring b»for» p»r»ut«tion,
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figure 5.24 Print-out of run« in toxt otring aftor permutation.
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1B600RF0. Thie means, that the measurement is B for binary, that 
it starts at word number 1 and continues to word number 600. The 
'RF zero' I shall not explain here. It refers to a technique 
which will be developed in the last half of this thesis and which 
is not being employed in this present measurement, for which 
reason the RF is set to zero.
The next 12 lines represent the text string which was analysed. 
The first line of fifty I’s or O's covers the first fifty words. 
The next line of fifty I's or O’s covers the next fifty words and 
so on. A '1' means that the word was a new word, a 'O’ means, 
that a word was a repeat. As there were 600 words in the text 
string, there are 12 lines of fifty I's or O's which together 
give the pattern of new and repeated words in the 600 word long 
text string. We can see, that in figure 5.23 - before permutation 
- there are 20 new words in the beginning of the text string 
before we encounter the first repeat. If we then turn to figure 
5.24, we can see, that the run of twenty in the beginning of the 
natural text string has been split into one run of 5 plus one run 
of 11 in the permutated string — just the kind of change that was
mentioned above.
Next comes the ’length of runs of ones’. This is a graphich and 
numerical representation of the length and number of each run of 
ones, and should be read like this (referring to figure 5.23)i 
There were 79 runs which were one digit long. There were 34 runs 
which were 2 digits long. There were 24 runs which were 3 digits 
long etc. Finally we can see, that there was 1 run which was 20 
digits long. That was, as we know, the 20 new words in the 
beginning of the text string. Finally the sum of the product of 
the length of run and the number of runs is calculated for later- 
control. The number of *’s representing the numerical value of 
the number of each run were added to give - by means of a histo
gram - a graphic representation of the one half of the bell- 
shaped distribution curve constituted by the number of each run 
length.
The same exercise is repeated for the number of runs of zer^s, 
and the sum product is calculated for control as before. These 
two sums should add up to the length of the text string if 
everything is all right. Furthermore, the first control number in 
figure 5.23 (before permutation) should be equal to the 
control number in figure 5.24 (after permutation), because the 
number of I’s - the number of different words - sh^ld be the 
same after the permutation as it was before. The same is 
of course true for the O's.
Comparing 5.23 with 5.24, we find, that contrary 
influenced by ideas about chance and randomness,
(before permutation) there was only 1 run each 
(totalling 31), after permutation there • 
run each of 6,9,10,and 11 (totalling 68). 
was the opposite of what we (I) had expectedi creased the run lengths rather than reduced them. This is grap 
cally illustrated by the bell-shaped distribution^ 
being 'high and narrow' becoming 'flatter and wider as a 
of the permutation of the natural text string.

to expectations 
whereas in 5.23 

of 5, 6 and 20
*e 6 runs of 5, plus 1 
Clearly what happened 

Permutation in-
curve from 

result

Clearly , the expectation, that long runs will be broken into 
several small ones, is not always realistic. As a matter of f * 
counting the number of runs (i.e. assessing the length of runs;
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for all the samples before and after permutation, 
that the opposite is true: The permutation of a 
string leads almost invariably to fewer and longer

it turns 
natural 

runs.
Even maximum length of runs ANYWHERE in a text string is 
Generally reduced by permutation. The hypothesis, that the maxi* 

length of runs anywhere in a text is decreased by permuta
to be rejected when maximum runs were assessed with the 
test before and after permutation <40% significance 

of I's, 3B7. significance level for runs of O’s).

mum 
tion had 
Wi Icoxon 
level for runs
Table 5.25 shows the considerable difference in the number of 
runs caused by the permutation of a natural text string. All 
changes were tested with WiIcoxon’s matched-pairs signed-ranks 
test wich confirmed this feature on a significance level better
than 0.0003 i.e. on a 0.037. level.

M

11* 1
out, ;.
text « ■ '. < i

;V
not .

-j

.< I >

children 
scientists 
newspapers 
chi 1 dr.books
Table 5.25

mean number of rum
before perm.

263.1 
291.0
299.2 
275.9

after perm. 
247.2 
267.1 
278. B 
267. 1

difference
15.9
23.9 
20.4
B.e

Mean values of number of runs in each group of 
text strings before and after permutation- Chil’ 
drens values adjusted for differing length of 
text string <multiplied by 600/550 * 1.0909).

i

The mean NUMBER of runs easily translates into mean LENGTH of 
runs. Knowing that the adult text strings are 600 words long and 
the childrens text strings 550 words long, we simply divide 
length of text string with the relevant value of the mean number 
of runs. Table 5.26 gives the length of runs for the different
groups

't

Table 5.26 Mean values of length of runs in each Q^ooP 
of text strings before and after permutation.

vi V,

mean length 
before perm.

of runs 
after perm. difference

0.07A. Achildren 2.28 2.43
scientists 2.06 2.25 0.19

•Viri• * -iL. V. '-newspapers 2.01 2.15 0. 14 
0.15chi 1dr.books 2.17 2.24
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The nent obvious step Mas to compare number of runs before and 
after permutation with A and B values before and after permuta
tion for each text string. In this way we would test if the 
change in the number of runs could account for the changes in A 
and B which we saw above.
NUMBER OF RUNS BEFORE permutation correlated negatively with the 
corresponding A-VALUES on a better than 0.17. eignificance level 
and positively with the corresponding B-VALUES on a better than
0.17. significance level.
NUMBER OF RUNS AFTER permutation correlated negatively with the 
corresponding A-VALUES on a better than 27. significance level and 
positively with the corresponding B-VALUES on a better than 0.1% 
si gni f i cance 1evel.
If number of runs is invertedly related to both length of runs, 
and - as we have just seen - to the values of the intercept A, 
then length of runs must be DIRECTLY related to the values of A, 
and we can thus with a high level of confidence conclude, that as 
the text is permutated and the length of runs increase, so does
the value of A.
A parallel argument for the gradient B leads to the conclusion, 
that as the length of runs increases with permutation, the gra
dient B decreases.
We have thus been able to tie together a number of loose ends and 
are now able to reconsider the whole area of structural changes 
in terms of run lengths.
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DISCUSSION OF ANALYSES ABOVE.
It can not be said too often, so I will say it againi it is 
essential that structure analyses are carried out on strings of 
equal length. Because of the exponential nature of equation 5.4, 
there is no such thing as a 'Type Token Ratio •
We found earlier in this chapter, that the Iwest 
adult text strings was that of newspapers. This is i"
table 5.261 Of the three adult groups, newspapers have the short 
est length of runs. The way adults generate text strings clearly 
result in shorter runs than when children perform the same task. 
The text strings written FOR children too showed longer runs than 
the other adult categories, scientists and newspapers, 
groups, scientists plus newspapers on the one -k 4 1-strings written FOR children plus text strings written BY chil 
dren on the other, were tested against each other for Inde 
pendence with the Kruskal-Wal1 is test of variance and gave that 
the groups were drawn from different populations with a level ot 
significance of better than 2%.
We h.v. M . n  too, th.t text .trlng. with • hlflhw ‘‘•O'"«» 
«tructur.. Ilk. adult .trlng., h.d .hort.r „Ttext string. with a lo..r d.gr.a o* structur. Ilk. tho^ ot 
chlldr.n. So, contrary to .»h.t I h.d .xpMt.d,sat out by • p.r.Hjit.tlon, run Iwigth is not crr.l.t«! with .true
tur., but with lack ot structur.. High structur. - short
low structur. • long runs. Cons.qu«itly, wh.n w. br.k. down t
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sequential structure of a text string the average run length 
increases. That the conscious internal manipulation of text 
strings, typical for adult language construction, should result 
in shorter runs, is somehwat different from Mhat I had expected, 
and I can not offer any explanations as to why this should be so.
Contrary to common belief, we found that the text strings from 
newspapers came out as having the highest level of structure and 
the highest vocbulary of all the samples in this research. It was 
even the case, that the text strings from the most 'popular'more 'serious'press scored higher than the strings from the papers. Since the parameter we have analysed - the gradient B - 
represents sequential structure, the interpretation of the result 
is probably that much more sequential manipulation goes on in the 
mind of the writers of the 'popular' press than in the minds of 
the more 'serious' press, and certainly more than this category 
of journalists normally get credit for.
Apart from this apparent anomaly, the level of structure, accord
ing to this present analysis, came out very much as one would hav 
expected, with younger children (Table 5.18a) showing the least 
amount of structure (lowest B-values), followed by older chil
dren, scientists, childrens books and finally with the highest 
structure - as just stated - newspapers. It may be surprising to 
see that childrens books should have a higher structure than 
scientists, but it is quite feasable, that the internal sequen
tial manipulation which goes into the writing of a feature in the 
popular press is the same as goes into the writing of a text 
string for children, bearing in mind, that what we have been 
measuring in the analyses above is not 'childishness', but to 
what extent the string has been manipulated and poli 
before it was put down on paper.

shed off

In this chapter, we have looked at different concepts of language 
structure and applied our analysis to some of them. We have 
answered some of the questions, but other problems have arisen 
and some new questions await an answer.
The common concept o-f voc.bul.ry and th. concept of »tructure of 
the Information Theory are both one-parameter concept, of .true- 
ture. Our analysis in this chapter expanded this concept to that 
of a two-parameter concept (the A-values and B-values), bu 
this is a long way from a description of the structure of natural 
language. For this reason we shall now turn our backs to the one 
or two parameter concepts of structure and look for a more - in 
linguistic terms - realistic method of structure analysis.
Thus, after the next chapter, which consists of the 
implementing the methods of this chapter, we shall exp ore 
most sensitive multi-component analysis of structure available, 
namely that of Fourier analysis. Fourier analysis is 
used to analyse electrical signals and - to a lesser "
event-analysis. To my knowledge this method of analysis 
before been used to evaluate structures in text strings, 
this reason we shall later have to put considerable effort i^o 
adapting Fourier analysis to our particular information carrieri 
text strings.
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CHAPTER 6.
PROGRAMS IMPLEMENTING METHODS OF CHAPTER 5.

4 ' . •T I •

'•■■Vi

In this chapter I shall describe the different programs used in 
my initial research«
Program VOCOUTEXPGRAPH-
The first program is really two programs in one. The part,
made up by the procedure READWORD and the function NEWWORD, reads 
the text string and calculates the vocabulary. The second part, 
the procedures GETDATA and C0MPRE6RESSANALYSIS, finds the closest 
fit of a curve and the points constituted by the vocabulary at 
regular intervals.
Beginning in the main program (line 176) and following 
flow, we see, that the program asks for the beginning and the end 
of the measuring window (line 1B7 and 1B9). The beginning o e 
window is normally the beginning of the text string.
The next parameter to initiate is the number of words in each
interval (line 191). The program is written to calculate the
vocabulary of the text string at regular intervals.
interval the program will provide a print-out. If
has been chosen to be 50 words, the program will J*''®
lary (as calculated from the beginning of the text
each 50 words. The size of the intervals depends ^
points we need to establish the graph which
relationship between vocabulary and length of text „omt«
figure 5.3 in chapter 5. Normally I have wanted around P
frSm each text string, which for adult strings of
words meant intervals of around 50 words, «roundstrings of around 100 words obviously meant intervals of arou
10 words.
READWORD (line 27) then reads as much of the string
and feeds the number of words read and the v^abulary *rrav
start of the window and each particular point in ® ^
POINTS. This array is of course the basis f ^  .°^Ihi^^orooram COMPREGRESSANALYBIS's calculations which result in the pr g 
printing out the equation (Line 217) that was the c o 
the points in POINTS.
Procedure Readword is a straight forward disk i“ ®/®fwhich will accept the words and numbers defined In ^”®
LETTERS in line 180. Words longer than 20
cated. Procedure MOVEONE takes the first word of ^^®
and allocates it to the array LABL which <^wsrd.
•tring. After MOVEONE all words have beenFunction NEWWORD compares each Incoming word with al P
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ing words from the «tart of the window. BETDATA 
the equationi F(m ) - A « X in power B of the 
closest fit to the points in POINTS. The usual 
’least squares* method is used, except that it ii

finds A and B of 
curve with the 
routine of the 
( 'transposed* to

double logarithmic system. Finally COMPREGRESSANALYSIS calcu~ 
lates the coefficients of determination and correlation and the 
standard error of estimate.

Program PERMUTATE.
This program starts off with the same read procedure as the pro
gram above.
The function PRANDOM (line 107) is a pseudo random generator used 
to pick out word from the textstring at random.
If we start in the main program (line 119) and follow the data 
flow as usual, we see that after the usual disk file parameter 
routines, the program asks where we want the permutation to start 
and where to end. This is important, since the whole point of 
having a text string permutated - as opposed to randomised - is, 
that not only are the words of the original text string preserved 
in the permutated string, but so is their relative distribution. 
This means of course, that if a word appears 5 times in the natu
ral text string, then it will appear five times in the permutated 
string as well.
The permutation procedure works by the program moving words from 
the text string to the permutated string according to the random 
number appearing from the random generator. This generator has 
been modified, so it only generates numbers within the range of 
the number of words in the text string. Each time a random number 
is generated and the appropriate word moved to the permutated 
string, that number is stored in the array RANDARRY. Each time a 
new random number is generated, it is first checked against all 
the numbers in RANDARRY to make shure that it is not a repeat. If 
it is a repeat, no word is picked from the original text string 
and the random generator is asked to provide another number. In 
this way we are shure, that each word from the original 
picked at random, but only picked once. By reducing the of
the string by 1 every time a word has been picked (line 140) we 
make sure that the permutation increases in speed as we near the 
end of the permutation.

Program TESTRUNS.
This program was made to measure the length of 'runs' ^
0*s in the information array before and after the text had 
permutated with PERMUTATE as explained in chapter S.
INFARRAY (initiated line IBB) is an array with as
there are words in a given text string. When we
word we put a one in the first place of INFARRAY (because
first word is always a new word). When we read the next word, ^
put a one in the second place if this is a new word,it is a repeat. This is done for every consecutive word. In this
way we finish with an array filled with zeros and ones| a zero
a one for each word according to whether the word was a repea
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not.
A 'run' i» a number of »imilar digits. In the beginning of the 
information array there may be more than 20 ones before they are 
interrupted by a zero, because it reflects the beginning of the 
text string and it takes a Nhile before the words in the string 

repeating themselves. In the end of the string there may on
the other hand be quite long runs of zeros, because many of the■ of course onlywords repeat themselves. The shortest run is 
digit long, and this is the most common length.

one

The first procedures in TESTRUNS are just like the first proce
dures of VOCOUTEXPGRAPH, so these need no further explanation. 
The only new procedure is RUNDETECTOR beginning at line 117. 
This procedure measures the length of each run <ones 
and keeps track of how many there are of each length.

or zeros)

Finally the program prints a bar graph of the distribution of 
different lengths of runs of I's and O's and checks that 
number of runs multiplied by the lengths of the runs equal 
number of places in INFARRY, or - which is the same - equals 
number of words in the analysed text string.

' i
-i**

’J
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221 
23: 
24: 
25:

PROGRAM V0C0UTEXP6RAPH<TEXTIN,TEXT0UT) | 
label 1»2,3;
CONSTMAXW0RDLEN»20|

NUMBOFWORD-1001|
TYPEWORDINDEX«!iMAXWORDLENf 

TEXTINDEX-0INUMBOFWORDjWORDTYPE-PACKED ARRAY!TEXTINDEX,WORDINDEX3 OF CHAR? 
TRANSFTYPE-ARRAYCTEXTINDEXD OF REAL?

VARWORDiWORDTYPE?LABLIPACKED ARRAY!WORDINDEX3 OF CHAR?
TRANLA:TRANSFTYPE|POINTSiARRAY!!: 10C>, li23 OF INTEGER?
START, FIN, VOC , NUMF’O I NTS, STEP , N , M: INTEGER ?
XCOOR, YCOOR, SLIMLOGX, SUMLOGY, COEFFOFDET , STANDERRNUMERATOR, 
SUMX SQR , SLM1YSQR , SUMX TIMESY , A, B i REAL ?
CH:CHAR?
NAME:STRING?TEXTIN,TEXTOUTiTEXT?
LETTERS:SET OF CHAR?
F:INTERACTIVE?

. 'i

vij•'. i

PROCEDURE HEADWORD<LiINTEGER)?
LABEL 1,2?
CONST

BLANK-' '?
VAR

N,CHARCOUNTiINTEGER?
CHS CHAR?

BEGINFOR Ni-1 TO MAXWORDLEN DO WORD!L,N3i-BLANI‘:? 
CHARCOUNTt-1?

It WHILE NOT EOF<TEXTIN) DO 
BEGINWHILE NOT EOLN<TEXTIN) DO 

BEGIN
READ(TEXTIN,CH) |
IF CH-BLANK THEN GOTO 2?
IF EOLN<TEXTIN) THEN 
BEGINWORD!L,CHARCOUNT3t-CH?

GOTO 2|
END?IF CH IN LETTERS THEN 
BEGINWORD!L,CHARCOUNT3I-CH? 

CHARCOUNTi-CHARCOUNT-M ?
IF CHARCOUNT>MAXWORDLEN THEN

> BEGIN1 WHILE CHOBLANK DO
I READ<TEXT1N,CH>?
I CHARCOUNTi-1I
I END?
I GOTO If
> END?
> END?

•.V' M  J. . J*'*l
..■vìi

. V
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V. V

2i

READLN(TEXTIN)|
END IIF EOF<TEXTIN) THEN 
BEGIN

CONACT(O)I
WRITE<'EOF AT WORD NRi',L)| 
HALT I

END;IF WORDCL,13«BLANK THEN 
BEGIN

CHARCOUNTi«!;
GOTO 1;

END;
END;

'.I

.< 'I

PROCEDURE liOVEONE;
VAR N,H i  INTEGER;
BEGIN

FOR Ni«l TO 20 DO 
LABLCN3I«WORDC1,N3; 
FOR Ni*2 TO FIN+1 DO 
WORD C N-131«WORD C N 3;

END;

'4

FUNCTION NEWWORD(REiINTEGER)iINTEGER; 
VAR LEiINTEGER;
BEGIN

NEWWORDi«!;
FOR LEi-START TO RE-1 DO 
IF WORDCRE3«WORDCLE3 THEN 
BEGIN

NEWWORDi «0;
EXIT<NEWWORD);

END;
END;

. »i

PROCEDURE BOOKIN;
BEGIN

C0NACT(0)|
WRITELN('NAHE OF INPUT FILEl'); 
READLN(NAHE)I 
<•1- I/O OFF>
RESET(TEXTIN,NAHE)|
WHILE IORE8ULTOO DO 
BEGINWRITELNCFILE NOT FOUND, TRY AGAIN') | 

READLN(NAHE>|RESET<TEXTIN,NAME)|
END;END;

•• * •* ••M

I
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V V

121i PROCEDURE BOOKOUT|
122* BEGIN123* REWRITE<TEXTOUT,'PRINTER*')|
124* END|
125* V Vl' . i

152*

PROCEDURE 6ETDATA;
VAR I*INTEGER;
BEGINBUML0GX*»0;

SUMLOGY»-Of
SUMXSQR*-0|
SUMYSQRs*0|
SUMXTIMESY«»0;
FOR 1**1 TO NUMPOINTS DO 
BEGINXCOOR*»LN<POINTStI,13)I YC00R*«LN<P0INTSCI,2D);

SUMLOGX * «SUMLOGX+XCOOR;
SUMLOGY* «SUMLOGY-^YCOOR;
SUMXSQR*-SUMXSQR+XCOOR»XCOOR;
SUMYSQR* -SUMYSQR-^YCOOR*YCOOR|
SUMXTIMESY *-SUMXTI MESY-^XCOOR* YCOOR;

END;IF NUMPOINTStSUMXSQR-SUMLOGX»SUMLOGX THEN 
WRITELN<'REGRESSION CAN NOT BE CALCULATED’) 
ELSE 
BEGINB* - (NUMPOINTS*SUMXTiriESY-SUMLOGY*SUMLOGX )

/(NUMP0INTS*BUMXSQR-SUML0GX*SUML0GX)I 
A*«* (SUMLOGY“B*SUMLOGX) /NUMPOINTS;

END;
END;

PROCEDURE COMPREGRESSANALYSIS;
VAR
TEMP*REAL;
BEGIN _____TEMPi*B» <SUMXTIWESY-BUML0GX*8UML0GY/NUMPOINTS)| 

COEFFOFDETi-ABS <TEMP/ <SUMYSQR-SUML0GY»SUML06Y/NUW0INTSU | 
STANDERRNUMERATORi ■SUMYSQR-SUMLOGYtSUMLOGY/NUMPOINTS-TEMP;
WRITELN; ___WRITEiTEXTOUT,'COEFFICIENT OF DETERMINATION (R-SQUARED) )| 
WRITELN(TEXTOUT,COEFFOFDETIOf4)I 
WRITE<TEXTOUT,'COEFFICIENT OF CORRELATION - >f WRITELN(TEXTOUT,SORT<ABS<COEFFOFDET))i0l4)|
IF NUMPOINTS-2 THEN NUMP0INT8I-3; .WRITELN(TEXTOUT,'STANDARD ERROR OF ESTIMATE - ,

SORT(AB8(STANDERRNUMERATOR/(NUMPOINTS-2)))iOl4) |
END;

BEGIN— MAIN PROGRAM
RESET(F,'CONSOLE!')| 
LETTERSt-C'O'i'9','A'i'Z'3|

* *. . H '
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lx BOOKIN;
BOOKOUTi 
CONACT(O)I
FOR N«*l TO 4 DO WRITELN<TEXTOUT)|
WRITELN<’PRESENT LIMITATION: 1000 WORDS’)|
WR1TELN$WR1TELN<’WINDOW TO START WITH WORD NRi’)|
READLN<F,START) i
WRITELN<’WINDOW TO END WITH WORD NRi’)|
READLN(F,FIN)|WRITELN<’HOW MANY WORDS BETWEEN INTERVALS?’)| 
READLN(STEP)?
FOR Ni*l TO FIN+1 DO READWORD<N)f 
MOVEONEjWRITELN<TEXTOUT,NAME,’I’)f 
WRITELN<TEXTOUT)|
VOC:*Oj
NUMP0INTS:«0|
FOR Ni«start t o FIN DO 
BEGINVOCs «VOC-^NEWWORD <N> |

IF N MOD STEP - O THEN 
BEGINWRITE(TEXTOUT,’AT WORD NR: ’,N)f 

IF N < 10 THEN WRITE(TEXTOUT,’ ’)|
IF N < 100 THEN WRITE(TEXTOUT,’ ’)|
WRITELN(TEXTOUT,’ VOCABULARY: ’,VOC)f
NUMP0INTS:«NUMP0INTS+1|
POINTSCNUMPOINTS,13i-N|
POINTSCNUMPOINTS,23:«VOC|

END$
END;
WRITELN(TEXTOUT)IWRITELN(TEXTOUT,’GEOMETRIC REGRESSION ANALYSIS: )| 
WRITELN(TEXTOUT)|
GETDATA; . ^  .WRITELN(TEXTOUT,’ F ( k ) ■  ’ ,E X P (A ) ,’ •  X TO THE ,B ,  
COMPREGRESSANALYSIS|
WRITELN(’ANOTHER RUN? (Y/N)’)|

I READ(F,CH)|
t IF CH«’Y’ THEN
I BEGIN
I CLOSE(TEXTIN)|
t GOTO 1I
I END;
: END.

POWER’)I

♦
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PROGRAM PERMUTATE(TEXTIN,TEXTOUT);
lapel 1;
CDiJETN0W0RDS=620s— MAXIMUM NUMBER OF WORDS IN TEXTSTRING 

MAXLENBTH*20?— MAXIMUM NUMBER OF LETTERS PER WORD
BL Arn ;= " ' ;

TYPEWORDINDE X = 1 : NOWORDS;
LETTER I NDEX = 1 :MAXLF.NGTH;
WORDTYPE=PACKED ARRAYCWORDINDEX,LETTERINDEX3 OF CHAR;

VAR FIXWORD,PERMWORDr WORDTYPE;
ENDOFSTRINB.BEGINPERM,ENDPERM,W,
NUMPOFPERM,SHF 1 .STEP,M,N,RANDNR:INTEGER;
TE X 7 IN.TE X TDin ; INTERAC TIVE;
NAME * ST R11>IG :
SEED;LONG INTEGER:
CHI ; CHAR:

li

■ :4 \

21:  PF:DCEDUFE INITIATE:
22: BEGIN23; WRITELN('NAME OF INPUT FILE:M; READLN(NAME);
24: Ctl- I/O OP'FT
25: RESET(TEXTIN,NAME);
26: WHILE lORESULT <> O DO
27: BEGIN28: WRITELN(^FILE NOT FOUND, TRY AGAIN’);
29: READLN(NAME):
30; RESE T n E y TIN.NAME);
31: END:32: wrT-J TELN (’ NAME OF OUTPUT FILE:’); READLN (NAME) ;
33: RESET(TEXTOUT,NAME);
34: CLOSE(TEXTOUT,PURGE);
35: REWRITE(TEXTOUT,NAME) I36: WRITELN(’PERMUTATION TO START AT WORD NUMBER«’);
37: READLN(BEGINPERM)«
36: WRITELN(’PERMUTATION TO FINISH WITH WORD «’);
39: READLN(ENDPERM);
40: NUMBOFPERM i «ENDPERM-BEGINPERM-^ 1 f
43: WPITELN(’SEED:’);
42; READLN(SEED>;
43; END;

PROCEDURE READWORD(L fINTE6ER); 
LABEL 1,2;
VAR

N,CHARCOUNT « INTEGER « 
CHiCHAR;

BEGIN51:
CHARCOUNT«»!;

1« WHILE NOT EOF(TEXTIN) DO 
BEGIN

WHILE NOT EOLN(TEXTIN) DO 
BEGIN

READ(TEXTIN,CH);
IF CH-BLANK THEN GOTO 2;
IF EOLN(TEXTIN) THEN 
BEGINFIXWORD C L,CHARCOUNT 3 s-CH;

♦ . V

-'/4|
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GOTO 2t
ENDSIF CH IN C'O’I'9»,'A’«’Z’3 THEN 
BEGINFIXWORDCL,CHARCOUNT 3:*CHi 

CHARCOUNTi«CHARCOUNT+1f IF CHARCOUNT>MAXLENGTH THEN 
BEGINWHILE CH<>BLANK DO 

READ < TEXT IN, CH) jf 
CHARCOUNT

ENDS 
GOTO 1?

END;
END;READLN(TEXTIN)s

END;IF EOF(TEXTIN) THEN 
BEGIN

C0NACT<0)s
WRITE<’EOF AT FIXWORD NRs’,L);
HALT;

END:IF FIXWORDCL,13*BLANK THEN 
BEGIN

CHARCOUNT 1=1s 
GOTO 1;

END;

• ' M

END;

PROCEDURE MOVEONE;
VAR

M.NsINTEGER;
BEGINFOR Ms=l TO 4 DO IF FIXWORDC1,M3<>' ’ THEN WRITE<TEXTOUT,FIXWORDCl,M3); WRITE(TEXTOUT,*,'); 

WRITE<TEXTOUT,BEGINPERM,.ENDPERM.’ ');
FOR N;=2 TO ENDOFSTPING DO 
FIXWDRDCN-J 3s=FIXWORDCN3s 
ENDOFSTRINGs «ENDOFSTRING-1;

END;

• 4

*( I

FUNCTION PRANDOM(VAR S E E D iLONG_1NTE6ER)iLONG_INTEGERI
CONST

MULTIPLIER-25173;
INCREMENT*!3849;
M0DULUS*65536l

BEGIN
PRANDOMs-ABS(SEED);SEEDS* (MULT I PL IER4SEED-«-INCREMENT) MOD MODULUS;

END;

BEGIN— MAINPROGRAM 
1s••CONACT(0);

INITIATE;
ENDOFSTRINQI«ENDPERM+2;
FOR Ns*l TO END0FSTRIN6 DO 
FOR Mi*l TO MAXLEN6TH DO 
FIXWORDCN.M31*BLANKI
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63: GOTO 2;
64: END;
65: IF CH IN C'O’1'9»,’A’:*Z’3 THEN ■ ,'i 

'' ''166: BEGIN
67: FI XWORD C L,CHARCOUNT 3;«CH; * • *. ' 1
66: CHARCOUNT:«CHARCOUNT +1; '•
69: IF CHARCOUNT>MAXLENGTH THEN V ' M

. *' ■ J
70: BEGIN l} I
71: WHILE CHOBLANK DO ’ * * •1

70. READ(TEXTIN.CH); y *
* ■ * •• i

73: CHARCOUNT:«!; . •. ' 1 
‘ fc •

74: END:
75: GOTO !;
76: END; ’*. 1 • ̂ (-TO . END; * " .N|t| :78: READLN(TEXTIN);
79: END; • . \
80; IF EOF<TEXTIN) THEN ff • ■

61: BEGIN ' ‘■’b.1 'i82: CONACT <0);
83: WRITE<’EOF AT FIXWORD NR:',L);
84: HALT; ,. .
85: END;
86: 2: IF FIXWORDtL,!3*BLANK THEN i 1

87: BEGIN 4
88: CHARCOUNT:«1;
89: GOTO !; .»
90: END; • t • •

/ \’ .v .
91:
92:
93:

END; ■  ̂ t•K*.'
, ,

94: PROCEDURE MOVEONE;
* ».95: VAR

96: M.N:INTEGER;
•97: BEGIN
98: FOR M:*l TO 4 DO IF FIXWORDC1,M3<>' ' THEN99: WRITE<TEXTOUT,FIXWORDCl,M3)? W R I T E ( T E X T O U T , ?
100: WRITE < TE XTOUT , BEG INPERM, ’ P ’ . ENDPERM. ' Mi
101: FOR Ns»2 TO ENDOFSTRING DO
102: FIXWDRDCN-l 3 : *=FI XWORDCN31
103: ENDOFSTRINGi«ENDOFSTRING-11
104: END;105:
106:
107: FUNCTION PRANDOM<VAR SEEDiLONG INTEGER)iLONG_INTEGERI
108:
109: CONST
110: MULTIPLIER*25173;
111* INCREMENT«!3849;
12: M0DULUS«65536|
13: BEGIN
1  ̂* PRANDOM:«ABS < SEED)|15: SEED:«<MULTIPLIERtSEED-**INCREMENT) MOD MODULUS;
1̂>* END;

BEGIN— MA INPROGRAM 
1:‘•CONACT(O);

INITIATE;
ENDOFSTR I NG I «ENDPERM-«>2|
FOR Ni«l TO END0FSTRIN6 DO 
FOR Mi«l TO MAXLENGTH DO 
FIXWORD[N,M 31«BLANKI

' I-
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1 3 0 :

1 5 0 :  
1 5 1 :  
1 5 2 :

1C-. C. w . « w J

BHRIN» :BTEPi=NUMB0FPERM;
FOR N:=l TO ENDOFSTRING DO READWORD<N)? 
MOVEONE:FOR N;=l TO BEGINPERM-1 DO 
PERMWORD C N 3:*FIXWORD t N 3 ?PERMW0RI>1 ENDF‘EF:M-f̂ 13s *F I XWORDC ENDPERM-«-13;
FDR Ns*l TO NUMBDFPERM DO 
FI> WORD C N3 s =FI XWORD C BEGINPERM+N-13;
FOR N:=l TO NUMBOFPERM DO 
BEGINRANDNRs=PRANDOM<SEED) MOD SHRlNKSTEP+1s 

PERMWORD i BEG I NPERM-»-N-1 31 «FIX WORD t RANDNR 3 ; 
FDR Ms=RANDNR TO SHRINKSTEP-^2 DO 
FIX WORD C M 3 s =FI X WORD t M+13 s 
SHRINf BT EP s-SHRINKS3 EP-11

END:
W; =0:FOR N:=l TO ENDOFSTRING DO 
BEGIN

Ws-W+lsFOR Ms=l TO MAXLENGTH DO IF PERMWORDIN.M3 
THEN WRITE<TEXTOUT,PERMWORDtN,M3);
IF W J O  THEN WRITE(TEXTOUT.BLANK)
ELSE IF W; =̂ 10 THEN 
BEG 1NWRITELN(TEXTOUT)s 

Ws=Os
END;

END:WPT1ELN(’ANOTHER RUN? <Y/N)’);
READ(CHI)s
IF CH1='Y’ THEN
BEGINCLOSE(TEXTIN);

CLOSE(TEXTOUT);
GOTO Is

END;

BLANK

END

li

.< 'I

• • .N»-

«4

.V

• •• M
1* * » ''' I

J . #•f



page 166

V. '

1

PROGRAM TESTRUNS<TEXTIN.TEXTOUT)j 
LABEL 1;
CONSTMAXWDRDLEN*20;

NUMBOFWORr-= 1001;
TYPEWDRDINDEX=1rMAXWORDLEN;

TEXTINDEX*-! : NUMBDFtwORD;WDRDTYPE=PACKED ARRAY!TEXTINDEX.WORD1NDEXD OF CHAR; 
TRANSFTYPE=ARRAY[TEXTINDEXD OF INTEGER;

VARWORD:WORD!YPE;LABL;PACKED ARRAYCWORDINDEX3 OF CHAR:
INPARRAY: 1 RANBFIVPE:
B7 ART,FIN.RF.71.N:INTEGER;
CH:CHAR:
NAME: STR J Nb:
7 E > 7 1 N,TE X 7 OUT:TE X T;
LETTERS:SET OF CHAR;
F:INTERAC7IVE;
SECOND:BOOLEAN;

.< ’I

•:L

: 4; PROCEDURE HEADWORD<L:INTEGER): 
LABEL 1.2:
CONST

BLANK“'
VAR

31:

34

N.CHARCOUNT:INTEGER:
CH:CHAR;

BEGINFOR N:=l TO MAXWOF.'DLEN DO WORDCL. N3: =BLANK 
CHARCOUNT:=1:

1: WHILE NOT EOF(TEXT IN) DO
BEGINWHILE NOT EOLN(TEXTIN) DO 

BEGINREAD(TEXTIN.CH) ;
IF CH=BLANI^ THEN GOTO 2;
IF EOLNOEXIIN) THEN 
BEGINWORD L L« CHARCOUNT 3 s *CH s 

GOTO 2;
END;IF CH IN LETTERS THEN 
BEGINWORD C L,CHARCOUNT 31 *CH; 

CHARCOUNT i «CHARCOUNT -► 1;IF CHARCOUNT>MAXWORDLEN THEN 
BEGINWHILE CH< >BLANK. DO 

READ(TEXTIN,CH) I 
CHARCOUNTi*!«

END;
GOTO 1;

END;
END;
READLN(TEXTIN);

END;
IF EOF(TEXTIN) THEN 
BEGIN

CONACKO);

' V . V
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WRITE <’EOF AT WORD NR:',L); 
HALT;

END;IF WORDCL,13«BLANK THEN 
REPINCHARCOUNT;=1;

6070 1:
END;

i» ' A

-’f.; RFOCEDUPE MOVEONE; 
i : VAR

7 7 ; W, H; IFJTEGER;
7B: BEGIN?C‘; FOR N;=l TO 20 DO
80 : LABL C N 3 :=WORD C1.N 3 ;

FD»- N:-2 7 0 FIN-H DO 
62: WORDLN-13 ;=WQRDC N3 ;
S3; END:

;

£7*: FI njCTl ON NEWNDRD <RE . RFF; IN7EGER) : INTEGER; 
BSr VAR LE: IN7EGER;
8v; BEGIN
RO; NENNDRD:=1;
FI; F OF I E I 7ART-RFF TO RE-1 DO
92: IF WORDLRE3«WORDCLE3 THEN
73; REG 114V4: NE-Wi'JORD: «0:
9t<: EX17 <NEWWORLi) ;
96: END;
97: END;

«4

PROCEDURE BOOKIN;
BEGINWRITELN<’NAME OF INPUT FILE:')? 

READLN<NAME)? 
i%l- I/O OFF>
RESET(TEXTIN,NAME)?
WHILE lOREBULTOO DO 
BEGINWRITELN<'FILE NOT FOUND. TRY AGAIN'); 

READLN(NAME)?RESET(TEXT IN,NAME)I
END;

END; G »

PROCEDURE RUNDETECTOR(STORI,ST0P2:INTEGER)I
VAR

BL0CK:ARKAYCli403 OF INTEGER?
SUM,MAX,N.M,RUN;INTEGER?BEGIN
FOR Ni«l TO 40 DO BL0CKCN3i«0?
N;*0; Mi«Oi MAXi»l?
repeat

V.«
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V. '

REPEAT
RUN:-RUN-*-!;
M;=M+1s

UNTIL <INFARRAVCM-»-l D=ST0R1) OR <M = TI)

IF RUN > MAX THEN MAXi=^RUN:
BLOCK L RUN 3 : =BL DC» I RUN 3 1;
REPEAT

M: -M-f 1 ;
UNTIL <INPARRAYLM+13=STOP2) DR (M >= TI);

UNTIL M >= TI;
SUM:=0:
IF SECOND T HF N BL DC» 113:=BL OCK[13-1:
WRITELN(T E X TOUT.”LENCT H NUMBER’' :
WR n  ELN rr E XTOUT.’OF RUN OF RUNS');
FOP M:=-l TO MAV DO 
BED INWRITF <TE>'TDUT , M: 3, " , BLOCKf M3 : 3. ’ ' > :

FOF‘ N:=l TC< BLDCKLM3 EH* IF N- THEN WETTE. <TEXTOLO , ‘ ‘ :
WRITEL N '■fFXTDL.n ) ;
SUM: =EUM-̂  M* BLOCK CM3:

END;
N» N t ELN(TEXT OUT,’SUM^',SUM: A ) ;
SECOND;=TRUE:

3 3 Jr ENE-

PEUrEDURE BDDfOUT:
BED IN

RENFITE(TE)TOUT,"PRINTER:')!
END:

I

.• 'I

I

-/ ! jj

BEG 11*)— MAIN PROGRAM 
CONACl(0>:
RESET <F,'CONSOLE:’):LETTERS:=[’O’:’9’.’A’:’7’3;

1: SECOND:»FALSE:
BOD»: IN;
CONACT <0);
WR; I TELN (NAME) J 
POOKOUT;WRITELN <’PRESENT LIMITATION: 1000 WORDS’)i 
WRITELN;WRITE(’WINDOW TO START WITH WORD NRi ’); 
READLN(F.START);WRITE(’WINDOW TO END WITH WORD NR; ’)? 
READLN(F,FIN> *
WRITE(’RFi ’)!
READLN(F,RF):
WRITELN(TEXTOUT,NAME)*WRITELN (TEXTOUT. START, ’B’ .FIN, ?
WRITELN(TEXTOUT);
FOR N;*l TO FIN-M DO READWORD(N);
MOVEONE*
TIi*Os
FOR Ni«START TO FIN DO 
BEGIN

Tli«TI+ltINFARRAY C TI 3 r «NFWWORD(N.RF);

i V'i
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201:

END:
FOR N:=̂ l TO TI DO 
BEGir4WRITE<TEXTOUT,INFARRAVCN3) :

IF N MOD 50 = O THEN 
WRITELNilEXTOUl)?

END:WFITELN(TEXTOUT);
W F  I TEL.N(TEXTOUT,'LENGTH OF RUNS OF ONES')* 
WRITELN(TEXTOUT);
RUNDETECTOR(0,1)*WRJTELN(TEXTOUT);WRITELN(TEXTOUT)*WRITELN(TEXTOUT): 
WR1TELN<TE>;T0UT.'LENGTH OF RUNS OF ZEROES’); 
WRIiLLNCfEXTOUT ) :
RUNDETECTOR(1,0);
PAGE '.TEXT OUT) :
WRITE i_N <' ANOT HER RUN?' ) ?
REr.P(F . CH> :
IF CH='Y' THEN 
DEG INCLOSE(TEXTIN):

GOTO 1?
END*

‘U

END.

«4vt.
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CHAPTER 7.
BASIS AND METHOD OF FOURIER ANALYSIS-

In chapter 5 we began our first attempts to analyse structure in 
text strings, where 'structure' is taken to mean structure in the 
information theoretical sense as opposed to the concept of struc
ture within the grammai— based structuralism usually associated 
with structural analysis of text strings.
We established a possible link between the position and gradient 
of the graphic representation of the vocabulary-decay on the one 
hand and the sequential structure on the other. Even so, 
analysis was still anchored in the 'accumulative' nature of the 
common concept of vocabulary, ie. all the analysis evaluated 
structures starting from the first word of the string and accumu
lated new words and repeated words with no regard for the '*̂**̂  ̂
that words have different functions and that this function de
pends on - and is defined by - the SEQUENTIAL STRUCTURE of the 
text string and the INTERACTION between the words of the string.
To start with the last featurei the interaction between words. In 
an analysis of text strings based on the non-cognitive reading by 
a computer, we have no hope of evaluating this feature since it 
is semantical and therefore depends on cognitive skill. Regarding 
the first feature: the sequential structure, we are in a better 
position. We have already seen that we can analyse this feature. 
Our first attempt - in chapter 5 - to evaluate sequential struc
ture involved a simple plotting in a double logarithmic system 
based on the accumulations of new words and repeats in the text 
string. This evaluation of sequential structure was however very 
crude and yielded only two values - the position and the gradient 
of a graph - values which we on the whole were unable to 
relate to other parameters.

cor-

So, to cater for a mor« 
sequential structures 
fields of pattern and 
such a method which 
strings. The obvious 
structures or patterns

• sophisticated approach to the analysis of 
in text strings, let us turn to other 

•^ructure analysis and see if we can find 
will lend Itself to the analysis of text 
choise, if we want to analyse sequential 
, is FOURIER analysis.

Fourier analysis, or spectral analysis, has become one of the 
most important ways of applying numerical solutions to practical 
problems in a vide range of fields like optics, speech processing, image enhancing, engineering, etc. Not th 
there is anything new about Fourier analysis. This 
numerical analysis was developed by the French mathema o a 
Babtiste Josef Fourier in the beginning of last century, 
considered too complex,and impractical to use until a ^
tion, the -Fast Fourier Transform- (abbreviated as FFT) wa 
described by J.M. Cooley and J.W. Tukey in 1965, (Cooley 
Tukey, 1965).

.< 'I

»
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To «Kplain how Fourier analysis can be used, I will begin in a 
•field, well known to tnosts I-f you look at the groove o-f one o-f 
your grammophone records through a magnifying glass, you will 
see, that at any point, all the sound is represented by one 
single groove. This is the case whether the recording is one of a 
pure sine wave or one of a full symphony orchestra. It is not 
^¿^f^cult to understand how a pure sine wave can be represented 

single groove, but how does the human ear hear all of — and 
indeed distinguish between - the instruments when there is just 
one single groove. The explanation is of course, that all the 
sound waves were added together to just one sum wave during the 
recording and later cutting of the master record. Later - when we 
listen to this sum wave ~ our ear and brain — are able to extract 
the basic wave forms which went into the making of the sum wave. 
This is how Fourier analysis works. To say that our hearing de
vice does this by means of Fourier transformation is probably to 
take the analogy a bit too far, since we do not yet understand 
how our auditory channel is able to do what it does. But the 
result is the same as that of a Fourier transformations the sum 
wave is dissolved into the single basic frequencies.
I shall now describe in greater detail the basis of Fourier 
transformation. When I have done that, I will introduce you to 
some applications of the Fourier transformation, and although the 
connection between these examples and our attempt to analyse 
text strings may not seem immediately obvious, their relevance 
will become apparent as our analysis comes along.
In Fourier analysis we talk about two 'domains', 
and a frequency domain, and the Fourier analysis 

function which is analysed from the time 
domain. This may initially sound 

understand.
the
frequency 
really very

a time 
is said 
doma i n 

difficult.
easy to

domai n 
to move 
to the 
but is

domai nBenw.lly, the m o v e irom . ti«e domain to a fri^uency 
involve, no more math than any of u. would have had in primary 
school, so I can easily explain the basic principles.
Think about the meaning of the word "frequency“. This means a 
number of events taking place in the space of a g v w  “ ‘
we talk about sound waves, this unit is a time unit - *
second - and the events taking place are wave tops. Say ^  have 
an event taking place 1 time every 4 seconds, this ^ “ ‘^f
time domain. If we want to express the frequency o 
events we would of course get a frequency of *'v
per second ie a frequency of 0.25. This would be 
domain. Another event taking place 1 time every 10 domain) gives a frequency of 0.1 per second (frequency domain). 
Fourier transformation gives us a means of expressing a some 
times — ccMRplex function in m more intelligible way.
These were simple cases of transformation from a
frequency domain. Fig 7.1 expresses the f " ^Tth a form. The graph to the left represents the "iht is
wave which peaks once every 4 seconds. The graph ,,,
the Fourier transform of the graph to the 1*^* f!!*» naaks once in the frequency domain. As the graph to the " ,every 4 seconds, the transform in the frequency domain gives
pmak on f « 0.25.

1
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Let us now imagine, that the lines of events taking place above 
were lights flashing rather than the top of a wave, and we would 
have a light flashing once every 4 seconds, and another light 
once every 10 seconds. It would not be difficult to establish 
each of the frequencies by timing each light in turn. But if we 
connected the two lights so that they were both flashing when 
only one of them should have flashed, we could not easily 
establish how many - and which — different fregencies were in
volved. However, if we timed the now irregular flashing and used 
Fourier analysis to transform the series of timings into the 
frequency domain, the Fourier transform would give us * 
i - 0.1 and a peak over f * 0.25. The real power of the Fourier 
analysis is its ability to dissolve a compìe>i waveform into all 
its basic components, and to show how much of each 
contributed to the waveform. In the frequency domain, the height 
of the peaks will show proportionate!y how much each basic 
form contributed to the final waveform. This is why the vertical

Ampli tude

O 4 8 seconds
TIME DOMAIN 

Figure 7.1
FREQUENCY DOMAIN

Transformation from time domain to 
frequency domain of a wave form.

axis in the frequency domain is labelled ‘•power"-
called a power spectrum of the waveform in the timethe analysis carried out in this way would be a power spectral
analysi s.
The »ore peak« a component ha. in the tl»e domain,
HIH the peak be in the frequency domain ait^ »h- hJohir nClber tion. Thi. mean«, that everything el«e equal, the higher "«»her
of events in the time domain will result in a peak with a higher 
power in the frequency domain.

a simple wave form 
(Figure 7.2) showsWhile Figure 7.1 

is a single pul'
shows that the transform of 
». the next transformation

Ampiitude Power

4 8 seconds
TIME DOMAIN

Figure 7.2 Transformation from time domain irm- quency domain of a train of pulses.
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X  V

11

o*f pulses with the 
I peak at the same

same length 
•frequency asthat the transform of a train 

in Figure 7.2 is a wave whith 
Figure 7.1.
Fourier transformation qoes both wavs between the time domain and 
the freouency domain. If we had applied Fourier transformation to 
ihe spSctrum to the right in fig 7.1 and 7.2 the re.ult.ng 
waveform would have been the ones to the left in fig 7.1 and 7.^.
Fia 7.3 on the following page shows four pairs of graphs. In each 
oair. the graph to the left represents a function of time. The 
Sraoh to the right shows the Fourier transform of the graph to 
the left and is in the frequency domain. The graph to the 
show the amount of the different frequency components needed to
make the graph to the left.
Whithoot going into unn.cessarily great detail, *®Let'ur^amine we can learn from the transform pairs in fig 7.3. Let us eNam.ne
each pair of graphs in turn.
Figure 7.3 (a). The transform of a constant <a,left) ®
r e r o - W ^ e n c y  value equal to this constant (a,right . The zero- 
frequency is said to give the DC (direct current) transform, and from this eK.mple it is clear, that if ®>5nal
in the time domain is biased by a DC signal, this will show up in 
the frequency domain as a zero-frequency yalue equal to the bias.

(b). The transform <b,right) of a square pulse 
as we shall later see, of particular releyance to 

presented in this paper. It contains a number of low 
to build up the area under the pulse and create the 
sections which obyiously change Ijttle with time. , 

tion, there is a fair amount of high frequencies, 
the need for "small building blocks" - or a higher 
to make the sudden change at the corners of the

Figure 7.3 
<b,left) is, 
the research 
frequencies < 
flat topped 
but in addi 
These reflect 
resolution 
square pulse.
A trianaular pulse <c,left) of the same area has similar require-
ments for low frequencies <c,right), n* the trianale
hiqh frequencies than <b,right) because •J'P® “^.‘^ „ayewaC-e changes less suddenly than the shape of the square wave.
A Gaussian (bell-shaped) curve (d,l.ft)frequencies (d,right) to build up its smooth function of time.

The correlation between sudden c*’«"9” , * " V ‘2ii™l*thir‘ch.nge the Fourier transform is quit, general. ioJ"of
abruptly with time, like the square wave, freouencles to
fin. detail (sharp edge.) require a lotdefine them. As a square wav. becomes narrower and narrower, mo 
•nd more high freqwencies «re necessary.
Nearly «11 the research presented in ^^** ***^*^.** ^***^„^on**T 
labeling of words to produce a binary pa e «lA^houah 1 have in 
Such a pattern constitutes a square * *4nation” bv highmost oi my research circumvented the Fourier
frequencies of my spectra by using a par cu , hiah fre-transformation, this presence, of irre event f
quencies solely due to the basic signal be ng where I havebecome apparent in the latter part of my research, where I ha
had to change the Fourier transform.

•;v|i

I
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TIME -> FREQUENCY -> 
high

b)

t-0 TIME -> FREQUENCY -> 
high

c)

t*0 TIME -> FREQUENCY -> 
high

d)

t-0 TIME “> FREQUENCY -> 
high

Figure 7.3 Some function» end their Fourier tr«n»forin.

The general Fourier tren.f^e of • continuou» function i» given
hw r iit

A(f > i(t) dt (7.4)

The “i” in egu.tion <7.4) itend. for the virieble
constant "e“ is the base of the natural ”f" is taken to"t” is often regarded as tie» while the variable ^ ^ „
mean frequency, and then the Fourier ,x-taking a function of tiee into a function of frequency
plained above.
This equation can only be applied to
can be shown, that -provided the
'fOnction are equally spaced (equidistant),
equat i on



W^H-1
O ^  j 4  N-‘

page 177

(7.5)
can be used, and since our data base consists o-f words, this is 
the equation which is o-f special interest to us. In this equa
tion "N" is the total number oi samples and *'k" is the number o-f 
each’individual sample point. The Fourier transform of a discrete 
function i* closely related to that of a continuous function, two 
obvious differences being, that <7.5) is a sum instead of jn area 
and that ''f (time) in (7.4) is replaced by k/N (number of 
vidual sample divided by total number of samples) in (7.5). The 
condition stated above, that the sample points must be equally 
spaced, is important and I shall return to this later.
There are many ways to express the basic Fourier transform of a 
discrete function. As I would like to demonstrate two important 
aspects of Fourier transformation more fully, wethe same relationship in polar form. This would ease the handling 
o-f the complex numbers involved in the basic Fourier transform, 
since in polar form, complex numbers can be expressed in terms of 
sin and cos. I shall not attempt to develop this step by step 
however, since it would be unnecessary and beyond the scope of 
this paper, only state, that the Fourier transform of a discrete 
function F(x) with a period of L and consisting of 2N sample 
points can be written as the following series

where

and

HT AUUdI -----9 .

_____ _____________________

(7.6)

(k*0, (7,7)

(7.8)( k*0, 1 f 2f • • • f N”1)
th.t the nui!ber of ««mpled point. In the were 2N. Thi. i. important .ince it i. apparent from <7.6)

the re.ulting .erie. give, only *!’•* "“"ThC. if “ ourN (Sigma "runs" only from k»l to k«N-l). Thu ,

Note,
F(x) 
thatnamely im isigma r u n »  u n * y  t . w . . .  .. -  —  _
initial discrete function had 10 sample points, i-oinnonents)
ing power .pectrum will have only 5 line.Thl. i. a re.ult of the .ampling which take, place «^en ^  want 
to Fourier tran.form a di.cr.te function, and 
we can look at it a. if our reeulting p ^ rfolded around the middle of the .pectrum l.e. around the .ampling 
frequency divided by two.
At the moment I shall go no further into the *^^*"*^f^*** 
the theory of Fourier analysis, only []•*"*”* * *naly- 
touched on three important points regarding p must besis. 1) That the sample points of a discrete ^«n^tion
equallly spaced (equidistant) before we iuncti^ i»
transform. 2) That the ino frequencyfolded around a frequency equal to half of the »««P“  ^
and finally, 3) that because thequency components are added to the componen s
cy end of the spectrum.
A point wich 1 .hould mention before we begin to Fourier analy..
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text strings in 
words along the 
The unit in our

earnest is the fact, that the way we are plotting 
>;>a>:is, our time domain is not one of pure time, 
time domain is one of words? a word unit.

The use of words as a parameter, instead of real time, is 
oerfectly legitimate and is not at all as confusing as it may 
«oem Let us look at the transformation between the two domains 
thi way we did it before: the TIME domain and the FREQUENCY 
domain. If we get a peak at 0.25 in the frequency domain, it is 
«;till a transformation of an event taking place every 4 units in 
the time domain, but the units are no longer seconds, but^words. 
This means, that a peak in the frequency domain at 
fleets a pulse repetition every 4 words instead of every 4 se
conds in the time domain. The way we have plotted the y m
the time domain ("new words") means, that each pulse constitutes 
a word which is new to the particular text string being analysed^ 
Thu«. a peak in the frequency domain at 0.25 in our interpreta
tion, means a higher than incidental arrival ofevery 4 words being read, or repeated combinations (patterns) of 
new and repeated words adding up to segments which are 4 words
long.
A« an intrinsic part of the development of INFOR, I wrote some 
«imple "text strinos" which I knew would give well known and well 
defined Fourier transforms (Figure 7.11 to 7.14). These strings 
did not contain words, but numbers because it is
struct strings of numbers when you have to keep a check on new 
"Jorll and 4peat*. Thi* doe* not interfere « t h  our -ince
to INFOR a 'word’ is a number of characters
in between two separators (spaces, commaes,  ̂ ___
two 'words' differ in their content of letters or *considered different. INFOR has of course no notion of the seman 
tical or syntactical content of the units it analyses. So, to 
test and improve INFOR, these strings of periodically recurring 
numbers were put together. The strings were of the form

1 2 3 4 3 4 5 6 5 6 7 8 7 B 9 10 9 10 11 12 11 12 (7.9)

When INFOR reads (7.10) the resulting information array will (in 
this particular case) look like this

lAC1f 243:*110011001100110011001lOOp <7.10)
because INFOR compares each information unit 
7.10) and checks whether they are repeats or
"1" and "2" in (7.10) INFOR will register two new *and "2" are repeated, INFOR will register two repeats, and so o

1 1 2 2 3  3 4 4 5 5 6 6 7 7 B B 9 9 10 10 11 11 ^2 12 13 
1«: 17 17 IB IB 19 19 20 20 21 21 22 22 23 23 24
26 26 27 27 2B 28 29 29 30 30 31 31 32 32 33 33 34 34 35
^7 i? 38 SB 39 39 40 40 41 41 42 42 43 43 44 44 45 45 46
4^ 4B 49 “  50 lo 51 51 52 52 53 53 54 ^  55 55 ^  56 57
59 59 60 60 61 61 62 62 63 63 64 64 65 65 66 66 67 67 6
70 70 71 71 72 72 73 73 74 74 75 75 76 76 77 ^  7B 7B 7

ni p*? P5 S3 83 84 B4 85 85 86 86 87 87 8B 88 89 
92 92 W  93 94 94 95 95 96 96 97 97 98 98 99 99 100 00
102 102 103 103 104 104 105 105 106 106 107 107 108 108

LAMBDA-2 
13 14 14 
24 25 25 
35 36 36 
46 47 47 
57 58 58 
68 69 69 
79 80 80 
90 91 91
101 . 101
Figur. 7.11 <«). Artiflcl.l t.xt .trlngmat!on array with a wavelength lambda z.

• ̂ »
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•for each pair o-f numbers. The result is as can be seen in (7.11) 
• square wave with a wavelength lambda * 4 ('two up, two down') 
and 6 -full oscillations. Such an oscillation with a wavelength o-f 
4 should, as we have already seen, give a peak at 0.25 in the

Lft21,03B100RF2S0Fl 
POUER SPECTRUn

r iK W H C Y

Figure 7.11 (b). Power spectrum of text string in fig 7,11 (a)

. I

1 2 1 2 3 4 3 4 5 6 5 6_ 7 8 7 8 9 10 9 10 11 12 11 12 13
15^16 15^16 17 18 17 18 19 20 19 20 21 22 21 22 23 24 23
25 26 27 28 27 28 29 30 29 30 31 32 31 32 33 34 33 34 3wj
37 38 37 38 39 40 39 40 41 42 41 42 43 44 43 44 45 46 45
47 48 49 50 49 50 51 52 51 52 53 54 53 54 55 56 55 56 57
59 60 59 60 61 62 61 62 63 64 63 64 65 66 65 66 67 68 67
69 70 71 72 71 72 73 74 73 74 75 76 75 76 77 78 77 78 7969 70 71 7. 71
91 92 93 94 93 94 95 96 95 96 97 98 97 98 99 100 99 100 
101 102 103 104 103 104 105 106 105 106 107 108 107 108

LAMBDA-4 
14 13 14 
24 25 26 
36 35 36 
46 47 48 
58 57 58 
68 69 70 
80 79 80 81 82 81 8 
90 91 9
101 10

Fioure 7.12 (a). Artificial te>?t string which generates an infor
mation array with a wavelength lambda *

LA42,6B140RF5S0F1 
POUER SPECTRUn

• • •  - -

Figur. 7.12 <b). Fow*r .pbctrum o-f t.xt »tring in fig 7.12 <«)• 
fr.qu,ncy dom.in. Figur. 7.12<«) i. *uch
should gw^.r.t. • w.v.l«igth of 4, ,nd a. th. ^ t' iii.),figur, 7.12(b) .how., thi. 1. lnd..d th. c m . Figur.. 7. IK.),

•.. '» i .•
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7 l'̂ <a), 7.13(a) and 7.14(a) are strings which generate wave- 
linaths oi 2, 4, B, and 16 respectively and the power spectra 
g^fpeaks at%-0.5 (7.11b), f-0.25 (7.12b), f-0. 125 (7.13b) and
?»0.0625 (7.14b) as expected.
The peak to the left in the spectra with periods 4, 8 and 16 are
the main peaks; the peaks which indicate the main frequency in 
the time domain. The smaller peaks to the right of the main peak 
- in the higher frequency part of the spectrum - only indicate, 
that a certain amount of these frequencies was necessary to build 
up the particular shape of our function represented by the I's 
and the O’s in the information array as explained in chapter 5. 
These secondary peaks only show up when the periodicity is highly 
regular, symmetrical and sharp-edged as the case is 
svnthetically generated square waves as explained 
beginning of this chapter. In practice they are not 
interfere with our analysis of natural strings, so we 
them rest with this brief explanation.

with our 
in the 

going to 
will let

.'.¿I

1 M

LAMBDA-B 1 2 3 4 1 2 3 4  
14 15 16 13 14 15 16 17
24 25 26 27 28 25 26 27
34 35 36 37 38 39 40 37
48 45 46 47 48 49 50 51
58 59 60 57 58 59 60 61

72 69 70 71 
82 83 84 81

92 89 90 91 92 93 94 95
101 102 103 104 101 102

68 69 70 71 
78 79 80 81

5 6 7 8 5 6 7 8 9  10 11 12 9 
18 19 20 17 18 19 20 21 22 23
28 29 30 31 32 29 30 31 32 33
38 39 40 41 42 43 44 41 42 43
52 49 50 51 52 53 54 55 56 53
62 63 64 61 62 63 64 65 66 67
72 73 74 75 76 73 74 75 76 77
82 83 84 85 86 87 88 85 86 87
96 93 94 95 96 97 98 99 100 
103 104 105 106 107 108 105

10 11 12 13 
24 21 22 23 
34 35 36 33 
44 45 46 47 
54 55 56 57 
68 65 66 67 
78 79 80 77 
88 89 90 91 

97 98 99 100 
106 107 108

FiQLire 7.13 (•). Arti-flclal tent string which gen.r.tes .n infor-mation array with a wavelength lambda * e.

LA84,10B180RF9S0F1 
POUER SPECTRUM

a.s maaicTWP • —- —
Figure 7.13 (b). Power spectrum of text string in fig 7.13 (a).

i« DOSSible tOEv.n though w. h.v. now  ̂ Sot*hoi^v.r
of synthe

ven ^nougn we nave ^arry out Fourier analysis on text strings, •
let lured into a false feeling of »“^f***'^^* ric and well defined strings is one thing, the .
ral strings quite another. The production of text b
linguistic device is not a steady
unit kind of affair. The speed with w h i c h ^  fx f. of
vary considerably. Sometimes the speed itself i« P«rt of

of natu- 
strings by our time- 

itrings 
the

* . .N»
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information and e>:presBes emotions like intimacy, anxiety or 
enthusiasm and we talk slowly or fast according to what we want 
to convey. This is a problem we have not solved, merely worked 
o.ir wav around by letting INFOR use words as the time unit. Our 
frequency parameter in the power spectra calculated by INFOR is
la mb da-16 1 2
9 10 11 12 13 
23 24 25 26 27 
37 38 39 40 33 
43 44 45 46 47 
57 58 59 60 61 
71 72 65 66 67 
77 78 79 80 81 
91 92 93 94
103 104 97 98

3 4 5 6 7 8 1 2 3 4 5 6 7 8 9  10 11 12 13
14 15 16 17 18 19 20 21 22 23 24 17 18 19 : 
28 29 30 31 32 25 26 27 28 29 30 31 32 33
34 35 36 37 38 39 40 41 42 43 44 45 46 47
48 49 50 51 52 53 54 55 56 49 50 51 52 5362 63 64 57 58 59 60 61 62 63 64 65 66 67
68 69 70 71 72 73 74 75 76 77 78 79 80 73
82 83 84 85 86 87 88 81 82 83 84 85 86 87

95 96 89 90 91 92 93 94 95 96 97 98 99 100 
99 100 101 102 103 104 105 106 107 108 109

14 15 16
;0 21 22 
34 35 36 
48 41 42 
54 55 56 
68 69 70 
74 75 76 
88 89 90 
101 102 
n o  111

Fiaure 7.14 (a). Artificial text string which generates an infor
mation array with a wavelength lambda • 16.

^ *

• ■ '«

LA168,17B337RF16S0F1 
POWER SPECTRUM

t.s muMbv

Power spectrum of text string in fig_ . . . _ ______________ _________ 7.14 <a).Figure
therefore not one ot real time, one
.h.ll l.ter .ee, how this feature,a .erioue limitation, turn, out to be a 'ble««lng in di«gui.e 
The way 1 have
iran"?ormI«t>.’ A. a matter of fact,

« n d r n g * ° t h r ”r ? ;h ;  N?nS o r ^ . n J o r m  ‘
principle of itructure. into .imple wave'dissolving* complex wave forms or structures
forms or structures.
The re..arch pr...nt.d in thi. the.i. too H«*between different type, of tran.f^m, on. b.^g the F « t  F^ri 
Tran.form <FFT> end the oth«- being . tran.form develop«! parti

. .f*
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cul ar ly -fpr the analysis of time series or event-analysis.
It is important to understand the basic difference between a time 
series transform and the Fast Fourier Transform. The first trans- 

- the time series transform — can only transform a series of 
times lapsed between successive events, or distancesform 

timi ngs
between 
the * ones’

1 .e.events e.g. distances between 
of our information arrayx

successive peaks or between

IAri:203 = 1,0,0,1,0,0,0,0,0,1,0,1,0,0,0,0,1,0,0,1
I shall expand more fully on this when I ey^plain the computer 
programs in chapter 9. Let us just now for the sake of e>?plaining 
the nature of a time series say, that the information array could 
be translated into the time series

ITC1I53 * 2,5,1,4,2
by counting the spaces between the I’s in IA. This transform does 
not take account of the shape of the pulse (square, triangular, 
sinusoidal etc.) and depends on the pulses of events being very 
narrow. Since the timeseries transform does not recognise shape - 
particularly not hight - THE TIME SERIES TRANSFORM DOES NOT TAKE 
ACCOUNT OF THE AMPLITUDE OF THE SIGNAL.
This inability to provide for a multitude of signal levels is 
going to become a problem, because - as we shall see in chapter 8 
- it is not realistic to imagine that all the words in a text 
string carry the same information. Our common sense tells us, 
that some words carry more information than others, so a reali
stic information array may look like thisi

IAC1X203 * 1,0,0,B,0,0,0,0,0,1,0,1,0,0,0,0,B,0,0, 1

where some of the information carrying words have transferred 
information of magnitude B and others have transferred 
tion of 1 or nothing. This array does not translate directly into 
a time series, so to transform this signal with its three signal 
levels 0,1 and B we would use the Fast Fourier Transform instead.
In the Fast Fourier Transform, the amplitude of the signal as 
well as the shape of its pulses have become part of the analysis 
and have an impact on the power spectrum. This is important - 
often essential - in some kinds of analysis, but ®
other hand have its disadvantages! One is, that if the signal is 
made up of square pulses, as the case is in our application of 
the transforms, we will gst some peaks in the high of the spectrum, which are not part of the structure of the tex 
string, but rather the high frequencies which go to make up tha 
sharp corners of the square pulses as explained in the beginning 
of this chapter (figure 7.3 b). Although this high 
power is genuine in the sense that it is a part of the __
ness’ of the pulses, it is not part of the text string structure 
themselves, but an arte fact arising from our use of square P 
ses to carry the information from the text string structures into
the FFT.

• *In cases where this high frequency power is going to ****?w- 
important high frequency peaks, one would instead 
time series transform to reduce the 'noise' in the part of the spectrum, but in the cases where the amplitude of tne

'.."I.• < 'I
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«lanal MUST be taken into account, one would have to use the Fast 
Fourter Transform and accept the 'disfiguration' or 'noise' in 
the high frequency part of the power spectrum.
Me ar. primarily going to use the FFT +or the analyeie 
sianals - eignale with more than two signal level*. IF 
na?rie wanUd to analyse had only two signal level* ke the I’s 
•nd O’* oF our inFormation arrays, the FFT would still be per
fectly usable since. IF a transForm is sensitive to a continuum 
ofamplitude* or signal levels, it does not matter whether these 
levels are 1 and O - or 2 and five - or whatever, so in that 
sense the FFT is 'binary' just as much as it is 'analog - But if 
FFT caters for 'binary' signals as well as for 'analog 
what is the point of having two Fourier transforms - the timese- 
ries and the FFT - instead of just the one, the FFT.

have used both transforms, 
an experimental set*"up like 
different methods so as to 

the different transforms. The 
string should give more or

Figure 12.1 in chapter 12 shows, that

There are a couple of reasons why I 
The first one is the necessity ~ in 
the present ~ to use at least two 
compare the spectra resulting from 
two transforms used on the same text 
less identical spectra, 
this is indeed the case.
The second reason has to do with the demand, which the
to impose on the .«périment. The minimum
points necessary to give a good power spectrum is ^
if we want a spectrum of 32 frequency points, then we need to
'feed' the Fast Fourier Transform with 64 observations »^^^e the
F F ^ o n ly  yTelSrhalf as many frequency points as we
tions. U e r e a s  with the time series
number oF Frequency point, in * 5 ® . the sfme observations in the time domain. This means, that with the same
number oF observations, the FFT will give . . T h e  FFT
tion in the power spectrum oF that oF the 'timeserie*
spectrum is thus coarser than the nfhmr rntric-transForm, For the same number oF observations.
tion. imposed on us by the FFT and P®"'?“ up to
gested in chapter B bring the minimum “‘„ " ’„f'thearound 120 words, which is Far too great a demand For many oF
text strings written by children.
For this reason, the time series tran.Form has been the mainJ^l 
in my analysis oF text strings. Only w h ^  the need to analyse 
Amplitudes of the signel «rises, will the FFT be called upon.

Two applications of Fourier analysis to 'black box systems.
strate a couple ot application. oF the 
’enclosed’ systems, one oF which is a mechania ohvsiological on*. BuperFicially these *«am^

I shall now demonstrat 
transformation to 'end---
cal one, the other a physiological ---  «nalvsis or
pie. may >'*r® ‘SoiSvHfrthSrdemof^atrat. the important

. r : : : . ’to ti. ~ t p “‘ ‘ii-":«r..ibi::
’black bOK’ systems, ^  f  th^or which would alter significantly it access»^ *„-ix/«is is. examples will give you a 'f.«l' of -hat Fourier analysis is.
The First .«ample <Fig.7.1A) From a technical journal (Rand
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all I960) shows how Fourier analysis is used to distinguish 
between a worn and a not so worn gear bo>s by picking up, amongst 
M multitude of different noises, the repetitive sound pattern of 
one rotating part (worn 1st gear cog-wheel). The graphs to the 
left are the power spectra resulting from a Fourier transforma
tion of the sound waves emitted from the gear box. On the top 
nraoh (left) there is a clear peak at around 30 hr and a number 
of smaller peaks in fast succession along the entire spectrum 
emanating from the second biggest peak at around 10 hz. This is 
the power spectrum and we are now on the frequency domain.
If we only wanted to know which cog-wheel<s) in the gear box were 
about to break up, we could deduct this information from the 
power spectrum, and we could terminate our analysis here.
However, we could go a bit further and transform the power spec- 

to «here 2e c.me iro«,, b.ck to the initi.l tloe doo«n 
As vou may remember from my initial explanation of the Fourier 
t^ns^ormation. it work, both «.y.. So it «e apply the Fourier 
transform to the power spectrum <7.16,left) we will move back to 
the time domain and our power spectrum turns back into a 
cy spectrum. This would give the graphs to the right. The time 
dLain is here called 'quefrency' domain <the unit ** 
indicate that it is not the initial time dOT.in, 
from a frequency domain by means of a secondtlon What we have achieved by transforming ourselves back to
wheri we came from, by the means of two „Icturr^of‘°th4is basically that we have produced an enhanced picture of
sound waves initially emitted by the gear bok. ^oundspeak, produced a less ’noisy’ picture of the initial sound 
spectrum, a noise level which allows us to distinguish features 
particularly associated with the wear of a gear boK.
This demonstrates another and very important use 
transformation. Since structural features transform
into peaks. while ’noise’ - in the information- transforms into a low level current normally lying just ove 
the base line throughout the spectrum, it is •••V» 
signal has been moved to the frequency ^uCtr.ct
FoSrier transformation, to extract thethis low level current in the frequency domain. This is not going 
to affect the structural Information which is contained in the 
p^ki on?i. in this way, any information masked by noise, may be

• '»■
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Figure 7.16 Analysis of gearbox by Fourier transformation.
Fourier transformed, the noise subtracted, the peaks tr
form«l back again. This is the technique behind image enhancing I



page 18!

o-f photograph» taken by <»py> »atei li te».
Although 
»i» to
example 
analy»e 
»ound or

Me are concerned with the application of Fourier analy- 
••»oft machine»" rather than to gearboxe», the above 
still demonstrate» the ability of Fourier analysis to 
what is inside a “black box" by mean» of the pattern» - 
otherwise - emitted by the box.

This first example demonstrated the analysis of a mechanical 
"black box". But if we want to analyse a "black box" then it does 
not matter whether the box is mechanical or part of a "soft 
machine" as the human apparition has been termed. If the system 
we want to analyse emits a signal and if the emitted signal c&r\ 
be put on a form suitable for Fourier analysis» then the origin 
of the signal is of little importance, 
dissolve the signal into a number of 
reflecting the presence of a number 
nents. But a number of physiological 
»0» 0(iti t periodic signals and can exactly the same way as the gearbox above. Of course, any signal 
components present will reflect b io lo g i c a l  components rather than 
mechanical components, but apart from this, the method is no 
different from the one applied above.

The Fourier analysis will 
periodic sub-signals each 
of (mechanical) sub-compo- 
(e.g. neurological) proces- 
therefore be analysed in

Fourier 
ter the 
A more 
process 
si gnals

analysis was applied to neurological signals shortly af- 
first description of the Fast Fourier Transform in 1965. 
recent application of Fourier analysis to a physiological 
has been that of power spectral analysis of heart beat 
developed at the University of Groningen in Holland over 

the past five years (Mulder,1979). As this research clearly 
demonstrates the potential of Fourier analysis in the presence of biological sub-control systems, and as this is 
esentially what I am trying to do in my search for structures in 
the linauistic signal emitted by humans, my nextbe Mulder’s application of Fourier analysis to the heartbeat 
signal.
A continuous h.art b..t .ign.l (Flgur. 7.17) 1. "‘‘J, *
pressure sensor of some kind. This signal, which is )h 
domain, is passed through a digital filter, which smoothes it 
and converts it into an equidistant time series (Figure 7.IB, 
next page).

•;4i

'«.I

I . V

ft»
Figure 7.17 Continuous heart beat signal.

After Fourier transformation of the signal in figure 
the power spectrum in figure 7.19. In this powe p



n u m b e r  of frequency components can be distinguished. It xs 
believed, that each of these reflect a subsystem, a biological
control system.

iU ffm
_ j - - - - - - - 1---J---<—

Figure 7.18 Heart beat signal after filtering.

1) The component around 0.03 Hz is thought to be related to the 
body temperature control system.
2) The component .round 0.10 Hz 1. c.u..d by omcllLtion. In the 
blood pressure control system.
3) A component between 0.25 .nd 0.40 Hz r.il«tlng breathing 
tivity.
4) A component between 0.40 end 0.50 Hz i. thought to reflect re- 
actions to external stimuli in psycho-motor tasks.

m t h  theee example, oi practical applicative
nique. 1 .hall end thi. Introduction to *?“ ihllck box«"
can see, Fourier analysis Is equally a v ^ F V ^ *  mechanical
oi physiological origin as to 'black b o x M  ® i„«i. to naturalsort. For this reason I want to apply Fourier v *  „x ourlanguage In the hope, that by doing tb. box of our
'linguistic device' shall reveal some of its processes.
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CHAPTER B-
MEANIN6 AND THE PROCESSING OF TEXT STRINGS.

The research presented in this thesis has up to this point been 
based on different varieties of the commonly accepted concept of 
vocabulary. Although we have rectified some of the most blatant 
misapprehensions about the concept of vocabulary and have esta
blished the nature of the relationship between vocabulary and 
length of text string, the analysis up to this point has been 
based on an entirely statistical - albeit a dynamic rather than a 
static - evaluation. The time has now come to examine, in some 
detail, the cognitive processing of text strings. I write ’exam
ine' as if this process was readily accessible, which of course 
it is not. However, I shall at least be adding my bit of specula
tion to the already existing corpus which suggests one or two 
features of cognitive text string processing which it may be 
possible to model in computer software.

. 4  •* -

Theories of meaning.
In chapter 3 we examined Minsky’s theory of frames and 
its main constituents! frames and information—retrieval 
with Johnson—Laird’B two types of mental models: the 
/perceptional and the conceptual models, and we looked 
feature which the two theories have in common, namely 
’frame selection’. As you may recall, if our cognitive 
perceives the reality around it by selecting appropriate 
out of a number of possible frames, the information theory 
that every time one frame is selected, entropy is being trans
formed into information, or put more simply: information is being 
transferred.

compared 
network, 
physical 
at one 

that of 
apparatus 

frames 
states

When it comes to our own personal experience of cognitive 
cessing of text strings, as when we read or listen, the

pro- 
most

important aspect is whether the text string ’makes sense' or not. 
There may be several reasons why a text string may not make 
sense, one of which may be that we are not able to relate it to 
the real, or at least a possible, world. We refer to this re
lationship as ’meaning’. We may ask what the meaning is of such 
and such a word, expression or act, and we would expect the 
response to be an introduction to the real, or a possible, world. 
One could of course contend with Wittgenstein that there is no 
such thing as meaning, but this is probably at odds with most 
peoples subjective experience of their own cognitive processing 
of text strings - written or spoken — in so far as this process 
is accessible by introspection.
It is thus prudent that we in the following should concern our— 
selves with the various uses and theories of ’meaning’ and single 
out the particular sense in which the term ’meaning’ is used in 
the theoretical basis of the research in this thesis. Later we 
•hall examine in more detail how Minsky sees his theory of frames 
applisd to the cognitive processing of text strings, and we shall

■.>41

r>
.. I

■

‘V ■“ ' .

i V, * ̂ ̂ » •
■; ’ ‘■•i

• / u-  ̂' M «1V]
■ •‘v V .’ .I
'•S.; •. •- iv* ..••V'.vi.'. *J •;

1’.

1̂ *1» I• ■ ■ t • \ •-



page 166

try to establish i-f there is room -for a concept of 'meaning' in 
the application of the theory of frames to the cognitive proces
sing of text strings.John Lyons <J. Lyons, 1963) discusses six contemporary theoriesi

The referential, theory which holds that the meaning of an ex
pression is what it refers to, or stands for: e.g., 'Fido' 
means Fido, 'dog' means either the class of dogs or the 
properties they all share.
The Ideational, or mentallstic theory which holds that the 
meaning of an expression is the idea, or concept, associated 
with it in the mind of anyone who knows it.
The betiaylourist theory which holds that the meaning of an 
expression is either the stimulus that evokes it or the 
response that it evokes, or a combination of both.
The meaning-ls-use theory which holds that the meaning of an 
expression is determined by its use in language.
The yerlf1catlQQlst theory which holds that the meaning of an 
expression is determined by the verifiability of the senten
ces containing it.
The tryth-condltignal theory which holds that the meaning of 
an expression is its contribution to the truth—conditions of 
the sentences containing it.

Human language behaviour is undoubtedly the most complex of human 
activities, and it is inconceivable that any single principle 
could account for the full complexity of this behaviour. As 
Austin points out <J.L. Austin, 1962) we use language for many 
things: We make assertions or statements, we ask questions, issue 
commands, make promises, threaten, insult, as well as all the 
things Austin calls 'performative' - to baptize a child, to 
plight one's troth, to sentence a criminal and so on. Consequent
ly, the nature of the relationship between an expression and a 
real or a possible world - that relationship we term 'meaning' - 
may be just as varied as the different uses we make of language.
Consequently the above mentioned theories are not necessarily 
incompatible; some of them are probably even complementary. For 
each of the theories above, I can imagine a language act for 
which that theory holds true. Likewise, for each of them I can 
imagine a language act for which the theory is clearly false. 
This is not the place, however, to indulge in this exercise, 
because, what I am interested in is not so much what each of 
these theories state about meaning, rather what all these theo
ries have in common.
All the theories above are theories about the meaning of ^e^ached 
language elements. Whether these elements are words, expressions 
or utterances, each of the theories states something about lan
guage elements which have been removed from their natural lingui
stic environment and prepared for analysis by having all connec
tions to this environment cut off. The overwhelming complexity of 
human language behaviour may justify such 'in vitro' analyses of 
language elements in isolation, but few - if any - conclusions 
can be drawn from the analysis of a detached language element 
about the nature of general language behaviour. Consequently we
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can not conclude anything about the nature of 'meaning' in human 
language behaviour on the basis of an analysis of the meaning of 
isolated language elements, or to put it another wav: we can not 
extrapolate from 'in vitro' analvsis to 'in vivo' functions- 
Language behaviour is coherent, not onlv within the information 
medium itself, but coherent with real or possible worlds. The 
emphasis on the propositional aspects of language and the analv
sis 'in vitro' of the truth conditions of detached language 
elements lead us nowhere.
Johnson-Lai rd 
of meanings

<P.N.Johnson-Laird, 1983) discusses three theories

'Frii:

sV. ■ ’ :i!’

i -fi

DThe lexical decgmogsltIgn theory which assumes that 
represented by structured seguences of semantic 
(called markers), and that comprehension involves a 
semantic decomposition into a set of '1inguistical1v 
components (also called 'semantic primitives'), e.g. 
the meaning of 'woman' are the fundamental concepts 
'female' and 'adult', and the meaning of 'child' are 
mentals of 'human' and 'not adult'.

words are 
components 
process of 
uni versal' 
under1ving 

of 'human'. 
the funda-

2) The m®#niD9 theory which assumes that words cannot be 
adequatelv defined and that each morpheme in the vocabulary of 
natural language is represented by a corresponding unanalysed 
token in the mental language (sometimes known as 'mentalese'). 
E.g. a sentence like 'a man lifts a child' mobilises the 3 words 
of the mentalese lexicon: 'man', 'child', 'lift', and their 
corresponding meaning postulates: <man>i FOR ANY X, IF X IS A MAN 
THEN X IS HUMAN AND % IS ADULT AND X IS MALE. <child>: FOR ANY X, 
IF X IS A CHILD THEN X IS HUMAN AND NOT (X IS AN ADULT). flift>: 
FOR ANY X AND Y. IF X LIFTS Y THEN X CAUSES Y TO MOVE UPWARDS. 
According to this theorv there are no semantic primitives into 
which the meanings of words can be decomposed, and accordingly 
there are no mental dictionary entries representing the meaning 
of words.
3) Semantic networks are essentially means for representing 1 arge 
numbers of related facts in a wav that can be readily interro
gated bv a computer program. The theorv assumes that the meaning 
of a word is its set of verbal associations involving a variety 
of associative links, including class inclusion, part-whole, 
property of, and variable relations as specified by other 
defining words. E.g. people are unlikelv to learn that poodles 
are animals. Rather do thev first learn that poodles are dogs, 
and later that dogs are animals. Consequently the semantic repre
sentation of poodles is not linked directly to the semantic 
representation of animals, but indirectly by a semantic chain: 
poodle -> dog -> animal. Such a semantic chain is onlv the most 
basic element of a semantic network. The fully fledged theorv 
envisages a three-dimensional structure with probabi1istic/heuri— 
Stic chains. Resent research has indeed indicated that mental 
•toraqe of (at least some) semantic information is hierarchical1y 
organised.
These three theories of meaning all assume that meanings are 
represented by expressions in a mental language. They diverge on 
the vocabulary of that language, and how inferences based on the 
meanings of words are made.
The lexical decomposition theory assumes that words are repre-
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thatsented by structured sequences of semantic markers, and 
comprehension involves a process of semantic decomposition. John-
Bon-Laird 
guage to 
theory

emphasises however, 
the world, or to a 

of meaning. The word
components * human’, ’adult’.

that unless a theory relates lan- 
model of it, it is not a complete 
’woman’ may be decomposed into the 
’female’, but this procedure does

not specify the full meaning of the 
other words, universels or markers; 
the real, or possible, world. The created by an analysis that uses terms that everyone understands.

word. It relates words 
it does not relate words 

illusi on of (igni fi canee

By using exotic terms - rather than terms that everyone under 
stands - Johnson-Laird is able to demonstrate that the theory of 
meaning postulates makes the same basic mistake as does the 
lexical decomposition theory» that of ’side steppping’, rather 
than relating words to the real worlds

....consider the status of a semantic theory based on, say, 
meaning postulates, but using an exotic language that you do 
not understand. It might well contain the following meaning 
postulate:
for any x, ifx i s a  ZUG then x is a 6EK and x is not a PLEK
where, say ZUG is 
Such a postulate 
brochna’ that ’gek 
system becomes, or 
can make, it does 
you about the rel 
anything about what 
son-Laird, 1983, p.

the token corresponding to the word ’zug’. 
might well enable you to infer from ’zug 
brochna’, but no matter how complex the 
how sophisticated the inferences that it 

not provide a complete sematics. It tells 
ations between words without telling you 
they pick out in the world. (P.N. John- 

231).
According to Johnson—Laird, the main empirical claim of semantic 
networks - the inheritance of properties - too appears to be an 
over-simplification in the light of present experimental results. 
Networks however, can always be revised to accommodate new empi
rical phenomena, and are perhaps best thought of as a notation 
rather than a strong theory of meaning.
Despite their differing inadequacies, the most important

theories is what they have in common, 
is to account for the perceptioncharacteristic of the three 

Their main scientific function semanticof semantic properties such as anomaly and ambiguity and si 
relations such as synonymy and paraphrase. ’On the question of 
how language is related to the world they are silent’<ibid p.230>.
John Lyons’ criticism (J.Lyons, 1983) of present meaning theories 
is similar to that of Johnson-Laird in as much as these theories 
say little about how language relates to the real world, and he 
puts the blame for this on the positivistic tradition of American 
and British linguistic thinking, with its emphasis on the propo
sitional aspects of language and truth—conditonal semantics in an 
irrelevant meta-1inguiStic world. If linguistic thinking in 
Britain had followed a more balanced view between Continental 
existentialistic and British positivistic thinking, says Lyons, 
present theories would not have failed so blatantly to account 
^or the most important•aspect of language behaviour, that of 
self-expression or subjectivity. About self-expression and sub
jectivity of utterance Lyons writes:
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....I want the term * sel-f-eKpression' to be taken literally. 
The sel-f is not to be understood as being logically and 
psychologically distinguishable from the beliefs, attitudes 
and emotions of which it is the seat or location. Still less 
is it to be taken, as it commonly is in the dominant intel- 
lectualist tradition referred to at the beginning of this 
section, as the reasoning faculty operating dispassionately 
upon the propositions stored in the mind or brought to it for 
judgment from obseryation of the external world....The inad- 
eguecy of thruh-conditional semantics as a total theory, not 
only of utterance-meaning, but also of sentence-meaning, 
deriyes ultimately from its restriction to propositional 
content and its inability to handle the phenomenon of subjec- 
tiyity. Self-expression cannot be reduced to the expression 
of propositional knowledge and beliefs.(J.Lyons, 1983, p.240).

John Lyons is here touching on something of great importance, 
namely that it is all yery well to analyse propositional utter
ances in relation to a well defined world; the problem is that 
such a world - the positiyistic world of propositional calculus 
and set theory - has nothing to do with the real world. The 
language of each indiyidual refers to his or her past and present 
reality and past and present yalues of a real world. There is my 
world, and there is your world, just as there is any speaker's 
world and any listener's world. There are many possible worlds, 
and the main function of language is to conyey worlds - not 
words.
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...a speaker must necessarily refer to the world that he is 
describing from the yiewpoint of the world he is in. 1 might 
just as well haye put it the other way round, saying that a 
speaker must refer to the actual or non—actual world that he 
is describing f.CS0 the yi.®yB9i.Qt Qf. tb® tiSCLb tb.®t i.® 1.D 
him. (ibid p.241>.

The notion of 'possible worlds', the emphasis on the subjectiyity 
of the language act and its importance as a means of self-expres
sion are the most important moyes away from the positiyistic 
theories of meaning. The problem is, that parallel to this deye- 
lopment there is considerable research going on into artificial 
intelligence, and the moye away from the positiyistic approach to 
meaning complicates matters considerably when we want to apply 
computers to fields like cognitive processing of language. Lyons, 
however, is convinced that there is nothing in subjective lingui
stics which should make it principally different from positivi
stic linguistics in terms of 'computer applicability'. It is only 
a question of developing further our present software to account 
for the increased complexity of subjective linguistics. It is 
only a question of time before the increased complexity of sub
jective linguistics is mirrored in the software controlled read
ing of natural text strings. Minsky's frame theory is one such 
attempt to increase the sophistication of a basically positivi
stic approach to cognitive processing.

Minsky's theory of frames.
In Chapter three we examined Minsky's theory of frames <M.Minsky, 

in general terms, and 1 explained the mechanism of the 
selection of the 'best match' and its implication for the trans
fer of information. In the following 1 shall explain how Minsky
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sees his theory o-f frames applied to the cognitive processing of 
text strings, and we shall examine this application of his theory 
in the light of Johnson-Laird’s and Lyons' findings as I have 
presented them above.
When I explained Minsky's theory of frames in Chapter three, the 
explanation was based on the visual/cognitive processing of items 
of the real world, the reason being that the theory of frames 
lends itself most readily to the processing of non-abstract, well 
defined objects. When we move from the concrete visual world to 
the symbolic acts of language, the theory of frames meets with 
the same problems of other attempts to relate mental representa
tions to the real or possible world.
The structural base for cognitive processing of text strings, as 
Minsky sees it, is case-grammar which, he suggests, already 
constitutes a theory of frame recall and slot filling. In the 
frame theoretical version of case-grammar the different grammati
cal categories can be seen as frames with slot filling programs. 
The two most important categories of case-grammar, the noun group 
and the verb group. contain the following slotsjt NOUN GROUPi 
determiner, ordinal, number, adjective<s), classifier, noun, 
qualifier. VERB GROUPi agent, instrument, co-agent, source, 
object, destination, former support, conveyance, future support, 
former surroundings, trajectory, future surroundings. When read
ing a text string, our linguistic device 
noun group and, on encountering this, 
or, failing that, our lingusitic device 
verb group. Once each grammatical category has been identified, 
the meaning of each is established through the filling of the

would first search for a 
fill each slot in turn, 
would be looking for the

appropriate slots of the appropriate frame.
Minskv further suggests that there should be a front line under 
stander charged with reducing all action concepts to simple 
combinations of primitive acts. There are two reasons for redu
cing all action to primitive acts. The first one is that it would 
reduce the size of the knowledge library. The second is that 
reduction is one method by which paraphrases may be recognised-
Primitive acts of the physical world could ber MOVE—BODY—PART, 
MOVE-OBJECT. EXPEL, INGEST, PROPEL, SPEAK. Primitive acts of 
perception could bei SEE, HEAR, SMELL, FEEL. And some acts of the 
mental and social world could bei MOVE-CONCEPT, THINK-ABOUT, CON
CLUDE, TRANSFER-POSSESSION.
For illustration let us look at TRANSFER-POSSESSION. 'Take' and 
'give' are words that mobilise a frame around TRANSFER-POSSESSION 
with, amongst other slots, an actor slot, a source slot, a desti
nation slot and an object slot. The sentence 'Sue gives Robin a 
cake' mobilises the frame around TRANSFER—POSSESSION with the 
•ctor slot and source slot both filled by 'Sue', destination slot 
filled bv 'Robin' and object slot filled by 'cake'. If the sen
tence had instead been 'Robin receives a cake from Sue', the 
•ctor slot and destination slot would both be filled by 'Robin', 
the source slot by 'Sue' and the object slot by 'cake'. Notice 
that 'giving' implies TRANSFER-POSSESSION with same actor and 
source, while receiving implies TRANSFER-POSSESSION with same 

and destination.

The sentence 'Sue gives

To deal 
general with eventualities of ungrammatical utterances and the 

'untidiness' of real-life language, Minsky envisages a
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rich mental library o*f frames which may be called upon 'on de
fault'. Some library frame* would provide general knowledge like 
plausible cause-effect relationship, actions and state changes; 
others would provide specialised knowledge like how cause-effect 
relationship may be altered under special circumstances. All the 
frames of the mental library could work as subprocessors.
Understanding natural text strings involves frame finding and 
slot filling. When we start reading a text string, the first 
sentence or two evoke a frame. Minsky does not specify the mini
mal unit necessary to make a frame, but - in terms of extent - 
the parallel to an earlier smallest unit of meaning in lingui
stics, that of 'semem', seems obvious. As we go on reading, 
subsequent text segments fill the slots in the first frame. The 
slot filling may evoke new frames, introducing more open slots, 
and as the actor— action frames interweaves with state-change 
frames in cause-effect relationships, the reader pieces together 
a network of linked frames which constitutes an understanding of 
the text string.
Several features of Minsky's theory as a semantic model are open 
to criticism. The first one is that we rarely communicate in 
neatly arranged, grammatically clear sentences; therefore we can 
not base our comprehension on grammatical correctness. The second 
feature, I would question, is Minsky's suggestion that during 
cognitive processing of text strings we first establish the 
grammatical structure of an utterance — even if it is in case- 
grammar terms — and then establish the meaning. Johnson—Laird'* 
sentence 'I saw the Azores flying the Atlantic' is just one 
example of how context and meaning interact with general know
ledge and reference* to establish intension. The third criticism 
is that it is difficult to say whether our ability to categorize 
sentence segments into grammatical types is the condition or the 
result of the selection and restriction of referent*. What is 
generally called grammatical structure is a complex mixture of 
functionally different morphologic and semantic features, some of 
which undoubtedly restrict and select, but most of which are so 
interwoven with context and meaning as to make it impossible to 
give a full account of their function.
In semantic terms frames present the same problem as do single 
words detached from their textual context. Minsky's frame theory 
acknowledges the influence of the context, but hi* notion of 
'frames' seems to me to be too 'strong' in the sense that the 
strategy and assignment criteria for a frame is in the frame 
itself. But if a frame is to contain it* own strategy, a state
ment likei 'particles have wave properties' would not make sense 
because the assignment rules laid down in the frame 'particle' 
would not allow the frame to be assigned to 'wave property'. Even 
if we could draw on a mental lexicon to provide us with a frame 
of special knowledge, it would effectively destroy the frame 
'particle'. But clearly this doe* not happen; we easily under
stand the statement 'particles have wave properties'.

A  . .

• software approach to a mental model of the world, which is 
•"•hat Minsky's theory of frames is, the theory has several merits.

• ISffiAQ&lc eodel the theory has some merits, although, accord
ing to Johnson—Laird, the theory is probably best thought of as a 
theory of notion rather than as a strong theory of semantics.

if the 'best match* selection is much more sophisticated, 
apart from the added feature of recursive constraints on refe-
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page 194

rents (-frames), the selection o-f -frames is basically similar to 
that o-f Weinreich and Putnam's theories o-f instantiation (page 
195). However, Minskv does not explain how the constraints on a 
particular meaning arrives -from that meaning itsel-f (P. N. Johnson- 
Laird, 1983,p 235). If the notion of frames is to account for 
the intense interaction between restriction of reference and re
striction of meaning, then a frame is much weaker and has much 
more flexible bounder!es than Minsky envisages. On the question 
of how language is related to the world, the theory is silent.

Meaning and context.
I have several times emphasised how unrealistic and misleading 
'in vitro' analyses of language can be. This state of affair 
becomes most striking when we focus on the relationship between 
meaning and context.
The idea of what constitutes context in a text string is general- 
Iv verv intuitive. We know that we should 'not take a word out of 
its context' bv which we mean that the proper content of that 
word must be assessed in its wider linguistic environment, and 
not iust as a part of a short detached text segment. But how much 
of the linguistic environment constitutes the context 
constraint of a word?

and the

Referents of homonvms like 'plane' are normally defined by their 
immediate linguistic environment. 'The plane landed', 'the plane 
cut the wood' and 'the big plane tree' are minimal linguistic 
environments which still clearly define the appropriate refe
rents. But even if the constraints of the context has cl earlv 
defined a referent, we must not expect referents to remain sta
tic. The interesting thing is that we are quite used to our 
mental models changing without our noticing as we read along. 
One of the most important features of our cognitive processing of 
text strings is the continuous defining and re-defining of the 
mental models which our linguistic device sets up as we read 
along. The mental model of say, a character in a detective story, 
alters as we read along, right up to the last page. The success 
of a detective story depends, among other things, on the writer's 
abilitv to keep a number of possible 'worlds' pending.
But we do not have to resort to homonyms or the characters of a 
detective storv to see the subtle changes of referents as the 
linguistic environment changes.
Let us see what happens when 1 swing myself to Shakespearean 
heights and place the word 'tree' in different linguistic en
vironments!
"The tree was
the ob iect of her tender care...”
"The tree was
the pride of generations of the family..."
"The tree was
a flutter of lifey birds shot in and out..."
"The tree was
stretching its branchés over the naked, cold fields.

(8.1)

(8 . 2 )

(8.3)

(8.4)
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page 195

I am now goina to ask you to look - by introspection - at 
own semantical processing o-f 'tree’ in the -four dif-ferent 
tences aboye. What I am asking you to do is to make some pro
cesses phenic, which are normally cryptic to you. If you do this 
and look at your phenic image of 'tree' in each sentence, you 
will easily recognise that 'tree' has four different referents. I 
am probably not -far wrong, if I suggest, that 'tree-(B.l)' was 
small and fragile, 'tree-(8.2)' was a big old tree, 'tree-<8.3)' 
was big and -full of leaves and the last one, 'tree-<8.4)' was a 
dark, naked tree in winter. I could of course right away have 
informed vou that these trees were respectively» young, old, full 
o-f leaves, without leaves; however, that is not the way we nor
mally process the linguistic environment. Instead it appears that 
the potential for this information is already contained in our 
mental model of 'tree'. and the linguistic environment picks out 
each particular gualitv from the mental picture of 'tree'.

Selectional restriction.
The thesis that words do not have a few gualitativelv distinct 
meanings. but rather a whole family of potential meanings was 
suggested independently by Weinrich <U.Weinrich,1966) and Putnam 
(HiPutnam, 1975). According to this thesis the occurence of a word 
in a specific linguistic context 'instantiates' a specific sense 
which is a member of the family. Encountering 'plane' in an 
utterance our lingusitic device would mobilise a family of mean
ings» a tool for wood work, an aeroplane, a geometric feature or 
an even shape, and based on the specific context of the lingui
stic environment one of the meanings would be selected. In an 
assertion like 'they are handsome', depending on whether handsome 
means generous or good looking, the meaning of 'they is re
stricted accordingly.
Although in agreement with the principle that some measure of 
selectional restriction takes place when we process natural lan
guage, Johnson-Laird makes two important points. It is^nonsense, 
states Johnson-Laird, to suppose that the meaning of 'they in 
'they are handsome' is affected by a selectional restriction: 
what changes is its referent, and, in general, what have to be 
constrained are the referents of expression. If we take a sen
tence like 'it attacked the swimmer' chances are that we would 
suggest that 'it' stands for a shark. However, even if 'it' may 
refer to indefinitely many entities, it still only has one mean
ing, What is being selected is not a specific meaning, but a spe 
cific referent.
Johnson-Laird also points out that in focusing on selectional 
restriction we often forget the interaction between meaning, 
referents and context. Meaning and context are complementary. In 
the interaction between meaning and context in natural language, 
context and meaning may restrict referents, but Just as important 
is it that referents in their turn determine context and meaning. 
Likewise, the reference of some expressions may egually play a 
role in determining the senses of other expressions. Resorting to 
small text segments to demonstrate — 'in vitro' — the impact of 
the context on the meaning of words, as is the usual practice, 
tends to demonstrate only one side of this complex interaction.
Pondering over the different <im)possible interpretations of a
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sentence like 'I »aw the Azores flying the Atlantic’ Johnson- 
Laird <P.N.Johnson-Laird,1983) concludes that the constraints on 
a earticular iDg«DiQ9 derive irgm that meaning iiseif. What a 
listener really does in interpreting the sentence *I saw the 
Azores flying the Atlantic’ is to determine whether it 1» pos
sible for the Azores to ’travel’ through the air over the Atlan
tic Ocean. This proposition can only be decided by making an 
implicit inference based on general knowledgei

.... such inferences often depend on the particular situation
that is being referred to* e.g., in the context of a story 
about how the earth explodes, the Azores might well fly over 
the Atlantic Ocean. The evaluation of what is a possible 
referent for, say, the subject of a verb is almost invariably 
a matter that depends on the nature of the events to which
reference is made.... .The subject of the verb to love, for
example, must be classifiable as human or animal. There is 
thus a semantic anomaly in the sentences ’The chair loved the 
table’. Yet in a context where the dish ran away with the 
spoon, there may be nothing anomalous about a chair’s falling 
in love with a table. The most that can be conceded is that 
some inferences become so frequent and commonplace that 
rather than having to make them over and over again, people 
keep a record of their outcome.... Doctors generally cure 
patients rather than the converse; professors generally lec
ture students rather than the converse; waiters generally 
serve customers rather than the converse.<pp236—230).
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Even if we accept that some inferences are so common that we keep 
a record of their outcome, there are still a number of assertions 
for which we would have to make inferences to real or possible 
worlds. However, a model of semantics based on inferences to real 
or possible worlds is not acceptable because there are infinitely 
many possible worlds, and infinitely many inferences might have 
to be made. What Johnson-Laird argues is that if we accept his 
theory of mental models (see Chapter three) then the solution to 
the problem of there being infinitely many possible worlds is 
that a mental model is a single regresentatiys garngle from the 
sgt Qf mode2.s sati.sfyi.ng the assertion. Johnson—Laird stresses 
that the notion of a regresentatiyg sample does NOT imply that a 
set of models satisfying the context is constructed and then a 
sample is selected from them. On the contrary, comprehension 
normally leads to the construction of just one single model which 
satisfies an assertion. If subsequent assertion shows that this 
particular model is incorrect, then recursive procedures attempt 
to reconstruct the model so as to satisfy the current set of 
assertions. The important point is that the significance of an 
assertion depends on both the mental model and the procedures 
which evaluate and manipulate it.
With regard to the feature of selectional restriction 
that Minsky’s and Johnson—Laird’s theories are opposed, 
frames clearly depend 
^•vel and frame level.

i t seems 
Minsky’s

on selectional restriction both on slot 
Johnson—Laird claims that his notion of a
does NOT imply that a set of models is 
the selection takes place. According to 
single model is constructed which satisfy 
from the linguistic environment around a 

word. According to Johnson-Laird his theory does not depend on 
•®^*ctional restriction whereas Minsky’s theory does. I can not 
•gree with Johnson-Laird to his representatlve sample not

t«Brtgcnt§^4.ye igmgle 
constructed from which 
Johnson-Laird only one 
the constraints arising
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implying selection«! restriction. The general notion of
"representative’ assumes some measure of selection. The selec
tion may take place on a level where models are not yet con
structed. but selectional restriction does take place. The diffe
rence between Minsky's theory and Johnson-Laird's theory in 
terms of selectional restriction is not whether selectional
restriction takes place or not, but the structure level on which 
the selectional restriction takes place. Whereas Minsky's selec
tional restriction takes place both within and above his frames, 
Johnson-Laird is merely claiming, so 1 shall contend, that the 
selectional restriction in his theory takes place as a precursor 
to the creation of a mental model.
In terms of selectional restriction the following model of 'best 
fit’ is placed between Minsky's theory of frames and Johnson— 
Laird's mental models. I want to emphasise that I am NOT attempt
ing a full description or analysis of our linguistic device. Nor
am I in any way trying to create a semantic model. I am only
interested in one single feature of our linguistic device, namely 
that of the selectional restriction wich takes place as a 
of the interaction between context and words. If, as I 
assume, selectional restriction in some form takes place 
the cognitive processing of text strings, the concepts of 
mation theory, with regard to selection. would apply.
should be able to establish the presence of such 
procedures by measuring the transfer of entropy into 
caused bv this selection.

result 
shal 1 

during 
inf or—  

and we 
selectional 
i nformati on
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A theory of 'best fit'.
We have in this and previous chapters been introduced to a number 
of 1inguistic/semantic theories and have examined more closely 
those that are most relevant to the research presented in this 
thesis. We have been made aware of the shortcomings of some of 
the theories and the pitfalls of others. We found that the major 
deficiencies of present 1inguistic/semantic models are their 
inability to account for self-expression and subjectivity of 
language, their inability to account for the interaction between 
referents and context, and the failure to describe the relation
ship between mental language and the real or possible world.
In the following I shall describe the theory of 'best fit'. This 
theory is based on what I have called a minimum rsfgrcQce y n H  
<MRU>. When our linguistic device encounters a word in a text 
string, the word's MRU is mobilised. The minimum reference unit 
differs from Minsky's frames in three waysi

:
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We must imagine an MRU as a dynamic entity, contracting and 
expanding in complex and little understood ways.
Although the internal of a Minsky frame is easily changed in 
the sense that a number of slots are filled to match a speci
fic linguistic environment, the frame itself is not change
able. If A best match can not be found by means of 're- 
slotting', the frame is discarded. In the theory of 'best 
^it', on the contrary, the MRU is not discarded if a best 
match can not be found. Instead, the MRU is revised in its
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entirety by recursive processes until it fits 
•fic linguistic environment. Only this level 
can account -for the -full interaction between 
context.

into its speci*- 
of flexibility 
referents and

2. An MRU has q o internal strategy^
MRUs do not contain a strategy in the sense that an inference 
shall provide a predictable referent. An MRU is a 
probabi 1 istic/heuristic unit which changes its program after 
each inference involving the unit- If MRUs are controlled by 
fixed strategies - algorithmic programs - it is entirely 
externally, from other MRUs or from supervisory functions. 
Only this level of adaptability can provide for the necessary 
flexibility of constraint of referents.

3. An MRU functions as an Dzdiffiensional SB§£®i
The MRU, as I envisage it, is an entity (neurological or 
otherwise) in which each of a number of referents, resulting 
from earlier inferences, are represented by a bond, the 
strength of which is probability weighted according to 
amongst other factors - how frequent that referent has been 
the result of former inferences. The bonds of an MRU are thus 
vectors in an n-dimensional probability space. The size of 
’n’ I shall return to on the following page, but some of the 
parameters would depend on e.g. how long ago a particular 
referent was the result of an inference, the impact from 
other (grammatical) units, the impact from the context etc., 
in short, a number of forces from the full linguistic en
vironment.

I mentioned above that time is probably an important factor. If a 
specific inference has just been made there should be a very high 
probability that the resulting referent is re-selected. If 
’plane’ has just meant ’aeroplane' in a text string, we expect it 
to mean ’aeroplane’ again if we meet ’plane’ within a short space 
of time - or short length of text string- Accepting that time is 
one important parameter in the n-dimensional probability space 
would thus account for the feature of extension of context- The 
constancy of referent over some minimum period of time, or length 
of text string, means, in information theoretical terms, that the 
structure of the MRU, which provided the referent, has increased 
for as long as that referent is constant. We could say that the 
MRU temporarily has ’set’, while the referent remains constant, 
to indicate that the structure within the MRU temporarily has 
increased. When the constraints on an MRU changes and a particu
lar referent is no longer current, we must imagine that the MRU 
’falls back’ to its former, less structured, malleable state. I 
am of course not implying that inferences are made solely accord
ing to probability, but there must be significant elements of 
probability and learning involved, as quoted above <p 193) from 
Johnson-Laird.
The problem about semantic models based on inferences to real or 
possible worlds is, as Johnson-Laird also points out, that there 
•re infinitely many possible worlds, and infinitely many inferen
ces may have to be made. Let us consider for a moment how many
inferences would be able to muster for one word, or put
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another wayi What would be the maximum number of bonds our MRU 
could manage? I am sure that we do not expect astronomical num
bers; but would an MRU be able to handle, say, 100 probability 
weighted vectors?; or only 20? Some research has focused on the 
ability of humane to assess and grade a sensory continuum (Mil
ler, 1956). The experiments dealt with qualities like acidity of 
solutions, tone pitch and tone volume, and showed, that we can 
grade a continuum in no more than 7 <+/- 2) different levels. 
Experiments, which have been done on short span memory, give 
similar results; we can remember on average a sequence of 7 sym
bols without the use of special recall techniques. Bo, realisti
cally the answer, to how big is ’n’ above, isi not greater than 
between 7 to 9, i.e. an MRU would be able to connect to maximally 
7 to 9 referents.
Let us return to the four different miniature linguistic environ
ments of sentences (B.l) to (B.4) on page 194 and process them 
with a view to selectional restriction, first according to Min
sky’s theory of frames, and next, according to the theory of best 
fit.
In Minsky’s model of semantics, ’tree’ would mobilise the frame 
’TREE’ which would contain numerous empty slots. Some slots would 
be of the kind: ’shape-slot’, ’size-slot’, ’colour-slot’. Some 
slots could be: leaf-slot, ’nests-slot’, ’state-of-health-slot’. 
As each slot is being filled, our linguistic device compares the 
frame with the specific linguistic environment of ’tree’ and 
selects in each case the slot-qaulifier which gives the whole 
frame ’TREE’ the ’best match’ with its linguistic environment. In 
information theoretical terms there would be considerable infor
mation transfer since each selection of the ’best match’ slot- 
qualifier and eventually the final selection of the ’best match’ 
frame would constitute a transformation of entropy into informa
tion.
According to the theory of best fit, when we perceive a word like 
’tree’ our linguistic device mobilises an MRU which contains a 
number of weak bonds which on their own are too weak to produce a 
referent. If ’tree’ is placed in a linguistic environment, i.e. 
an environment with intimate interaction between words, each word 
will mobilise an MRU and some supervisory control contained in 
the linguistic device will attempt to establish a SlQlQy0 C€Z 
SlStancg tragk through the bonds of all involved MRUs. To account 
for the intimate interaction between units, such a minimum re
sistance track must be established instantanously through all 
MRUs at the same time. The liking of the situation to a pile of 
index cards poked by a knitting needle i.e. sequentially, would 
not account for the interaction which we know takes place. We 
n»ust envisage that the minimum resistance track is established 
through all MRUs at the same time, i.e. in BiCSllfil* bond 
nearest the minimum resistance track in each MRU shall ’point’ to 
that units referent (i.e. the probability vector assigned to that 
bond shall point to that units referent). The feature mentioned 
above - that each bond would be probability weighted — would 
•till hold, and the chance, that the minimum resistance track 
would go through a bond, would depend on the probability assigned 
to that bond (i.e. would depend on the direction and length of 
the probability v m c to r assigned to that bond).
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Practical problems around the theory of best fit-
The principle of restrictive selection outlined above has been 
the underlying principle throughout the analysis of text strings 
in the following research. Although I would have liked to carry 
out my analyses on the relative boldness of verbal text strings 
rather than on written text strings with their reflected struc
tures and gloss-upji this has proved impossible. The linguistic 
environment of verbal text strings is so complex and difficult to 
handle, that I have had to limit my research to books and, in the 
case of children, self-contained short stories.
The benefit of using books or self-contained short stories as a 
data base is that each of this kind of material can be considered 
to provide a small 'language universe’ of its own. A semantical 
enclave in which the whole linguistic environment is contained in 
the text itself, unlike the case of real life communication, 
where a whole range of uncontrollable parameters add to the 
linguistic environment. In a self-contained book we may consider 
to be present all the constraint-imposers necessary to reproduce 
the author’s semantical enclave, his intension, around us - or 
within us. May be ’language universe’ is a rather ambitious term 
when ’possible world’ would do, but by terming it ’language 
universe’, I feel, that I preserve the idea of uniqueness of what 
any author - albeit with different skill - tries to convey? the 
idea of uniqueness and subjectivity which Lyons rightly holds in 
such high regard.
Let us imagine, that we are reading a particular text string, and 
let us simplify for the sake of comprehension. First of all, we 
want to analyse continuous text strings, so 1 shall start by 
assuming, that some of the words in the string have been read 
<some of the MRUs have produced a referent) and a linguistic 
environment is beginning to emerge. This is how I see SOME of the 
cognitive processing involved in reading a continous text string 
according to the theory of best fiti We have read enough 
created a linguistic environment inside us. We read on, i 
a new word arrives in the text string, another MRU is ready to be 
constrained by the linguistic environment. What happens INTERNAL
LY, in the MRU, is that the referent pointed to by the highest 
probability bond will be checked by the linguistic device to 
establish if it conforms with the external constraints (the 
linguistic environment constituted by the text string). If it 
does not conform with the external constraints, the referent 
pointed to by the second highest probability bond will be checked 
and so on until the referent pointed to by the lowest probability 
bond has been checked. If none of the referents pointed to by the 
vectors of the MRU have been found suitable, i.e. if no best fit 
has been found, the linguistic device will insert the necessary 
referent somewhere near the MRU and point to it with a very short 
probability vector from a new bond inside the MRU. If a best fit 
has been found, we can go on taking the following words in. Every 
time our MRU has suggested a referent, this would be followed by 
•xternal checking (analysis by synthesis as suggested by Liberman 
(Liberman, Mattingly and Turvey, 1972), external /internal refus-

have
when

alf internal suggestion of another referent, another 
checking and so on, back an fro between the MRU and the 
or external linguistic environments untill the best fit 
found. The intake of one single word at a time should 
taken too litterally. It is well known, that a skilled reader 
often scans unconsciously ahead of the word his attention is

external 
internal 
has been 
not be
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focused on. But simulating a reading technique, 
word at a time, is at least not unrealistic.

which reads one

If you at this point can remember any of the information theory 
which opened this paper, you may recall, that gaining information 
had to do with structuring. We could increase the information in 
a system by increasing the structure in a sub-system. But this is 
exactly what happens during perception of textstrings in a model 
like the theory of best fit. When a new word is encountered, the 
MRU of this word is mobilised and if a best fit has been esta
blished, the structure of this MRU increases momentarily, or as 
long as the constraints from the linguistic environment remain 
stable. But according to the theory of information, the increase 
in the structure of the MRU constitutes an increase in informa
tion. But from that must also follow, that every time a new word 
is constrained and a best fit has been found, there must be a 
gain in information. It does not make sense to assume, that new 
words would not be constrained (a best fit not found), because 
this would mean, that the reader did not process the text. We can 
therefore take for granted, that provided the text string being 
analysed makes sense, then a new word's arrival in such a string 
implies a gain in information. What I have tried to establish in 
my research is whether there is a specific pattern of information 
pulses arising from the processes of selectional restriction and 
best fit, a super— structure which does not rely on a syntax 
grammar, but on a 'grammar' of information pulses.
Generally, a word is only new the first time it is encountered in 
the text string being analysed. However, whereas this is obvious 
in computer operational terms, in cognitive terms, such a view is 
far too simplistic. The semantic content of a word 
entity. We often forget this, because the fact, that 
and spell a word the same way time and time again, 
dynamic nature of what this word may refer to, and 
our language processing an illusion of concreteness.

is a dynamic 
we pronounce 
belies the 
attaches to

In cognitive terms the semantic content of the same word in two 
linguistic settings is really only the same if the two lingui
stic environments are identical in every semantical detail, and 
that is unlikely. We do not use language the way we use mathema
tics or logic; if we did, very little information would be trans
ferred. The languages of mathematics and logic are languages with 
a very high redundancy. Accordingly, what little information can 
be gained appears as re-arrangements of well defined units or 
'words' which do not change their content when they are re
structured or re-arranged. Natural language is very different in 
that the information unit, be it on the word level or semem 
sevel, gets its meaning from its environment at the same time — 
and to the same extent — as the environment becomes meaningful 
through the use of a particular referent.
Even though we can say with some justification that 
•»ore likely to transfer information first time It is 

« text string than when it is repeated, this 
depend on how much the semantic content of the word 
from the first time it is encountered to the second

word i s 
ncountered 

does i ndeed 
has changed 
or following

times that its 'best fit' has been established. I envisage 
the 'best fit' of a word remains relatively unchanged for 
time - or some length of text string. The problem 
this length of string. If we are too exact in 
the change of semantic content we render our analysis unworkabl

that 
some

is establishing 
our assessment of
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the semantic content o-f 
If we are too ’loose’, 
later suggest a method 
- the REFERENCE FIELD -

most words is never entirely the 
we render our analysis useless. 1 
of establishing the length of the 
within which the semantic content.

since 
same, 
shal 1 
stringthe ’best fit’, of a word is dgfi.nsd as being ’constant’. In this 
case however, it will be done on a pragmatic basis, for the 
purpose of a well defined Fourier transformation ONLY. The quest
ion is then whether we are any better off defining the reference 
field in this way, but as I shall explain later, I think we are - 
at least marginally.
There is another important point; that of quantity of information 
transferred per new word i.e. per each new best fit. On page 19B 
and 199 we dealt briefly with the suggestion that the maximum 
number of referents, an MRU is able to point to, is around eight. 
As suggested elsewhere these referents are attached to the MRU 
through bonds which are probability weighted.
For the sake of explaining, let us say, that the MRU of a fairly 
concrete word like ’tree’ contains four bonds representing four 
different referents of ’tree’ and the attached probabilités! 0.4, 
0.3, 0.2 and 0.1. Since the bonds are probability weighted the
sum of the probabilities is of course 1.0. If the referent point
ed to by the bond with the highest probability of 0.4 is selected 
as the best fit, the information transferred, as explained in 
Chapter 1, is I * -log<p) i.e. I * —log<0.4) = 1.32 bit. If the 
referent to be selected as a best fit was the one pointed to by 
the bond with the lowest probability of 0.1 the information 
transferred would be 1 -log<0.1) “ 3.32. As we recall, the less
likely the selection, the higher the transfer of information. By 
the same token, if the best fit to be selected is the ’standard’ 
referent of a word, the information transfer is not as great as 
if the referent to be selected represents the more unlikely case.
If we take another kind of word, an abstract like ’love’, which, 
judging from variety, must number thousands and thoLtsands of 
possible referents, the limitations of our perception still 
limits the number of bonds in the MRU ’love’ to around eight. I 
shall not hazard to guess what these eight most common referents 
of ’love’ are, suffice to say, the probability weighting of the 
bonds in your MRU ’love’ would probably be quite different from 
those of mine, since the MRU represents our own subjective lin
guistic experience. The fascinating thing about the notion of MRU 
is that the rarer the occurrence, the higher the information 
transfer* Let us assume that we can generally agree to what is 
the most common referent of ’love’ and let us say that the bond 
in the MRU ’love’ pointing to this referent has a probability 
weighting of, say, 0.5 <because it is a very general token of 
’love’). Let us further say that six of the other bonds in the 
MRU represent referents less common, but still quite ’accept
able’ <in whatever terms) and say they each have a weighting of 
0.08. The last referent picked as the best fit to a linguistic 
environment, however, turns out to be rather unheard of in terms 
of ’love’ and gets the weighting 0.01 (because there are maximue 
8 bonds, and 0.01 left until all probabilities add up to 1.0). In 
terms of information, the different best fits would transfer* 
’the ordinary’ - i.o bit, ’the acceptable’ - 3.6 bit and the ’not 
•o acceptable’ * 6.6 bit! I leave it to you to Judge what people 
•"•ould rather talk about!
It would be desirable if we could measure exactly the transfer of
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in-formation -for each best fit as it is selected during the compu
terised reading of text strings later in this thesis. but it is 
not possible. However, what I am interested in are only the 
pulses of information not their amplitude. Fortunately their are 
versions of the fourier transform which are independent of the 
amplitude. so this is not going to become a problem. For simpli
city we could therefore say that a best fit transfers information 
of the value one or zero depending on whether the word is new or 
a repeat.
For the moment being, I shall asign to each RECOGNISED word the 
value O bit and to each NEW word a positive value of information 
equal to 1 bit. Furthermore, I shall for future purposes use the 
following terms: A word is in "I-mode" first time it is encount
ered in the text string which is being analysed, and in "0-mode" 
if it has been encountered before in the text string in question. 
Accordingly, first time a word is being read and is 
it will transfer a positive amount of information, 
reappears in the textstring, and thus is in "0-mode" 
information is being transferred.

in "I-mode" 
If the word 
zero bit of

Secondly, whether a word is new or a repeat is a question of 
whether it is repeated within its REFERENCE FIELD. As touched 
upon above, it is possible to envisage — at least theoretically — 
a length of text string within which the semantic content of a 
word is unchanged. This length of text string 1 shall call the 
word's reference field and when we judge whether a word is in I— 
mode or 0-mode, it is only with reference to this field - not the 
entire text string from word one. If the word is repeated within 
this reference field, the word will not have changed its semantic 
content and shall count as an O—mode. If the word is repeated 
outwith its reference field, the semantic content of the word has 
changed enough to justify that it counts as a new word, an I— 
mode. I shall enlarge on this in the second half of this chapter.
I have assumed above, that all words in I—mode will transfer a 
pulse of information. However, some words like the small words 
"and","the" and "for" and numerals like "two", "three" and "a 
dozen" do not so easily lend themselves to the same best fit 
selection as mav more likely candidates like nouns and adjec
tives. The semantical content of such words is so entwined with 
the words they relate to, that their own semantical content is 
negligible. It is questionable whether such words can be given a 
semantical content on their own. In a way, they seem to be pas
sive parts of the linguistic environment, sections which con
strain, but are not themselves constrained. Nevertheless, even if 
such words do not immediately fit the bill, I assume that they

contribute to the information transfer, for which 
will be analysed and treated like all other words in

somehow do 
reason thev 
the text strings.
The 'one word — one role' concept of language processing has its 

in the simplistic idea that the linguistic device orderly 
decodes text strings one word at a ti** with minimum

each unit.
minimum 
put

role'
idea that the linguisti

>r aecoaes text strings one word at a time with 
to what precedes or succedes each unit. Or to put it 
-, according to this view, text strings are processed 
However, from the examples of this chapter, and indeed 

Trom every dav observations, it is obvious, that the basis of 
language processing can not be only serial, but must be parallel ss wel1.

roots
generates or 
regard as 
another way 
serially. However, from the 
from every dav observations,

M l 4  m » m  a»

• ■ { 4 m
■ .— •r -

J.'ll
• j ' - r • .1

i f

•'. r,i-1

i s.: .'•V 
. '  i-i

'j’ i’A* J
» , - :

•; ■;‘i
"I

• * 4’* ' 1*■ y T *■

"ir-.‘ I S .• ‘ ■7' Î, ; , I ■; -

■ •> r-.,".; .,1» .1

•*;. 4- : r ' .̂1 ** • « ' St, ̂

v.'d'. •

.*'*'*. * * a*••' a  ̂ I'

*. L • ! >•
i . I.' .1 

y’*-- ‘fk'» I< ,>'4 
• » » . •

• 4

r*
I.-



When the end result of the 1 
string, this text string i 
units of information are arr 
the case on the superficia 
which generated the text str 
as we have seen above, the 
produced or analysed in con 
neighbouring semantical unit

anguage generating process is a text 
s by its very nature serial ie, the 
anged serially. However, this is only 
1 représentâtive level. The process 
ing can not possiblv be serial since, 
text string on the semantic level is 
junction with its environment - its 
s, its svntax and its grammar.

As to whether the linguistic process of generating or decoding 
text strings is parallel AND serial or onlv parallel, the gues- 
tion is onlv academic, since a serial process can be seen as a 
special case of parallel processing, namelv the case N = 1, where 
N is the number of parallel channels. As to how manv parallel 
channels our linguistic device is able to handle, one can only 
guess. If we look at simple channels - channels with no wait 
stages, which only process one semantic unit at a time - and we 
assume - egually simplistically - that the process is a one level 
process, then a SPOKEN, GRAMMATICALLY COHERENT AND SEMANTICALLY 
MEANINGFUL sentence would require as manv channels as there were 
semantic units in the sentence. However, it is egually possible, 
and much more probable, that our channels have wait stages, and 
that the processing is multi-level. If this is the case, then 
there are two possibilities# either each grammatical class con
stitutes one channel, or each channel can take on different 
grammatical functions. The latter would be the more economical in 
terms of number of channels, the former would be the more econo
mical in terms of speed.
PersonalIv, I see the stem diagrams of the functional analysis, 
like the one in figure 2.5 (page 30) as representing such a kind 
of parallel processing. If it is indeed possible for our lingui
stic device to process one level at a time, and reprogram each 
channel according to which grammatical function it is going to 
procès, then we mav never need more than three channels (plus 
some intermediate store units, plus the hard wiring of the gram
matical function of these channels, plus the firm wiring of the 
exceptions to the hard wired grammatical functions). If on 
other hand, for the sake of speed, each grammatical 
constitutes one channel, then we would need one channel per 
grammatical class (plus intermediate store units, plus firm wir
ing of the exceptions to the hard wired processing through 
grammatical channel.

the 
function

each

Wherever our speculations may take us, one thing is certain# the 
reality of the human language processing is far more complex than 
we are able to anticipate, and the above considerations, as to 
the nature of this processing, are only tentative excursions into 
the realms of the possible — as opposed to the probable.
So much said, it does appear from my -------
Stic device is able to handle a great number, may —  
over a hundred, of parallel channels at any given time.

research, that our lingui- 
' nuAiber. mav be as many as

In the second half of this chapter we shall move the emphasis 
from the theoretical aspects of the model of best fit to the 
practical proplems arising from the application of this model to 
the stucture analysis of text strings by a computer program.
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THE PRACTICAL IMPLEMENTATION OF 
THE MODEL OF 'BEST FIT'.
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In the second hal-f o*f this chapter I shall enlarge -further on the 
model o-f 'best -fit' developed in the last chapter and show how 
this model can be employed in practical terms in the automatic 
reading o-f text strings.
As you may recall -from the beginning o-f this chapter, 
duced a new terminology: ' I-mode' was the state o-f a 
time it was encountered in a text string, 
of a repeated word. I furthermore decided, 
word. I-mode or 0-mode, should be

I intro- 
word first 

'0-mode' was the state 
that the state of a

to
referencedetermined not by reference

the whole string preceding the word in question, but by 
to some shorter string, the exact length of which we have yet to
determine.
You may recall too, that we looked at the impulses of information 
transferred each time a word is in I-mode, and we illustrated 
this transfer by filling in an information array with ones or 

according to whether the word was in I—mode or in O—mode- 
obstacle against our accepting the checking of incoming 

all the preceding words in the string to establish 
I—mode or 0—mode (an approach which I shall call

zeroes 
The main 
words against 
if a word is in woul dthe 'straight forward approach') was, that by doing so, we

an information array with an increasing ratio of zeroes and
which again would infer, that after some read- 

little or no information transferred- In the 
10,000 words, if we stuck to the

get
very few 'ones', 
ing, there would be little or 
case of a book containing say,
straight 
words arriving in

forward approach, there would be few - if any - new 
the text string towards the end of the book.

This state of affairs is clearly at odds with our common-sense 
knowledge about what happens while we read a book. Although some 
items of literature can be pretty trying, we know from experience 
that generally the transfer of information does not drop to 
virtually nil after the reading of even several thousand words. 
We normally feel that we get more and more out of a book as we 
read on; not less and less.
As our common-sense notion of reading is that the information 
transfer is fairly constant during the reading of whatever length 
of text string, we would expect the information array of ones and 
zeroes to mirror this fact by the ratio between the ones and the 
zeroes being equally fairly constant.
Another obstacle to the 'straight forward approach' was the fact, 
that words are only vehicles of information ~ not the information 
itself. A word has an outer form, which can be the way it is 
spelled, but much more important than this outer form is its 
substance, i.e. the meanings or the connotations which are evoked 
in us by the outer form of the word. To take account of only the 
form and not the substance is to miss the essential, but also the 
most complex, feature*of our linguistic behaviour. Ideally, when 
wd analyse text strings^ we are not interested in the words per
se, what we really want to know is whether the content of each
word, its meaning, has changed. So if we want to count proper 0
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modes and I-modes in a text string, we would ideally check pre
ceding semems - not words - -for repeats.
This however, demands cognitive skills which we can not employ in 
our automatic reading of text strings. We are confined to 
compare forms, and forms only.
However, a couple of times in the past we 
idea, that although the semantic content of 
environment - its linguistic surroundings - 
conceivable that this content, the meaning 
not be fairly constant over a certain min 
string. I state 'not conceivable' because i 
lectual processes our brain depends on some 
tion of the environment (words included) 
processes.

have touched on the 
a word changes as its 
changes, it is not 

of the word, should imum length of text 
n all (other) intel- 
degree of generalisa- 
to carry out these

concept 
word has 
content

As implied above, the concept of a reference field is a 
closely related to each individual word. Each individual 
its own length of text string over which its semantic 
stays fairly constant. The semantic content of some static ab
stracts like numerals would be constant over a considerable 
length of text string, whereas dynamic abstracts like 'love and 
'hate' would be constant over relatively short lengths of string.
This minimum length of text string, during which the semantic 
content of a word - the word's 'best fit' - is fairly constant, I 
have called the 'reference field' of that particular word. The 
exact length of this reference field is however as difficult to 
establish as the semantic content of the word itself. For the 
purpose of this present research I shall only assume with regard 
to the length of reference field of a word, that any reference 
field shorter than the whole of the string preceding the word in 
question is more realistic than a reference field stretching from 
word one to the word in question.
To illustrate what I mean I shal draw on a text string from
Bertrand Russell's "History of Western Philosophy" (8.5)

PHILOSOPHY, AS I SHALL UNDERSTAND THE WORD, IS SOME
THING INTERMEDIATE BETWEEN THEOLOGY AND SCIENCE.
LIKE THEOLOGY IT CONSISTS OF SPECULATIONS ON MATTERS 
AS TO WHICH DEFINITE KNOWLEDGE HAS, SO FAR, BEEN 
UNASCERTAINABLE, BUT LIKE SCIENCE, IT APPEALS TO 
HUMAN REASON RATHER THAN TO AUTHORITY, WHETHER THAT 
OF TRADITION OR THAT OF REVELATION. ALL DEFINITE 
KNOWLEDGE, SO I SHOULD CONTEND, BELONGS TO SCIENCE;
ALL DOGMA AS TO WHAT SURPASSES DEFINITE KNOWLEDGE 
BELONGS TO THEOLOGY. BUT BETWEEN THEOLOGY AND 
SCIENCE THERE IS A NO MAN'S LAND, EXPOSED TO ATTACK 
FROM BOTH SIDES; THIS NO MAN'S LAND IS PHILOSOPHY.

Text «tring 0.5

In text string 8.5 we see in praxis many of the features of the 
theory of 'best fit'. The huge, loosely defined concept 
’philosophy' is introduced with the first word, and the 
the text string is basically an exercise in finding 'best fit
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page 198

•for this concept. For good measure we get the 'best -fit” o-f 
science and theology trown in as well. However, The important 
point here is, that if we have to decide if the last word in 8.5 
”philosophy’<2), is the same as the first word in 8.5 ’philoso
phy’ <1), the straight forward approach says that the last word is 
an 0-mode since it has been in the string before, whereas a more 
realistic approach would state, that the whole point of the text 
string 8.5 is to ’mould’ - to modify - ’phi 1osophy’ <1) into 
’philosophy’<2). Because of this, ’philosophy’<2) has become a 
subset of ’philosophy’<1), and thus - because of the smaller 
number of choises in this subset compared to the initial set 
some information must have been transferred. For this reason,
’philosophy’<2) can not be said to be in 0-mode, but must be in 
I-mode even though it is spelled the same way as ’phi 1osophy’<1) 
and is placed in the same text string.
The question is; at which point of the string did ’phi 1osophy’<1) 
change into ’phi 1osophy’ (2)?. Let us look at where the text 
string modifies the concept ’phi 1osophy’<1) as we read on. To 
make it easier to refer to the individual words in text string 
8.5 I have reprinted the string with each word numbered succes
sively from word one (text string 8.6). For the sake of clarity I 
have removed all punctuation. It still seems a bit messy, but let 
us try:

. ■ *: . ' -;1'¡" I'* I

'<*1

• I

* •.

1.PHILOSOPHY 2.as 3.1 4.shall 5.understand 6.the 7.word 8.IS 
9.SOMETHING 10.INTERMEDIATE 11.BETWEEN 12.THEOLOGY 13.AND 
14.SCIENCE 15.like 16.theology 17.IT 18.CONSISTS 
20.SPECULATIONS 21.ON 22.MATTERS 23.AS 24.TO
26.DEFINITE 27.KNOWLEDGE 28.HAS 29.SO 30.FAR 
32.UNASCERTAINABLE 33.but 34.like 35.science 36.IT

19.OF 
25.WHICH 
31.BEEN 

37.APPEALS
38. TO 39.HUMAN 40.REASON 41.RATHER 42.THAN 43.TO 44.AUTHORITY 
45.WHETHER 46.THAT 47.OF 48.TRADITION 49.OR 50.THAT 51.OF
52.REVELATION 53.dll 54.definite 55.knowledge 56.so 57.1
58.should 59.contend 60.belongs 61.to 62.science 63.all 64.dogma 
65.as 66.to 67.what 68.surpasses 69.definite 70.knowledge
71.belongs 72.to 73.theology 74.but 75.BETWEEN 76.THEOLOGY 
77.AND 78.SCIENCE 79.THERE 80.IS 81.A 82.NO 83.MANS 84.LAND
85.EXPOSED 86.TO 87.ATTACK 88.FROM 89.BOTH 90.SIDES 91.THIS
92.NO 93.MANS 94.LAND 95.IS 96.PHILOSOPHY

Figure 8.6 Textstring 8.5, words numbered successively.

Referring to text string 8.6, It seems to me, that ’philoso
phy’ (1) is being modified 4 times. The first time is from word 
number 8 to word number 14 (incl.). The second time is from word 
number 17 to word number 32 (incl.). Third time is from word 
number 36 to 52 (incl.). The last modification is really a repeat 
of the first modification (with extentions) and stretches from 
number 75 to the last word ’philosophy’(2).
I have emphasised the modifying segments of string by keeping 
them in capital writing. The segments in small letters are mostly 
modifiers to 
leave these.

the modifiers we are dealing with now, but we shall
since the matter is complex enough as it is.

To return to the object of establishing how long is the 
field of ’philosophy’(2) we can with some justification 
this field stretches from ’philosophy’(2), which i

reference 
say that 

word number
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w

96, back to 
losophy’ was 
has therefore 
'Phi losophy' <: 
1 onq.

word number 52 which was the last point where "phi- 
modified. The semantic content of 'phi 1 osophyM2) 

constant between word number 52 and number 96.been!)'s reference field is thus 96 minus 52 = 44 words

So to get some approximation to reality we could instruct INFOR 
to only check 44 places back in the string while it was reading. 
This would work fine; ”phi 1osophyM2) would register as an I-mode 
and the automatic reading would have been semantically sound

i>-eoard to word number 96, that is. All the other words in 
the string has probably got reference fields which differ in 
length, not only from the reference field of word number 96, but 
from the reference field of each other. To put it boldly: there 
are probably as many different lengths of reference field as 
there are different words, and we can not possibly predict or 
make any general rule for how long each reference field is going 
to be. We can not even predict how long the reference field is 
going to be next time the word ’philosophy' has been used.
Accordingly we will eventually have to settle for an approach 
which is practical and approximate rather than ideal and exact. 
As stated before, we can can not without considerable cognitive 
involvment assess the reference field of each word. Our employ
ment of a computer to carry out the practical aspects of reading 
and checking text strings against a reference field must be 
based on a GENERAL REFERENCE FIELD i.e. the same length of refe
rence field for all the words in the text string, rather than an 
INDIVIDUAL REFERENCE FIELD based on the cognitive awareness of 
the stability of the semantic content of each individual word.
This approach - although less than ideal - is however a sounder 
one than the straight forward approach attempted earlier, and 
although not even an attempt to simulate the cognitive coding/de- 
coding of text strings, it is nevertheless an approximation.
A problem, closely related to the problem we have been dealing 
with here, is the falling ratio of O’s over I’s in the informa
tion array as explained in chapter 8 and again at the beginning 
of this chapter. As we fill in the information array according to 
the straight forward approach, the fact, that we check 
incoming word against an ever increasing number of words, 
that the chance of getting a new word in the text string becomes 
increasingly remote. Accordingly the O’s in the information array 
become more and more frequent even though we have established, 
that realistically the ratio of O’s over I’s should stay pretty 
constant whatever the length of text string.

each
means

So how 
this e 
up for 
a tex 
where, 
modes 
words, 
as a s

can we change INFOR’s reading of a text string to satisfy 
xpectation. We can not just add I-modes ad libitum to make 
the fast increasing number of 0-modes, and the reading ofmentioned earlier, begin and end some- 

start reading, the number of I” after a few hundred
t string must, as
However, as soon as we 
start falling exponentially until, the information array A is being filled with mainly zeros 
ymptom of less and less information being transferred.

Let us just suppose we aggreed to a reference field of 
words. This would mean, that an incoming word would 
checked against the last or the second last word 
Shurely this would mean that nearly all of the

1 or 2 
only be 

before it. 
incoming words
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would be judged to be ’new’ to the string and therefore in I 
mode. This would of course not bring us any nearer to a solution 
except for the fact, that we have now established the conditions 
for two opposite extremes* 1) if we check each incoming word 
against a reference field which stretches from the first word to 
the incoming word we get an ever increasing number of zeroes in 
the information array- 2) if we check each incoming word against 
a reference field of only one or two words we get an ever in
creasing number of I’s in the information array. But from this 
must follow, that somewhere in between these two extremes a 
reference field of 1 and a reference field as long as from the 
beginning of the string to the word being read and checked 
there must be a length of reference field which would keep the 
ratio of I’s to O’s constant whatever the length of the string we
read-

follows too, that it is not so much a question of 
of reference field we settle for, as the fact that 
for a CONSTANT reference field, since by checking 
word against a COSTANT number of words, we have 

ensured the constancy of the probability that the word will

But from this 
which length 
we do settle 
each incoming 
al so

of a text string with a general 
a numerical représentât!on of a 
shall explain how the analysis

be recognised.
To illustrate the reading 
rence field I have made 
string in figure 8.7 and 
pi ace.

«1 «2 «3 »4 nS »12  »13 «14 *15  «16 «17  «18 «19 «20 «21 «22 «23 «24 «23 «26V _ J
'vC*.

Figure 8.7 Numerical représentâtion of the analysis of a text 
string of 26 words with a reference field of lO

Figure 8-7 represents a text string of 26 
word and w26 is of course the last word- 
this string with a reference field of say,

words, wl is the first 
Let us decide to read 
10 words.

As explained, if the reference field is 10, it means, that we 
check each incoming word against the 10 preceding words xn e 
string. Thus, if we want to analyse string 8.7 for X-modes and 
0-modes it means, that we can not start at word 1, since a 
would give us no reference field at all. The first word we can 
analyse with a reference field of 10 is of course word number 11, 
since this would be the first word to have 10 preceding words. So
let us start filling 
according to whether

in our information 
the incoming words

array lA with I's or O’s 
jure 1“modes or O—modes.

So we start INFOR off by informing it to read from word number 11 
and check against a reference field of 10. INFOR now reads 
number 11 and checks it against each of the words number 1 to 
number 10 to see if word 11 is a repeat or a new word with regard 
to its reference field i.e. with regard to any of the words 
number 1 to 10. If word number 11 is spelled differently 
word number 1 the program will check it against word number 
it is also different from word 2, XNFOR will check it against
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word and bo on. As long as word 11 is not similar to a word in 
the re-ference field, INFOR will check the next successive word up 
till and including word 10. If the last word in the reference 
field , i.e. word 10, too is different from word 11, word 11 will 
register as an I-mode and the eleventh place in lA will be set to
1.
Having checked word 11 against all the words in the reference 
field!, INFOR established in our example, that word 11 was in I- 
mode. INFOR now moves its analysis to the next word in the text 
e;trinq. This is word number 12, and it too will be checked a- 
aainst the ten words preceding this word i.e. wl2 will be checked 
aaainst wll, wlO, w9.... and so on down to w2. Because the refe
rence field is constant <=10) it has moved 1 word forward as the 

being analysed has moved 1 word forward. Let us say that
finds word 4 similar to the word being analysed <wl2).
now sets place 12 in lA to zero and moves its analysis to 

number 13. The reference field is now constituted by word
iord number 12, and word number 13 will now be

checked against each of the words w3, w4, w5, .... and up to wl2
to establi«ih if wl3 is in I-mode or 0-mode. Whatever mode word 13 
is, the 13th place in IA will be set to the appropriate digit <1 
or^ 0) and INFOR moves on to analyse word 14 and check it against 
the 10 words in its reference field, which is now made up of the 
words w4, w5, w6,......wl3.
And so on; each time a new word is being analysed, the reference 
field has moved one word forward, and the word which was the 
to be analysed has itself become a member of the next wordsOf course, if we decide to start our analysis 

number 25, the reference field (RF=10)

word
INFOR
INFOR
word
number

reference field, 
with another word. say
would now stretch from 
would work as before.

word 15 to word 24, but everything else

Summing up, the reading o+ eay a string of 100 successive words 
With a reference field of 10 would mean the successive checking 
of 100 words against each of the words in a reference field 
stretching 10 words behind all the time.
Let us assume that we have decided on a fixed reference field of 
some particular length. Let us now look at what would happen to 
the ratio of 
rence field.

O’s over 1's if we increased or decreased this refe—

the number of 
checked, andBy increasing the reference field we would increase 

words against which each incomming word is being
consequently increase the probability that the word wou e
registered as an O—mode. This would give us a constant - but
INCREASED - ratio of 0's over I's.
If we 
field, 
same 
the 
This would 
I's. 
want

reference 
which theon the other hand decreased the length of the 

we would decrease the number of words aginst 
incoming word is being checked, and consequently decrease 

probability that the word would be registered as an 0-mode, 
give us a constant, but DECREASED, ratio 

Apparently, it is entirely up to us to decide 
this ratio to be.

of O’s over 
how big we

wane enis ratio to oe.
So, by sheer use of logic we have now established, that somewhere 
in between using a reference field longer than 1 word, but • 
er than the length of the full text string, INFOR is bound to
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■find a more or less similar number of I-modes 
information array with a more or less 
B. Whatever the length of the string,fill

I’s
the 
and O'

and 0-modes and 
equal number of 

we can always
t*i

adjust 
read by 
mode >

the 
INFOR

wordreference field so that the chance of c 
has an equal chance of becoming an I-mode or

being 
an O-

Before we can analyse text strings however, we have to decide how 
far back we want this reference field to stretch. It is one 
thing, that we have established, that by introducing a constant 
reference field, we have also introduced a constant ratio of O's 
over I's. It is another matter to decide exactly how long this 
reference field must stretch back. Since we have established, 
that there is a close link between the length of the reference 
field and the resulting constant ratio of O's and I's, I suggest, 
that first we decide on the size of the ratio of O's and 1 s and 
then we establish which reference field would yield this ratio.
There are good reasons for wanting the number of 
final information array to be equal to the number 
a ratio of new words to repeated words equal to 1

I-modes i n 
of 0-modes,
I 1.

The first reason is that a level of redundancy of this size - 507. 
of the words recognised by the computer or guessed by a human 
reader - would be in agreemment with the levels of redundancy in 
communication established experimentally by Shannon and others.
The second reason is that of sensitivity of method of analysis. 
Just like a pair of scales are most sensitive when they are in 
balance, so does a array of ones and zeros give the best indica
tion of the balance between the two set of digits if the ratio 
between them is 1:1. I shall prove this in chapter 11, when we 
are fully ready to apply Fourier analysis to text strings.
The program FINDRF which I shall be examining in chapter 10 has 
been written so as to establish - by means of a binary iteration 
technique - the length of reference field which yields a ratio of 
I—modes and 0-modes equal to 1:1.
We have now seen how our accept of a reference field in the 
suggested "best fit" linguistic model accommodates the common- 
sense notion that the information transfer stays fairly constant 
whatever the length of text string i.e. a constant ratio of 
modes over O—modes and we have achieved our two main objects:
1> A computer simulation of the reading of a continuous text 
string according to the suggested model of "best fit" and
2) an information array which is a fairly constant representa
tion of the information transfer during this reading.
This information array, this series of zeros and ones reflecting 
the transfer of information is going to be the focus of our 
attention from now on. What particularly Interests me is t e 
possibility that these zeros and ones in the information array 
constitute patterns.

..In the next chapter I shall introduce you to the various programs 
used in this research, amongst them two different INFOR s repre 
senting two different approaches to Fourier transformation.
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CHAPTER 9-
PROGRAMS IMPLEMENTING THE METHODS OF CHAPTER 8-

VI K

!*• .

I* u|
In this chapter I shall describe the di-f-ferent programs used in 
the present research, in particular the two versions o-f INFOR, 
which have been the principal tools in this present analysis o-f 
structures in text strings, and -final Iv I shall provide one 
example o-f a complete read-out of all intermediate data of the 
calculations of one of the INFOR versions.
As mentioned earlier, the programs are developed for use on a mi
cro computer. The language is Pascal/M which is the Pascal dia
lect written by the American software firm Sorcim. The reason for 
using this particular version is solely, that when I began deve
loping these programs some vears ago^ Pascal/M was the only 
Pascal compiler available for micro computers. This version of 
Pascal is in mv opinion no worse and no better than other ver 
sions around at the moment. It has - like all commercially avail
able Pascal versions - quite a few extensions to the original 
Pascal version bv' Jensen and Wirth (Jensen and Wirth, 1975), On 
the other hand, to support the portability of all the programs, I 
have whenever possible avoided procedures not defined by Jensen 
and Wirth. This should make it easv to implement these on any 
machine - big or small - which supports Pascal.
To clarify what I mean when I in the 
'window’ and ’reference field’ I 
representation of the terms (Fig.9.1) and explain

following use 
shall make

the terms 
a graphic

W i w J i o W
wl «2 *3 «22 «23 «24 «25........... «30 «31 «32 «33 «34 «35 «36 «37 «38 «34 «40.........................«62 «63 «64 «65

Figure 9.1 Numerical representation of 
a text string, 65 words long

Let us say that the text string wl to w65 in figure 10.1 is going 
to be analysed bv INFOR and that we are particularly interested 
in the information transfer in that segment of the string which 
runs from word number 31 <w31) to word number 65 <w65). This is 
the length of text string we want to assess I—modes and O—modes 
in, and this segment of the string is therefore the WINDOW. The 
window thus extends the 35 words from w31 to w65 (incl). As 
explained in chapter 9, INFOR now creates an information arrav IA 
with as many places as there are words in the window and for each 
word, starting from w31, INFOR will check this word against the 
words in the reference field. Let us say that window w31 to w65
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i« qoina to be read with a reference field of 10. From what we 
have seen in chapter 8, this means, that the first word in the 
window <w31) will be checked against the 10 words preceding this 
word <w31), that is, w31 will be checked against w21, w22, w23
or an 0-mode, the first place in the information array is set to
1 or 0.
INFOR will now move to the next word in the window which is wo^ 
and check this word against the reference field of 10 words, 
which too has moved one word along. Word number 32 <w32) will be 
checked against w22, w23, w 2 4 , w 3 0 ,  w31. If w32 is an I-mode 
the second place in lA will be set to 1 otherwise to u. And so 
on, each word in the window and finishing by the last word in the 
window <w65) which will be checked against the 10 words preceding 
its the reference field always extending backwards from the word 
30 the window which is being analysed.
In the hope that this explanation will prove helpfull, I shall 
now turn to the explanation of the programs which implement the 
theory and methods of last chapter.

Program FINDRF.
It would be natural first to take a look at the program FINDRF 
<Paae 220) since before we can apply INFOR to any text string, we 
must know the general reference field with which INFOR is going 
to read the string. The program FINDRF, as the name suggests,
does just that.
The procedures READWORD. COMPAREWORD and MOVEONE are the same as 
in the two versions of INFOR and shall be dealt with more closely 
when these programs are being examined in a short while.
Let us examine the other procedures in FINDRF. After we have 
decided which particular measuring window of a particular text 
string we want INFOR to analyse, we let FINDRF read 
string with the same window. On the basis of this window, FINDR 
calculates the ratio of I-modes and 0-modes after several conse
cutive readings with reference fields of varying length. When the 
program finds the reference field which gives the ratio l:l 
between I—modes and O—modes, the program stops and gives a rea 
out of the window and the length of the reference field.
The varying lengths of the reference fields used by FINDRF to 
establish the 1«1 field are naturally not a question of trial and 
error - that would take too long. Normally, the initial reference 
field tried by FINDRF is the length from the start of the string 
to the start of the window. This was the procedure in my first 
version of FINDRF, but this meant, that if I wanted to analyse a 
window starting at say word nr 501 then FINDRF would automatical
ly use a reference field of 500 words in its first attempt. h 
reference field of 500 words is however unrealistically long, and 
so I waisted much time while FINDRF realised the hopelesness of 
its doings and eventually settled for a much shorter 
field. The length of the first reference field used by ^^^DRF is 
in this version of the program initialised by the -
his answer to the question in line 155. I have found that 
synthesis between an 'educated' guess and FINDRF's binary search 
mentioned below, is the fastest way of establishing the final 
reference field.
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A-fter FINDRF has established whether the ratio between I-modes 
and 0~modes is greater than or less than 1 a-fter the -first run, 
the search for the reference field with a ratio equal 
taken over bv the binary search routine <Line 163 to line 201).
This routine will normallv establish the final reference field 
within 4 to 5 attempts. There are however a couple of provisions 
for the possibility that this does fails. The first one - and 
quite common with short strings like some of the childrens te>tt 
samples used in this research - that the string is shorter than 
its necessary reference field (Line 169 to line 182). The second 
reason, whv FINDRF may fail, is that the ratio between I-modes 
and 0-modes is not exactly 1. In this case FINDRF moves the 
whole window 3 words to the left and starts all over again.

Proaram INF0R25TIMESERIES.
When FINDRF has established the proper reference field, we can 
then analyse the structure of the text string with INFOR. As 
mentioned above, I have had to make two slightly different ver
sions of this program. The two versions of INFOR represent two 
different wavs of applying Fourier analysis to a signal. The need 
for two different approaches reflects the basically two different 
kinds of sianal; binary or analog. I think the
explaining INFOR to you is to deal fully with the first INFOR I 
developed - the version which analyses onlv binary signals and 
then after the full tour through this version, look at those 
procedures in the later version - the version which analyses 
analog signals - and explain the changes. Only a couple of proce 
dures are different in the two versions,
INFOR is build around a short main program - 63 lines - with 
modules (procedures) which can be called in when necessary. 
Including the procedures, which take up the major part o e
program, the program is 401 lines long. The main program begins 
in line 338 and ends with line 401.
The text samples used as data have on all occasions been 
files i.e. the textstrings to be analysed first had to be written 
on to a memory disk. The first word of the text string is the la
bel , and INFOR will extract this information before the reading 
of the words begins.

easiest wav to look at the program is to take it step y ® ®P 
follow the dataflow. Assuming that we have loaded and started 
program we go to the start of the main program in  ̂ •
first two lines are reset and clear screen. Line 341 is a

number number of words in the text string
to 750. Next line is a pause procedure whichseconds. Line

343 define the letters and numbers

The 
and 
the 
The
reminder that the
analysed is limited
leaves the above information on the screen forallowed in the textstrings to
be analysed. Line 344 sets the boolean variable "MORE" equal to 
false. If we run INFOR several times with different variables, 
"MORE" is changed to true and controls that the heading is only 
printed once on the printer output.
The next control variable is "HAM" in line 345. "HAM is short 
for "Hamming" which is a smoothing procedure employed later on n 
the program. "HAM" is set to false because the program is going
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to ask us later i-f we want smoothing o-f the power
do want smoothing, HAM is changed

smoothing has been used in the majority
have made 'multiple run' analysis (see later) 

smoothed slightly to give a more even

at that point 
general rule, no 
lysis. Only when we 
has the graphs been 
sur-f ace.

spectrum. If we 
to true. As a 

of ana-

The first two procedure calls, line 346 and 347, refer to the 
procedures named in the calls. BOOKIN (line 28) initiates the 
input file and BOOKOUT (line 51) initiates the output file. The 
third procedure call INITIATE refers us to the procedure which 
first initiates the variable WIDTH OF ANALYSING WINDOW AFTER 
AOUTOCOR which is the number of frequencies in the Fourier trans
form, next, initiates the beginning and end of the analvsing 
window, and finally asks for the value of RF and number of runs. 
RF is the reference field as we defined it in chapter 8, and we 
would have found the value of this field by exposing the text 
string to the program 'FINDRF" (page 204) using the same parame
ters for begin!no and end of window. "Number of runs" is a provi
sion for up to 25 consecutive runs with the window moved STEP 
number of words to the right before each new run. The multiple 
run provision gives up to 25 successive power spectra of the same 
text string with the window moved — normally — 8 words to the 
right after each run. These 25 spectra represent 25 'scans' of a 
moving window and are arranged in a 3-dimensional coordinate 
system to give a topological surface which clearlv shows the
changes of spectral features over 
moved 8 words each time = 200),

a 200 word text string (25 runs

With the procedure bodv INITIATE exhausted, the main program 
takes over. STEP is set to O, which means, that the window will 
be stationary, and (line 350) if NOR (number of runs) is greater 
than 1 ie if we want more than one run, the main program asks for 
another value of STEP, and (line 354) whether we want to smooths 
with a "Hamming window". If this is the case, we are asked for 
the weighting of this window.
The procedure body of HAMMING is at line 304. To understand what 
this procedure does, let us look at a series of data: Al, A2, A3,
A4, A5, ....An. The Hamming smoothing procedure will at any
point of this series exchange one value with an average, calcu
lated from part of the original value and part of the two neigh
bour values. Sav that the Hamming window is at the value A3 in
our series above and let us say that we have settled for a
weighting of 0.60. The procedure then takes 607. of the value of
A3 and adds to this 207. Of each of the values of the neigbours 
A2 and A4. This becomes the new value of A3. The window then 
moves to the next value, A4 and calculates the weighted average 
between this value and the two neighbours A3 and A5 in the same 
way, and substitutes A4 with this weighted average.

such a way that the answer to 
which we want the neighbour 

Thus, if we answer
I have arranged the parameters in 
'weighting?' is the amount with
values to contribute to the weighted average. - • —  -----
0.40, each of the two neighbour points will contribute with 0.20 
of their value to the weighted average, whereas an answer of 0.20 
would imply that each of the two neigbour points would contribute 
with 0.10 of their value.
However, a Hamming window used on a Fourier 
like "a woolf in sheep's clothes". By this

transformation 
I mean, that
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smoothed power spectra resulting -from a 50% weighted Hamming 
window do indeed look seducively nice and smoothe, but in -fact, 
manv o-f the significant peaks have gone. As a rule I have only- 
used smoothing on the three-dimensional graphs and on these 
arephs I have used a contribution -from each neighbour of only 
0,12. as this level of weighting smoothes the topological surface 
without changing its features dramatically-
We will continue with the main program. After the input file has 
been opened (line 363) the procedure READWORD is called with the 
parameter N takino the value from 1 to 1+FIN+NORtSTEP. The 1atter 
value is the finishing point of the window after INFOR has run 
NOR runs, and the window has moved STEP words each time. Of 
course we do not want INFOR to read the textstring from the disk 
file more than once even though we are moving the window each 
time, «since this is a particular time consuming process, so INFOR 
reads the maximum necessarv text string once only and stores it 
in the work memory for re—reading.
Not much need to be said about READWORD. It is a straight forward 
read file procedure which will ignore all characters except those 
defined in the set of LETTERS i.e. capital lette*-s and numbers 
only. A word is defined as a number of permitted characters 
between 2 separators. Accepted separators are: space, end of 
line and end of file..
The words are stored in the array WORD which is a two-dimensional 
arrav with outer boundaries of 1:751 and 1:20. Accordingly thî s 
arrav will store 751 words, which each are not longer than ¿u 
letters. Words longer than 20 letters will be truncated. The 
arrav WORD will contain all the words of the string which there- 

mu«̂ t not be longer than 712 words. The first word of the 
is stored in W0RDC13 place 1 to 20, the second word is 

'̂3 place 1 to 20 and so forth. When all the words 
the main program calls procedure MOOEONE. which

fore 
string
stored in WORDC^ 
have been read. as this constitutes themoves to LABL the word stored in W0RDC13 __label of the string as mentioned above. Finally MOVEONE moves
rest of the words one place forward.
With the reguired length of text string stored in WORD,
places in the information arrav TRANSA are set to 1and the procedure COMPAREWORD is called with the parameters
TRANSA and N which will take the value from ^
window to the end of the window. For any value of N,compares W0RDCN3 with all the preceding words in the text st i g
as far back as the reference field stretches. Let us »•V»
stated to the procedure INITIATE, that our window "with word number 401 and end with word number ^00 and let us say,
that our reference field is 200. CO M P A R EW O R D(JRANSA,401) will
then compare word number 401 to all preceding words s ar i g
word number 201 (401 minus reference field) andnumber 400. If COMPAREWORD finds a word similar to WORDC4C13
value of TRANSAC401D is set to zero. By consecutive *=**** .
COMPAREWORD with N rising from 401 to 700 each incoming word
be compared to all the words of a reference fieldconstant 200 words stretched out behind the word being checked. 
When a word is recognised, the place in the inf^ma on ^
with the same number as the recognised word is ° l«rd‘plac^ in the informatibn array with the same number as a word
which was not recognised, remains equal to one.
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When COMPAREWORD has -finished the checking o-f each word against 
the wordy’s reference field, TRANSA will contain a succession of 
'eros and ones, a one on the place of the words which were not 
recoanised. and a zero for each word which was recognised. After 
this array which is numbered according to the window eg 401 to 
700 is now renumbered from 1 to the length of the window <in this 
case: 300) and the length of the array is attributed to the 
parameter REAL-TIME.
The array TRANSA is now of the form 

TRANSACl:...3 :*10110001011110001101
and as there are 20 digits, the window resulting in this 
mu«t have been 20 words long. To change this series of 
into a time series it will have to be transformed into a 
of distances between the pulses constituted by the one=».

array 
pul ses 
series

if weProcedure PULSE (line 167) is such a pulse detector and 
adhere to the e>;ample above PULSE will transform TRANSA to the
time series

TRANSBCl;103 := <1)2142111412
I have put a parenthesis around the first timing in TRANSB since 
it is not a Genuine distance between two pulses, only between the 
start of the signal and the first pulse. As it is not immediately 
obvious how TRANSA transforms into TRANSB I shall explain how it 
is done. Figure 9.2 is a graphic représentât!on of how the tram 
of pulses in TRANSA is being translated into the time series
TRANBB.

Fioure 9.2 The transformation of TRANSA to
TRANSB in the procedure PULSE.
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The important thing to understand is that the ^
the pulses are measured between the top of the ^ tlearbecome infinitivelv narrow. Understanding this, i 
enough how TRANSA transforms into TRANSB.
The time series TRANSB however is still not suitable 
analysis: it consists of the timing of eleven P ® * i e  a
the course of 20 time units (word-time ,formula which could calculate the value of the signa .
the 20 time unit points on the basis of if iseleven known timings. This is what the procedure S A.j-e
able to convert a number of time samples into an equ
series. Let us sav, more generally, that we have
time between M number of events spanned over a to • ««r-ies
conds. SINX is able to expand the M values into •with N equally spaced values. The procedure does this by putting
the M samples on polar form and expand this polar **'^*®»
smoothing and interpolating. The equidistant time ser
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suiting from this procedure is stored in TRANSA which is now 
empty. Whatever the sire of the time series, SINX will transform 
it into an equidistant time series of the same size as the mea
suring window.
To recapitulate: Let the measuring window be 200 words long. Let 
us further assume that after the analysis of I-modes and 0-modes, 
COMPAREWORD has produced a time series with 100 samples of tim
ing. some indicating long distances between the 'ones’ in TRANSA, 
some indicating just one (word) time unit between them. SINX is 
able to restore this 100 point time series of higlv different 
spacing into an equidistant time series of the same length as the 
original measuring window, i.e. 200 samples. The equidistant time 
series resulting from SINX is stored in TRANSA which is now
emptV.
The ma 
TRANSA, 
stant t 
after 
wi ndow 
wei qhti

in program now calls procedure AUTOCOR with the parameters 
TRANSB, REALTIME and SAMPLES. TRANSA contains the equidi- 
imeseries. TRANSB will contain the autocovariance function 
this procedure, REALTIME is the length of the measuring 

WIDTH is the so called 'lag' of the autocovariance 
which must be the same size as the number of 

the Fourier transform. I shall spend some
and
ng window 
points enteringsample  ̂_time e>tplaininq the purpose of the autocovariance function.

• 'ii'v H'!

'•■■Vi;
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values from our 
wanted to make 
whatever train 
obtain exactly 
whatever number

a
of events we 
50 measurements ~ 
of

AUTOCOR serves reallv two purposes:
Firstly, the autocovariance function 'can change the number of 
values entering this function into another number of values on 
exit from this function'. Say, that we want a 50 point power 
spectrum. If we want a 50 point spectrum from the Fourier trans
form used in this program, we would have to 'feed' it with w*0time domain. This again means, that every time we 

Fourier analysis of the pattern, structure or 
wanted to analyse, we would have to 

or we would have to discard 
measurements greater than 50. This would 

certainly be possible in many cases, but more often than not, we 
would want many more measurements than 50 included in our analy
sis to increase the significance of our results, since as we 
shall see later, the significance of the results from the Fourier 
analysis is a function of the number of measurements in the time 
domain divided by the number of points in the frequency spec rum.
This is where the autocovariance function becomes a great help, 
since if we have sav, 217 measurements of the train o even s we 
want to analyse, but have decided on a 50 point spectrum, we can 
'feed' all 217 measurements into the autocovariance function, se 
the 'lag' of this function to 50 (see below), and out comes (most 
of) th^ information from the 217 measurements condensed into 
values which we can now transform into a spectrum of 50 points. i 
write 'most of' the information, since some information like 
phase shift is lost. However, this is not going to have anv 
impact on our search for structures.
Secondly, when we are working with time series, the Fourier
transform of such series becomes particularly simple,
pier than the Fast Fourier Transform, if we autocorrelate th
time series, since all we need to do to obtain the PO*]»®'"is to apply the simple so called cosine transform (the procedure
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PSPEC. line 2B3)- This procedure on its own is much faster than 
’The Fast Fourier Transform’ mentioned earlier, but since we 
would have to precede any Forier transform of a time series with 
a slow procedure lilie SINX to get an equidistant time series,
nothing is gained.
As stated in chapter 7, when we dealt with the folding of the 
frequency spectrum, it is not possible to get higher frequencies 
in the frequency spectrum than half the sampling frequency. This 
means. that because our particular sampling was done once per 
word - 1^1. our hiohest frequency in the frequency spectrum is 
not ooing to be greater than 1/2 « 0.5. If we want a resolution 
in this spectrum of 0.01 it means, that we shall need jO posnts. 
That has a bearing on the autocovariance function since we must 
settle for a maximum lag of 50 in this case. I shall explain what
this means.
Althouah I have no intention of sidestepping into 
course in statistics, I shall trv - verv briefly - 
what is going on in an autocovariance analysis, 
remember the "standard deviation" from an early 
basic statistics and vou may even remember, 
was the difference between a set of date of 
of this sample. Variance is the square of ^
If vou look at equation (9.3) below you will see, that the last 
part fY< i)-“Y<mean)}*<Y<.l+k)~Y<mean)> is really just a glorified 
standard deviation squared, except for the 
last subscribt. This k is the above mentioned lag, 
trv to describe the function of this.

making this a 
to account for 
You mav vaguely 
introduction to 

that this deviation 
a sample and the mean 

the standard deviation.

the second 
and I shal 1

'j
(eg a time 
an autocova- ' - ' T

.•«•k in

Let u«̂  sav that we have an ordered set of data
series) V < 1 ). Y (2), Y <3)....... Y<99),Ya00). To mak.
ri.nce -function out o-f this set o-f data we decide on

reasons stated above, we want a maximum lag of 
that during the first "run" through the 

takes the value 1, during the second "run" the value 2
then calculate the following according to 

and multiply this with Y (1+1>-Y(mean), Let us

the size
the "lag". For the 
50. Bearing in mind, 
series. k
and so on up to 50, we 
(9.1)» Y(l)-Y(mean)call this variance S(l). We are stllJ in the first Tun and k 
remains at the value 1 whereas j takes the
product o-f each variance <Y and Y-Hag) up to 1 cio» ej-tithis wav we get successive products o-f variance SO) ,S<^ ...
up to S<99)-(»00-k). For each "run” of a “‘Fferent value of k, we 
sum these variance products and multiply them w i 
l/aoo-k). In the end we have the so called autocovariance ftn 
tion which, if the lap is 50, will consist of 50 elements, 
for each value of k.
The following formula is the base of procedure AUTOCORi

«-Vs 1

one

R  (k ) 5-1
(9.3)Nsan

which  ̂ , esTk-iwF number of elements in time series emerging from SINX. 
^lag in autocovariance function (k*l,2,3,4...,WIDTH). 
« number of element in time series (j»l,2,3,4...., •
• element (IN) of time series.* element (OUT) of autocovariance function.
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autocovari ance 
line 277. OneThe elements resulting -from the 

stored in the array OUTCOiWlDTHU inline 261 and 276 an integer has been changed to a 
This has been done because the integer in both cases 
to be squared in the following lines and thereby would have 
exceeded the highest integer value my microcomputer could cope
with.

function are 
last point: In 
real number, 

were going

■ i'vi;

Procedure PSPEC. (Line 265)
This procedure calculates the power density spectrum of a time 

by Fourier transformation of the autocovariance function 
as calculated bv AUTOCOR. The following formula was used

I'-':

(m) —  {  100 '
(0) ♦ (k ) cos * R (M) COS (:rm) ) (9.4)

where
S(m) * power of the m’th frequency.
R(k) = k’th autocovariance element, 
t = sample interval.
m = element of frequency spectrum ‘ ‘■ element of autocovariance function <k*l,2,3,.... WILiMi.
M = maMimum frequency.
»

As a guideline, i-f you want to go through the principle o-f 
calculating the power spectrum according to this formula, note, 
that this' time it is m which is kept constant during each run, 
while k takes the values 1 ,2 ,3 , ,WITH—1, WIDTH.
Enough has been said about the smoothing procedure HAMHING «bove,
so there is onlv the procedure FILEOUT left to look at. This
procedure guite simply channels the smoothed
commino from PSPEC to the disk file with
about the name of the string, the start and end of
window, the length of the reference field, thethe sire of STEP, which, as you may remember, is the number 
words, the window is moved after each consecutive rune
Finally (Line 387 to line 390), if the counter <j in 
the actual number of performed runs is less than the 

-uns. then the window is moved STEP words to the  ̂ repeats the analysis with the window in the new position.
that if INFOR= = , .. has made 25 consecutive analysis then

outfile contains the spectral powers for 25 
, ie. if the number of frequency points in «ytran the outfile will contain 25 times 32+1 points <The extrarero.

of runsI 
INFOR
This means, 
the 
tra,
then V I I C  W « u i a a s r  e v .  a  a  --------------------------- ------------
point is the DC value or the value in ^^® 3 .̂ values
These values are arranged in such a way, the
constitute the first spectrum, the ne>:t 33 «♦•rired on a
second spectrum and so forth. These we «hallmemory disk and later fed to the program PL0T25,
haye a look at later.

Program INF0R25FFT.
With this, I hope, adequate explanation of the first version of
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INFOR (Program INF0R25TIMESERIES) I shall turn to the second ver
sion (Program INF0R25FFT). The need -for another version reflects 
a need for a more graded analysis of the information transfer 
from a text string. The first version of INFOR is in accordance 

the basic view of the model of 'best fit' that when we read 
a text string there are only 2 states of informations zero and
one. But is it realistic to assume, that eg. the word 
mode, transfers just as much information (namely 1) 
word like “war" in I-mode? Our common sense says not-

"and" in 
as does

So to accommodate a more graded approach to information transfer 
from text strings, the second version (Program 1NF0R25FFT) which 

able to transform analog signals, was developed. While still 
the model of “best fit" we are however now able to analyse 

arrav , the values of which do not have 
take any (positive) value.

IS
wi thinan information 
or one, but can

to be zero

We have now got two Fourier transforms. The first one - the 
Cosine Transform - which we used in INFOR-TIMESERIES, and the 
.second one - the Fast Fourier Transform - which we are 9 0inq to 
use in the second version of INFOR - appropriately called INFOR-
FFT.
It is important to 
Cosine Transform and 
form - the one which 
transform a signal 
stances between two

understand the basic difference between the 
the Fast Fourier Transform, The first trans
is used to analyse a time series — can only 
based on distances between events eg. di- 
peaks or between the 'ones' of our informa

tion arrav. This transform - the Cosine Transform - depends on 
the pul«^es of events being very narrow, and does thus not provide 
for different shapes of pulse, like square or triangle pulses? 
nor does it provide for different amplitude of the pulses.
The Fast Fourier Transform on the other hand does not impose such 
restrictions on our analvsis. The amplitude of the signal as well 
as the shape of its pulses have become part of the analysis and 

impact on the power spectrum. This is important - oftenanalysis, but does on the other hand 
is, that if the signal is made up of 
is in our application of the trans- 
high frequency part of the spectrum

have an impact on the power 
essential — in some kinds of 
have its disadvantages* One 
square pulses, as the case
forms, the power peaks in the _ . j wreflect the 'squareness' of the pulses as explained in chap 
rether than the presence of a basic periodicity. In such cases 
one would try to use the Cosine Transform instead 
'noise' in the high part of the spectrum, but 
the amplitude of the signal MUST be 
have to use the Fast Fourier 
t i on' or

7.
to reduce the 

in the cases where 
taken into account, one would 

Transform and accept the 'disfigura-
'noi se' in the high frequency part of the power spectrum. 

We are primarily going to use the FFT for thesignals - signals with a variation of amplitudes. Although, in a
sense, the use of the FFT on binary signals - signa s w ,,
two different levels like 1 and O - is 'over-kill *too to apply the FFT to our 'old' 1 snd O signals. The advantage,
of doing so, is that we can check our results, we can compare the
power spectrum we get from the Cosine Transform wi
get from an analysis of the same text string made by e •Apart from some differences in the high fre q u e n cy  part, the two
spectra should be pretty similar. Figure 12.1 in c ap er
shows, that this is indeed the case.
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One problem regarding the FFT is that it can only transform a 
number of samples if the number is a power of two, le. xt can 
transform a sample of 32 or 64 or 12B values and so on, and the 
transform will contain two in the next lower power spectral 
points. This means, that if we provide 32 measurements to the 
FFT we only get a 16 point spectrum. A 64 point function leaves 
us with 32 spectral point etc. This has proved a restriction in 
the anlysis of childrens short text strings, because I have 
found, that the minimum number of frequency points needed to give 
the necessary resolution in a power spectrum, is 32. This does 
not pose a problem with the Cosine Transform since this transform 
onlv needs a 32 point window to give a 32 point spectrum, whereas 
using the FFT, one needs a 64 point window to get a 32 point 
spectrum. This does not give much room for a reference field as 
well as a measuring window, when the text string is short, may be 
of less than 100 words.
InitialIv I only knew of the FFT analysis and found it hopelessly 
restrictive to work with, as my main object (then) was to analyse 
childrens text strings only. From most of these text strings I 
could get only 16 point spectra, and virtually no sta-tistical 
significance. My later encounter with the time series transform 
and some considerable adaptation of this method to my purpose - 
provided me with a means of analysing these shorter strings.
Later, when I realised how far more flexible time series trans
formation is, it became my main tool, until the need to analyse 
different amplitudes - the more graded view of information trans
fer mentioned above - made it necessary to return to the FFT
analvsi s.
We shall now turn to another problem. That of ’stationarity . 
That a function is stationarv means, that a possible periodicity 
in the function does not change with time. However, it is almost 
inherent in our concept of life, that biological functions are 
not perfectlv stationary even though over a shorter period of 
time thev mav exhibit some measure of stationaritv and periodici- 
tv. To find periodicitv in a function which is not perfectly 
stationary is thus a balance between using a window which is long
enough for a periodicitv to establish itself, and not so long
that this periodicity becomes unstationary. It is eve 
leasable, that the different periodicitiesdifferent stationarity as well. That this is indeed the case with 
the output from our ’linguistic device’ 1 shall demonstrate in 
the features on the topological surface on the graphs from the 
multiple — scanning — runs in the next chapter.
But let us now turn to 1NF0R2SFFT (Page 231). The
regard to data flow) difference between this version of INFW and
the former, is found in th. main program at line 288,program asks whether we want to change from binary to analog
coding. If this is the case - and I shall
the opposite possibility - the boolean variable CODE ^|^*"2re to true. The text strings which were used for «nalog =^*"9 «»f« 
of the form printed in the appendix to chapter a.««- in
character in the words which I wanted to give a hig er • ^ _
I-modes were a number, normally an 
and 9.

B' as ixplained in chapters B
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I-f we have chosen the program 
dure COMPAREWORD (Line lOB), 
checks the first character of 
a number, this number will

to read in analog mode, 
on encountering a word 
the word, and if this 
be transferred to the

page 214

the proce- 
in I-mode, 

character is 
informati on 

’1» will 
course,array. If the first character is not a number, the usual 

jje transferred to the information array. This means of 
that any coded word in I—mode in the text string will transfer to 
the information array the value we have put in front of the word, 
and that the information array, instead of being an array of only 
zeroes and ones, as before, now is an array of zeroes, ones and 
some higher values - namely the values we have chosen to put in 

of some words as a token of a higher information transfer
pi ace.

front
taking
jhere is a provision for choosing the value of the 'pulse' (Line 
299). This was made so that I could choose the amplitude of the 
signal with regard to the non-encoded I-modes, but it has in all 
the results presented in this paper been set to '1' and is there
fore no different from setting the information array to 1 
before the start of the analysis done in the first version of 
INFOR <INF0R25TIMESERIES, line 372).
The next procedure which is different is the Fourier Transform 
itself, the FFT. I shall not enter into an extensive examination 
of this procedure as it is rather complex. Suffice to say, that 
it is a two-dimensional transform, which is able to analyse the 
real as well as the imaginary part of a function. As it to
analyse only real functions, the imaginary parameter of the pro 
cedure is set to zero (Line 332).
As vou can see from the procedure calls before and after FFT, the 
number of points changes from 64 to 32 as explained above.
Like the case was in the first version of INFQR, there is also in 
this version the option of having the data from the power spec
trum smoothed by a Hamming window. Like before, this option was 
onlv used to smooths the date during the multiple runs,
never in the single runs. The option in this version of INFOR for 
multiple scanning runs i.e. 25 consecutive analysis with the 
window moved STEP number of words each time, is exactly the same 
as in the first version and the explanation shall 
repeated. With this, we have in fact concluded the examination
of both versions of INFOR.

Program PL0T25.
To transform the series of spectral points fromversions of INFOR into a power spectrum, the program PLOT^S (Pag 

written. This program is, as the name
INFOR 

string 
PL0T25

Î37) wasting routine. As my ambition all along has been to demonstrate 
the dynamic .tructure, in text «tring., both vw'.ion. oi 
provide for 25 consecutive runs - a scanning — 
with the window moved a few words to the right each time, 
provides of course for the eventual plotting of those 25 consect 
tive spectra, and, by means of a hidden line routine, creates a 
topological surface within a 3-axis system where the param 
arei LN power (y-axis), frequency <x-axis) and length of texr
string or 'time' (z-axis).
PL0T2S provide, for the plotting of both single power spectra and
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multiple runs bv always -first plotting a single power spectrum. 
I-f the data comming in to PL0T25 are -from a single run, this 
•first graph is the -final power spectrum (Figure 9.5). If the 
data fed to PL0T25 are from a multiple run, the first graph will 
become an averaged spectrum of the 25 spectra, and the heading 
will change to 'AVERAGED SPECTRUM' (Figure 9.6). In this case, 
as shown in figure 9.6, the three-dimensional surface will be 
plotted after the average power spectrum has been plotted.

PAD2,273B500RF185 
POUIER SPECTRUn

POHCi U M i

*1PD 18.28 CHJ2= 183.27 
SDEU= 10.23

DE6R OF FREED ^ 10 
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Figure Power spectrum of PADDINGTON/2. window 273 to 600.

left and higher 
the right (F * 
able to get (2 
at a time. This

But let us focus first on single power spectra. These 
WINDOW analvsis as opposed to the multiple run analysis ®
moving window we have just been talking about. Figure a typical spectrum. It is the 32 point power spectrum oi the text 
string PADDINGTON 2, from word number 273 to word number 6 .,
with a reference field of 185 words. The Y—axis, is e ogari m
(In e) to the power in each spectral point, the X-axis is 
stant and gives the frequency, with the lower frequencies to tfrequencies to the right. The point furthest to 

0.5) represents the highest resolution we will be 
words) when we sample at the frequency of 1 word
means, that the spectrum will not be able to tell

us about structures between less than two words. i
this has no bearing on our analysis, since we do no 
possible to anticipate structures between less than 
anyway. As we move to the left on the X-axis, t e ' c—n
frequency represents bindings between more and more 
thus represents periodicity or structures stretching 
while F*0.1 represents periodicity or structures 
10 words etc. The point furthest to the ° _(F-0.0) represents the DC power as explained in chapter /.
I shall leave further considerations regarding the '̂ «li
the next chapter when we are going to analyse a ®
pies in this way. Suffice only to explain the 
dure.
MPD stands for 'Mean Power Density’ and is the 
of all 33 spectral points <32 points ♦ F-0.0). 
density is calculated in procedure FINDMPDS 
stands for chi square and is chosen as the best
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ance since there are considerable variations between the mean 
DOwer o-f all the individual spectra. Chi square remedies this by 
being a 'normalised* measure of variance i.e. a variance divided 
b 7 a  mean. Chi square and the standard deviation SDEV are calcu
lated in procedure STAT (line 115). The standard deviation is 
needed for the calculation of the 0.95 upper and lower confidence 
limit. For this purpose we need the number of degrees of freedom 
a«= well. As stated earlier, the number of degrees of freedom is 
found as the length of the window divided by the number of fre
quency points in the spectrum.
The confidence limits ere calculated in procedure LIMITS <line 
3 0d) and the necessary T values come from the T table in function 
TEATABLE (line 134). The single power spectrum is plotted by 
nrocedure MPDPLOT (line 312). The statistical information is 
printed and the upper and lower confidence limits drawn bv proce
dure PLOTSTAT in line 364.
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Figure 9.6 Multiple power spectra of PADDlNGTON/2.

In spite of the time sonsuming ewercise or ^r”' . ¿lot25 
dimensional plotting algorithm, this particular a ^  —nlw used a can be said to be of minor importance, since it was only used a

Of writing the three-
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•few times in my research. For this reason, I shall not enter into 
lengthy explanations about this part o-f the program, only ex
plain a couple o-f the less obvious routines.
The most complex <and time consuming) algorithm is the hidden 
line routine made up of the two procedures SHADOW (Line 241) and 
MINALFA (Line 263). The first procedure is a shadow mask consist- 
ina of a two-dimensional boolean array OPEN, B plotting points 
wide and 300 plotting points high, the initial value for all 
members of this array being set to 'true'. This shadow mask works 
as a map of the lines which have been drawn and is continually
being updated.
The three-dimensional surface is plotted vertically from left to 
right, all 25 spectra at the same time. While the surface is 
beina plotted, the procedure EXPAND divides each area between two 
freguency points into a number of sub-zones, and MINALFA calcu
lates the path - through these sub-zones - of each line connect
ing two frequency points.
As each value in the shadow mask OPEN refers to a point in the 
sub-zones between two frequency points, the calculated path be- 

two frequency points can be represented by a path in theOPEN of values being changed fromtweentwo-dimensional boolean 
'true' to 'false'.

array

At anv point within an area covered by the 8 by 300 points o-f 
the shadow mask OPEN, this mask <re-ference map) directs the P*°t 
ting pen to touch the paper or not touch thewhether the area is ’open’ (OPEN - true) l.e. no lines have been 
drawn here so tar, or ’not open’ (OPEN - -false) l.e. »"°ther line 
was drawn here and the next line must then be hidden (not ’
Consequently the plotting pen actually describes the lines - hidden or not - but lifts from the paper when the line is 
hidden, and returns to the paper when the line is visible.
Each time we have plotted a line between two frequency points, we 
must update the shadow mask OPEN. As this mask 
times 300 points, and each spectrum consists of 3-..-H
points, and as there are 25 consecutive ^iiorlncethat we would have to consult and/or update 1,9 , __ ___
points in the course of one full plotting. This °
consuming - particularly on a micro computer - /n^^IctionI have established, that of the 300 points in the
only 25 points around the line being plotted needfor the routine to work satisfactorily. This is the so ca led 
'dynamic limit' initiated in line 4. This hasting time down from around 4 hours to under half an hour for a 
full topological graph representing 25 consecutive that
If the power spectrum is particularly Tshouidshould be hidden are not), the 'dynamic in ine 4 shou d
be increased to 30 or 35. As the Y-axis is logarithmic, we should 
however not get any wild moves up or down.

Program INFORNORMALIBED.
The two versions of INFOR we have dealt with in the
TIMESERIES and INFOR FFT - give absolute
each .frequency point, and the mean power densi y
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measure o-f the amount of structure in each text string. The size 
of MPD varies widely between the different te;it samples, and 
although no connection between the size of MPD and other factors 
has been established, it is a worthwile exercise comparing the 
different text strings in this respect.
In the last part of mv research - the grammatical coding - it 
was necessary to change the calculation of the power spectra 
sliohtlv. In the analysis of grammatical coding we code the same 
text string in different ways and want to compare the spectrum 
derived from each change of coding. To make it possible to super 
impose one spectrum onto another spectrum to evaluate relative 
change, the spectra were 'normalised'. This simply means, that 
the power in each frequency point is divided by the highest power 
of anv of the frequency points. In this way the maximum power of 
anv power spectrum will be 1 and all other values will be 1 or 
less. This makes it easier to compare relative movements, but is 
paid for by the loss of the above mentioned information. (Now it 
becomes clear, that the reason, we had to use a logarithmic Y- 
axis in connection with the two versions of INFOR, was that we 
could not prevent the bio fluctuations in the power spectra by 
normalising after the AUTOCOR procedure, since there would then 
have been' no point in calculating and comparing mean power
densities).
INFORNORMALISED caters for this particular provision. Apart from 
the power being normalised, it is just like a one-run INFOR 
INFORNORMALISED is made for the sole purpose of grammatical 
coding (see chapter 12) and evaluation of relativetween'power spectra. Even though the primary purpose of INFORNOR
MALISED is to provide qualitative rather than quantitative compa- 
ri *=̂on between different power spectra. Mean Power Density and 
Variance is provided never the less (on the power print-outs) and 
95*/. confidence limits are shown on the spectra.

I

Program PLOTNORMALISED.
PLOTNORMALISED plots the data emerging from INFORNORMALISED s 
analvsis of the grammatically coded text string. The program 
provides for the plotting of two graphs in the same co-ordinate 
system. Normally the two graphs would be the spectra of the 
grammatically coded and the non-coded version of the same Tex 
string. This makes comparison between the two spectra easy. As i 
is evident from the explanation above, the Y axis does no 
to be logarithmic any longer.
With PLOTNORMALISED we have finished the examination of the pro
grams which make power spectral analysis of text strings pos
sible. However, as I thought it might be of some »̂ elp in the 
understanding of how INFOR TIMESERIES works, I have nc u e 
pages which show the intermediate values between eac 
of INFOR during the calculation of the power spectrum of figu 
9.5.
In the next chapter we shall optimise some of the parameters of 
these programs: number of frequency points in the spectra, 
width and reference field, and in chapter 11 we shal mave u 
these programs to evaluate quantity and quality of s .
text strings - and at the same time get a look into the i m
guistic device.

• • I  M  ,f.* I
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1i PROGRAM FINDRF < TE X TIN)i 
2s LABEL l«2«3i 
3: CONST4; MAXWORDLEN-20:
5: NUMB0FW0RD*B01|
6: TYPE7: WORDINDEX^I»MAXWORDLENs
B: TEXTINDEX=OiNUMBOFWORD:9- WORDTYPE-PACKED ARRAYCTEXTINDEX.WORDINDEX3 OF CHARi
10: TRANSFTYPE«ARRAYCTEXTINDEX! OF REAL:
11: VAR12: WORD:WORDTYPE;13: LABL:PACKED ARRAY[WORDINDEX3 OF CHAR;
14: TRANLA:TRANSFTYPE:
15: N,N1.N2.RF,START.FIN:INTEGER;
16: RAT 10:REAL:
17: CH:CHAR;
18: FIRST:BOOLEAN:
19: TEXTIN:TEXT:
20: LETTERS:SET OF CHAR:
21: F:INTERACTIVE:

•23: PROCEDURE READWORD<L:INTEGER)|
24: LABEL 1,2:
25: CONST
26: BLANK=' ';
27: VAR28: N.CHARCOUNT: INTEGER:
29: CH:CHAR;
30: BEGIN 
31 :32: FOR N:=l TO MAXWORDLEN DO WORDCL.N!:«BLANK;
33: CHARC0UNT:=1:
34: 1: WHILE NOT EOF<TEXTIN) DO
35: BEGIN36: WHILE NOT EOLN<TEXTIN) DO
37: BEGIN38: READ<TEXTIN,CH):
39: IF CH*BLANK THEN GOTO 2;
40: IF EOLN(TEXTIN) THEN
41: BEGIN
42: WORDCL,CHARCOUNT3:«CH;
43: GOTO 2:
44: END:45: IF CH IN LETTERS THEN
46: BEGIN47: W0RDCL.CHARC0UNT3:-CH:
48 : CHARCOUNT : «CHARCOUNT1149: IF CHARCOUNT>MAXWORDLEN THEN
50: BEGIN51: WHILE CHOBLANK DO
52: READ<TEXTIN,CH)I
53: CHARCOUNT:«!I
54: END:
55: GOTO 1|
56: END:
57: END;
58: READLN(TEXTIN) ;
59: END;
60: IF EOF<TEXTIN) THEN
61: BEGIN
62: C0NACT<0)f
63: WRITE<’EOF AT WORD NR:',L)|

!. 1.
I )■
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HALT?

END:2: IF WORDCL,13«BLANK THEN
BEGIN

CHARCOUNT:«!x 
GOTO 1?

END:
END:
PROCEDURE MOVEONE:
VAR N,M;INTEGER:
BEGIN

FOR N:«l TO 20 DO 
LABLCN3 X «WORDC1,N3 x
FOR N:=2 TO FIN-U DO 
WORD C N-13 X «WORD t N 3 x

END:

PROCEDURE COMPAREWORD < VAR INFARRAY:TRANSFTYPE:
RIGHTEDGE:INTEGER);

LABEL lx 
VAR

LEFTEDGE.KxINTEGER;
BEGIN

LEFTEDGE:«RIGHTEDGE-RF:
Kx=0;
REPEATIF WORDCLEFTEDGE+K3«WORDCRIGHTEDGE3 THEN 

BEGIN
INFARRAY C RIGHTEDGE 3 x «0 x 
GOTO 1?

ENDx 
Kx«K>lx 

UNTIL K*RFx 
lx END?
PROCEDURE FINDRATIO(VAR NEWxTRANSFTYPE?

NpMxINTEGER)x
VAR

NIL,ONE,Lx INTEGER?
BEGIN

ONEx«l? NILi«l?
FOR Lx«N TO M DO 
IF R0UND(NEWCL3)«0 
THEN NILi-NIL+1 
ELSE ONEx«ONE-M?
RATIOx-NIL/ONEx

END?
PROCEDURE BOOKIN?
VAR

NAMEXSTRING?
BEGIN

CONACT(O)?
WRITELN<»NAME OF INPUT FILEi')?
READLN<NAME)|
<•1- I/O OFF>
RESET(TEXTIN,NAME)i 
WHILE lORESULTOO DO 
BEGINWRITELNi'FILE NOT FCXIND, TRY AGAIN’)?

READLN(NAME)i

. 1
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130: END:
131; END:
132:
133:
134:
135: BEGIN— MAIN PROGRAM
136; RESET(F,’CONSOLE:
137: LETTERS:-!'0'« *9’
136: 3: BODKIN;
139: FIRST:-TRUE5
140: CONACT <0):
141: WRITELN <’PRESENT
142: WRITELN;
143: 1 : WRITELN<'WINDOW '
144: READLN(F.START)j
145: WRITELN<'WINDOW '
146: READLN<F,FIN):
147: N:=FIN“START+1*
14B: IF ODD<N) THEN
149: BEGIN
150: WRITELN:
151 : WR1T E L N O N E
152: WRITELN:
153: GOTO 1:
154: END;
155; WRITELN<'INITIAL
156: READLN<F,RF);
157: IF FIRST THEN
156: BEGIN
159: FOR N:-l TO 1
160: MOVEONE:
161: FIRST:-FALSE
162: END;
163: 2: N1:-TRUNC<LN<RF)
164: REPEAT
165: WRITE<’RF -

) s

• W' I,

*.. 1' 'r

.RFs3)5 V'/\
run TO FIN DO TRANLACN31 »1 ? r'».>
FOR Ni-START TO FIN DO COMPAREWORD<TRANLA,N)| 
FINDRATIO(TRANLA,START,FIN)I
IF <RF*START-1) AND <RATI0<1) THEN !^ ‘Yi
BEGIN

WRITELN ( ’ ******** REFERENCE FIELD TOO SHORT ******** WRITELN('DO YOU WANT TO CONTINUE WITH THIS FILE? <^/N) 
READ(F,CH)f 
WRITELN;
IF CH * 'Y' THEN GOTO 1 
ELSE 
BEGINCLOSE(TEXTIN)I 

GOTO 3>
ENDp

ENDS
WRITELN<'
Nlt«Nl-lfN2i-ROUND<EXP<N1*LN<2)))«
IF RATIO > 1-0 THEN RFi»RF-N2 
ELSE IF RATIO < 1-0 THEN RFi*RF-»-N2|

UNTIL <RATIO « I). OR <N1 < O) |
IF RATIO <> 1 THEN 
BEGIN

m p i t e l n (*do yo u w a n t w i n d o w m o v e d? <Y/N) )I
READ(F,CH)|
IF CH ■ 'Y' THEN 
BEGINFTARTI«RTART-3I

RATIO - »,RATI0i3i2) I
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FIN:«FIN-3?
CONACT <0)1WRITELN<'WINDOW MOVED 3 STEPS TO THE LEFT'): 
GOTO 2s

END:
END:IF RATIO«l THEN 
BEGINCONACT <0):FOR N:«l TO 20 DO WRITE(LABLCND):

WRITELN:WRITELN('START:'.START: A. ' FIN:',FIN:4)i 
WRITELN('REFERENCE FIELD:',RF;4);

END:WFITELN: WRITELN:WRITELN('ANOTHER RUN? <Y/N)'):
READ(F.CH»;
IF CH='Y' THEN 
BEGIN

CLOSE(TEXTIN):
GOTO 3;

END:
21B: END.

i ■
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PROGRAM INF0R25TIMESERIES<TEXTIN,TEXT0UT)p
LABEL 1p
CONSTMAXW0RDLEN*20;

NUMB0FW0RD*751p 
TYPEWORDINDEX«!iMAXWORDLENp 

TE X TINDEX »01NUMBOFWORD pWORDTYPE*PACKED ARRAYCTEXTINDEX,W0RDINDEX3 OF CHAR; 
TRANSFTYPE-ARRAYCTEXTINDEX3 OF REALp

VARWORDiWORDTYPEpLABLI PACKED ARRAYCWORDINDEXD OF CHARp 
TRANSA,TRANSB* TRANSFTYPEp 
J,N,M,RF,START,FIN,NOR,STEP, SAMPLES,
TRANSINT,REALT i ME,WIDTHiINTEGER;
TGEM,MPD,WEIGHT tREAL p 
Ft INTERACTIVE;
HAM,MOREI BOOLEAN;
CHiCHAR;
NAMEIN,NAMEOUT tSTRINB;
TEXTIN,TEXTOUTiTEXTp 
LETTERS:SET OF CHARp 
NUMBERS:SET OF CHAR;

■. I }

• •

PROCEDURE BOOKIN < VAR NAME:STRING)p 
BEGINC0NACT<0) I 

IF MORE THEN 
BEGINWRITELN<NAMEIN,' WAS LAST FILE IN’); 

WRITELN(NAMEOUT,’ WAS LAST FILE OUT’); 
WRITELNpWRITELNp

END;WRITELN(’NAME OF INPUT FILE:’)p 
READLN(F,NAME)p 
<♦1- I/O OFF>
RESET(TEXTIN,NAME)p 
WHILE lORESULTOO DO
besinWRITELN(’FILE NOT FOUND, TRY AGAIN )p 

READLN(F,NAME)p 
RESET(TEXTIN,NAME)|

END;
END;

i.' »•

•• Iv.‘; 1'■ ■4];
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PROCEDURE BOOKOUT(VAR NAME:STRING)p 
BEGIN WRITELN(’NAME OF OUTPUT FILE;’)p 

READLN(F,NAME)|
<♦1- I/O OFF>RESET(TEXTOUT,NAME)|
CLOSE(TEXTOUT,PURGE)p 
REWRITE(TEXTOUT,NAME)|

END;

•. I *'

procedure INITIATE;
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VAR CHiCHARj
BEGINCONACKO); WRITELN(NAMEIN, ’ IS FILE IN') | 

WRITELN<NAMEOUT,' IS FILE OUT')|
WRITELNjWRITELN<'WIDTH OF ANALYSING WINDOW AFTER AUTOCOR 
READLN(F,WIDTH)|WRITELN<'WINDOW TO START WITH WORD NR*')f 
READLN<F,START) 5
WRITELN<'WINDOW TO END WITH WORD NRi')> 
READLN(F,FIN)j 
WRITELN<'RF:') |
READLN<F,RF);
WRITELN<'NUMBER OF RUNS: ')?
READLN<F,NOR);

END:

’); . I :

» •

PROCEDURE READWORD < L:INTEGER): 
LABEL 1,2$
CONST

BLANK*' '$
VAR

N,CHARCOUNT:INTEGER $
CHI CHARI 

BEGIN

m

FOR Ni*l TO MAXWORDLEN DO WORDCL,N3:«BLANK; 
CHARCOUNTi*l$

1: WHILE NOT EOF<TEXTIN) DO
BEGINWHILE NOT EOLN<TEXTIN) DO 

BEGINREAD<TEXTIN,CH)f 
IF CH*BLANK THEN GOTO 2$
IF EOLN<TEXTIN) THEN 
BEGINWORDCL,CHARCOUNT3I-CH$

GOTO 2|
END:IF CH IN LETTERS THEN 
BEGINWORDCL,CHARCOUNT3I*CHf 

CHARCOUNT 1 -CHARCOUNT 11 
IF CHARCOUNT>MAXWORDLEN THEN 
BEGINWHILE CHOBLANK DO 

READ(TEXTIN,CH)| 
CHARCOUNTi«l|

END:
GOTO 1|

END:
END:READLN(TEXTIN)|

END:
IF EOF<TEXTIN) THEN 
BEGIN

C0NACT<0)|WRITE('EOF AT WORD NRi',L)|
HALT:

I, V  •  , .  ♦  V • ‘i B; ■ ’.ii
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2 I IF WORDCL,n-BLANK THEN
BEGINCHARCOUNTi-ll 

GOTO 1;
END;

END;

PROCEDURE MOVEONE;
VAR N,Mr INTEGER;
BEGINFOR Ns-1 TO MAXWORDLEN DO 

LABL C N 3 i-WORD C1,N 3;
FOR Nt-2 TO FIN+1 DO 
WORDCN-13*-WORDCN3;

END;

PROCEDURE COMPAREWORD < VAR INFARRAY x TRANSFTYPE;RIGHTEDGExINTEGER);
VAR LEFTEDGE,KxINTEGER;
BEGINLEFTEDGEx- RIGHTEDGE-RF;

Kx=0;
REPEATIF WORDCLEFTEDGE+K3-WORDCRIQHTEDGE3 THEN 

BEGININFARRAY C R16HTEDQE 3 x «0;
E XIT < COMPAREWORD) ;

END;
K X-K+1;

UNTIL K - RF;
END;

.,¡•1 ■’i'l4*■n:\l
, %' ■. *
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PROCEDURE PULSE < VAR TRANSF,INFiTRANSFTYPE;
Nix INTEGER;

VAR NOxINTEGER);
VAR

K,N,M,STEPiINTEGER;
BEGIN

Kx-0; Nx«l;
REPEAT

STEPx-1; ___ ,WHILE TRANSFCN+STEP3 < 0.5 DO STEPx-STEP**-!;
Ki-K-M;
Nx-N+STEPf
INFCK3I-STEP;

UNTIL N+STEP > NI;
NOx-K;

END;

PROCEDURE SINK(VAR N E W F,OUTfTRANSFTYPE;NlpNOiINTEGER);
LABEL 1,2,3,4;VAR

:‘i •.;* .V,
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51X,IND t ARRAY C-1001NUMBOFWORD 3 OF REAL ? 
1ST,I,N,K,IV,KU,LIMITSiINTEGER;
DELT,PI,RSI,VX,XS,ST,TSV,STS:REAL;

BEGINT6EM:»0;FOR It«l TO NI DO TGEMi*TGEM+NEWFCID; 
TGEMi-TGEM/NI;5jSik-40; BTi*STS; PIi*4>ARCTAN<1);
ISTi«ROUND(ST/TGEM);
FOR I:-1ST TO -1 DO 
BEGININDCI-H3I-TGEM;

INDCNI-I3I-TGEM;
END;INDCIST3:»0;FOR I1*1 TO NI DO INDCI3t-NEWFCI3;
FOR Ii*IST TO <NI-IST) DO 
BEGINSTi-ST-*-INDCID;SIXCI3:*SIN<PI*ST)?
END;I;-IST; ST:-STS;
FOR K:*l TO NO DO 
BEGINKU:-Oi RSI1-0;

1: DELTi-ST-K;
IF DELT< -40 THEN GOTO 2
ELSE
BEGINIF KU-1 THEN GOTO 3

ELSE
BEGIN

TSVI-ST;
KUx *1;
IVi-I;

END;3: VX:-PI*DELT;
IF VX-0 THEN 
BEGINIF ODD(K) THEN XS:- -1 

ELSE XSi-1;
ENDI , ELSE XSi-SIXCn/VX;

I RSIi-RSI^XS;
\ 2:{ IF IXNI-IST) THEN GOTO 4;
I STi- BT+INDCI3;
I IF DELT <  40 THEN GOTO 1;
I END;I 4: IF ODD<K) THEN RSIi- <-l)*RSI;
I OUTCKDi-<RSI*TGEM);
t Ii-IV;
I STi-TBV;
I END;
I END;— SINX
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PROCEDURE AUTOCOR<VAR NEWB,0UTiTRAN8FTYPE;NI,NOiINTEGER)I
VAR

I,K,J,NiINTEGER;X,H,SX,BXl,8Y,XY,T0LiREAL;
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BEGINSXx«Oj SXli-Oj 
FOR N;*l TO NI DO 
BEGINXt-NEWBCN3|

SXi*SX-»-X|
SXli*SXl+X*Xj

END;H:-NI; — INTEGER MOVED TO REAL 
TOL:*SXl/H-SX*SX/(H*H);
0UTC03*»T0L!I 
Ns *NII 
Ki*l;SYi*SX|
FOR Ji*l TO NO DO 
BEGINSXi*SX“NEWPCN3;

SYi*SY-NEWBCK3;
Ns*N“l;
Ks»K>l j 
XYs*0;
FOR Is*l TO N DOXYs*XY-»-NEWBCI 3*NEWBCI-»*J3;
H:*N; — INTEGER MOVED TO REAL—  
OUTCj3i*XY/H-SX*SY/<H*H);

END;
END;— AUTOCOR

'■’I

p «■

* « *

I -

PROCEDURE PSPEC<VAR OUT:TRANSFTYPE?Nil INTEGER)|
VAR NEWS;ARRAYCOf 1283 OF REAL?

INT,I,JiINTEGER?
PI,STORE;REAL?

BEGINPIi»4*ARCTAN<l)?FOR li»0 TO NI DO NEWBCI 31*OUTC13?
FOR I1*0 TO NI DO 
BEGIN

STORE!*0?
FOR Ji-1 TO NI-1 DOSTOREi*STORE-*'NEWBC J3*C0S<JtI*PI/NI) |
OUTC I 31 *NEWBC03**-2*ST0RE*«'NEWBCNI 34COS (I*PI > ? 
OUTCI3i«17*ABS<OUTCI3)|

END?
END;— PSPEC

• ,1

.V;**;'*

PROCEDURE HAMMING<VAR INOUTITRANSFTYPE? NSiINTEGER?WEIQHTiREAD?
VAR

WORK t TRANSFTYPE ?
11 INTEGER?
H,M,LiREAL?

BEGINHi-l-WEIBHT? Ml-WEIGHT? Li-H/2?WORKC03I-H*INOUTC03♦M*INOUTt13?
FOR I1*1 TO N8>1 DOWORKC131 -L *1NOUTCI- 1 3 ♦ H*INOUTC13♦ L* INOUTCI♦ 13?
WORK C NS 31-H» I NOUT C NS 3 ♦M» I NOUT C NS-1 3 ?

•. i •; [• I:
'V -1 '
• 1 . > Vt
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END I
FOR It-0 TO NS DO INOUTCI 31-WORKCI 3j

% • • J

PROCEDURE . FILEOUT < VAR OUTiTRANSFTYPE $ KiINTEBER)% 
VAR NiINTEGER!
BEGINIF J*0 THEN 

BEGINFOR N**l TO 4 DO IF LABLCN30' ’ THEN 
WRITE<TEXTOUT,LABLCN3)!
WRITE<TEXTOUT,’, START)| 
WRITE(TEXTOUT,'B')|WRITE<TEXTOUT,FIN,’RF’,RF,’S'»STEP,’F’,1,'
WRITE<TEXTOUT,WIDTH,' ',NOR,' '>!

END IFOR N:-0 TO K DO WRITE (TEXTOUT, OUTCN3, ’ M;
END;

)|

* I :

BEGIN— MAIN PROGRAM
RESET < F,'CONSOLE:')|
C0NACT<0)IWRITELN<'PRESENT LIMITATION IS 750 WORDS’);
FOR N:*l TO 6000 DO; CONACT<0)|
LETTERS;*C’,’,’O’;’9’,’A’i ’ Z’ 3;
NUMBERS;*C’0’I’9’3; MORE;-FALSE;

1; HAM:-FALSE;
BOOKIN(NAMEIN) ;
BOOKOUT(NAMEOUT) ;
INITIATE;
STEP:«0;
IF NOR > 1 THEN 
BEGINWRITELN(’EVERY N WORD; ’);

RFADLN(F STEP)IIJELIM <»DQ YOU WANT TO SMOOTHE WITH A HAMMING WINDOW? (V
READLN<F,CH);
IF CH * ’Y’ THEN 
BEGIN

WRITELN<’WEIGHTING ? (EVEN NUMBER BETWEEN 0.2 AND 0.f> 
READLN(F, WEIGHT) |

END;
END;
RESET (TEXTIN); ____FOR Ni«l TO FIN-t-NORfSTEP+l DO READWORD(N);
MOVEONE;
Ji -O;
REPEAT

CONACT(0);WRITELN(’FILE INi ’,NAMEIN)f 
WRITELN(’FILE OUTi ’,NAMEOUT)|
Ni-J+l| WRITELN(’RUN NUMBER; ’,N);
FOR Ni*0 TO FIN DO TRANSACN3I-1|FOR Ni-START TO FIN DO COMPAREWORD(TRANSA,N)|
Mi-0;1 FOR Ni-START TO FIN DO

I BEGIN
I Mi-Mt-lfI TRANSACM3l-TRANBACN3|

•• . .1
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END;REALTIME**M;PULSE(TRANSA,TRANSB,REALTIME,SAMPLES);
SI NX < TRANSE«, TRANSA, SAMPLES, RE ALT I ME) ; 
AUTOCOR < TRANSA,TRANSB,REALTIME,WIDTH)| 
PSPEC<TRANSB,WIDTH)|IF HAM THEN HAMMING(TRANSB,WIDTH,WEIGHT); 
FILEOUT(TRANSB,WIDTH);
START* «START+STEP;
FIN**FIN-»-STEP;
J: ;

UNTIL J*NOR?CLOSE(TEXTOUT)|
WRITE(CHR(7));WRITELNÍ’ANOTHER RUN? (Y/N)');
READ(F,CH);
IF CH«’Y' THEN 
BEGINMORE«*TRUE|

CLOSE(TEXTIN);
GOTO 1;

END?

*1 ■*.

END. '4\
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li program INF0R25FFT(TEXTIN,TEXT0UT)|
2s CONST3, MAXW0RDLEN*20?
4x NUMBOFWORD*BOl5
51 SHORT-2001
6s TYPE7; WORDINDEX»lsMAXWORDLEN?
6s TEXTINDEX*OsNUMBOFWORDj
q \ SHORTINDEX*Os s h o r t?10s WORDTYPE-PACKED ARRAYCTEXTINDEX,WORDINDEX3 OF CHAR? 
11s TRANSFTYPE*ARRAYtTEXTINDEX3 OF REAL?
12s SHORTTYPE*ARRAYCSHORTINDEX3 OF REAL?
13s VAR14s WORDsWORDTYPE?15s L A B L s ARRAYCWORDINDEX3 OF CHAR?
16 s TRANSA.TRANSB s SHORTTYPE ?
17 s TRANLA s TRANSFTYPE ?IBs J,N,M,RF,START,FIN,NOR,STEP,
19 ; TRANSINT,REALTIME,PULSE sINTEGER ?
20s MPDsREAL?
21s HAMCH,CH s CHAR ?
22s FsINTERACTIVE?
23s CODES BOOLEAN;
24s TEXTIN,TEXTOUTsTEXT?
25s LETTERSsSET OF CHAR?
26s NUMBERSsSET OF CHAR?
27 s 
2Bs29s PROCEDURE READWORD<LsINTEGER)?
30s LABEL 1,2?
31s CONST
32s BLANK«' '?
33s VAR34 s N,CHARCOUNT sINTEGER ?
35s CHS CHAR?
36s BEGIN37s FOR Ns*l TO MAXWORDLEN DO WORDCL,N3s-BLANK?
3Bs CHARCOUNTs-1?
39s Is WHILE NOT EOF<TEXTIN) DO 
40s BEGIN41s WHILE NOT EOLN(TEXTIN) DO
42s BEGIN43s READ<TEXTIN,CH)I
44s IF CH-BLANK THEN BOTO 2?
45s IF EOLN(TEXTIN) THEN
46s BEGIN47s WORDCL,CHARC0UNT3S-CH?
4Bs BOTO 2?
49s END?50s IF CH IN LETTERS THEN
51s BEBIN52s WORDCL,CHARCOUNT3s-CH?
53 s CHARCOUNT t-CHARCOUNT^1154s IF CHARCOUNT>MAXWORDLEN THEN
55s BEBIN56« . . WHILE CHOBLANK DO
57s READ<TEXTIN,CH)I
56s CHARCOUNTi-1?
59s e n d ?
60s b o t o 1I
611 e n d?
62« e n d ?
63« READLN<TEXTIN)|

*  ̂I
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END;IF EOF<TEXTIN) THEN 
BEGINCONACKO) ;WRITE(’EOF AT WORD NR:’,L>; 

HALT;
END;IF WORDCL,13«BLANK THEN 
BEGINCHARCOUNTi«!;

GOTO 1;
END;

* - I

END;

92;

PROCEDURE BOOKIN;
VAR NAME:STRING;
BEGIN

CONACT(O);WRITELN(’NAME OF INPUT FILE:’); 
READLN(NAME);
{*1- I/O OFF>
RESET(TEXTIN,NAME);
WHILE lORESULTOO DO 
BEGINWRITELN(’FILE NOT FOUND, TRY AGAIN’); 

READLN(NAME);
RESET(TEXTIN,NAME)I

END:
END;

’• ’’i*' ‘ ''’■ll

PROCEDURE MOVEONE;
VAR

N,MiINTEGER;
BEGIN

FOR N:«l TO 20 DO 
LABLCN3i«W0RDCl,ND;
FOR N;«2 TO FIN-̂ l DO 
WORD C N-131-WORD C N 3;

END;

PROCEDURE COMPAREWORD(VAR INFARRAYITRANSFTYPE;RIGHTEDGEiINTEGER)|
LABEL 1|
VAR

LEFTEDGE,KiINTEGER;
BEGIN

LEFTEDGEi-RI0HTEDGE-RF;
Ki«0;
REPEATIF W0RDCLEFTEDGE**-K3—WORDCRI6HTEDGE3 THEN

BEGININ F A R R AYCR IGHTEDGE3I«0;
GOTO 1;

END;
Ki«K-«>l|

UNTIL K-RF;
IF CODE THENIF WORDCRIGHTEDGE,13 IN NUMBERS THENINFARRAYCRIGHTED6EDI-ORD(WORDCRIGHTEDGE,13)-4B;

it’i

i -V A
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IsENDt
. . *■ V," 4

PROCEDURE AUTOCOR<VAR INN:TRANSFTYPE;
VAR OUT:SHORT!YPEj 

NI,NO:INTEGER);
VAR I,K,J,NxINTEGER?X,H,SX,SX1,SY,XY,TOLiREAL|
BEGINSX:*0? SX1«*0|

FOR Nt*l TO NI DO 
BEGINXt«INNCN3|

SXi*SX+X;
SXli*SXl+X*X?

END;H:*NIf — INTEGER MOVED TO REAL 
TOL:*SXl/H-SX*SX/<H*H);
0UTC03i*T0L?
N;*NI?
Ki®l (
SY:*SX?
FOR Ji-1 TO NO DO 
BEGINSXi*SX-INNCND?

SY:«SY-INNCK3;
N:»N-1|
Ki»K^lf
XY:*0|
FOR I«*l TO N DOXY:*XY*^INNCI3*INNCI-»-J3?
H:*N? — INTEGER MOVED TO REAL—  
OUTCJ3:*XY/H-SX*SY/<H*H)|

END;
END;— AUTOCOR

PROCEDURE FFT <VAR XREAL,XIMAG:SHORT!YPE;
NUMBER,NUI INTEGER)|

LABEL 1;
VAR IM,N2,NU1,I,K,LiINTEGER;

TREAL, TIMAG, P, ARG, CO, SI i REAL;
FUNCTION BITREV<J,NUiINTEGER)iINTEGER; 
VAR

I,J1,J2,KtINTEGER;
BEGIN

Ki-0;
FOR I1-1 TO NU DO 
BEGIN

J2I-J1 DIV 2;Ki«K*2^<Jl-2*J2);
Jit-J2;

END;
BlTREVi-K;

ENDi— BITREV 
BEGIN

MPDi-0;
N2i-NUMBER DIV 2;
NUli-NU-1;

. I :

'■'t

A», 4 1
■ • ir. * ■', I

‘' ll'• ' * ' ‘ ’ll
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a TO NU DOK«*Of 
FOR L i 
BEGIN

li FOR Ix»l TO N2 DO
BEGINIMi»K DIV ROUND<EXP<NU1*LN<2)))» 

Pi«BITREV(IM,NU);
ARGi*6.2B32*P/NUMBER|
COi«COS(ARG) I 
SI:*SIN(ARG) 9
T R E A L i  -XREALCK-»-N2 3 *CO+X IMAGCK-4-N2 3  * B I  |
TI MAG I * XI MAG C K*»'N2 3 * CO- X REAL C K+N2 3 * S19 
XREAL C K+N2 31-XREAL C K 3-TREAL 9 XIMAGCKt-N23i*XIMAGCK3-TIMAG;
XREAL C K 3 I * X REAL C K 3 +TREAL 9 XIMAGCK3i*XIMAGCK3-»-TIMAG9 
Kt »K-H 9

END;
K; «K-4-N29
IF K < NUMBER THEN GOTO 1;
K: =Ot
NU1:»NU1-1;
N2I-N2 DIV 2;

END;
K* *0;
REPEATIi«BITREV(K,NU) 9 

IF I > K THEN 
BEGIN

TREALX«XREALCK39 TIMAGx»XIMAGCK3;
XREALCK3x«XREALCI39XIMAGCK3x«XIMAGCI39
XREALCI3x«TREAL9
XIMAGCI3x«TIMAG9

END 9 
Kx«K+l9

UNTIL K«NUMBER;
Kx-NUMBER DIV 2;
FOR Lx-0 TO K DOXREALCL3i«17*SQRT <SQR<XREALCL3)♦SQR<XIMAGCL3))9

END;

> Jii-i

. I

• '4iil

I,
' r.

 ̂r' I

PROCEDURE HAMMING<VAR INOUT1 SHORTTYPE9 NSxINTEGER) 9 
VAR

WORK;SHORTTYPE9 
IxINTEGER9 

BEGINW0RKC03 X-0.7 4*IN0UTC03^0.26* XNOUTC13 9
FOR Ix-1 TO NS-1 DO  ̂^ itt i.W0RKCI3I-0. 13*IN0UTCI-13-*'0.74*IN0UTCI3'«-0. 13*IN0UTCI 139
WORK C NS 31 -O. 74* INOUT C NS3**-0. 26* INOUT C NS-131 
FOR 11-0 TO NS DO INOUTC131-WORKC13;

END;

i ;•

PROCEDURE F1LE0UT<VAR OUT1SHORTTYPE| KiINTEGER) 9 
VAR NiINTEGER;
BEGIN

IF J-0 THEN 
BEGIN

Ni-l;
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REPEATWRITE<TEXTOUT,LABLCN3);
N: It

UNTIL LABLCN3*’WRITE(TEXTOUT,’, START)?
IF CODE THEN WRITE(TEXTOUT,'A') ELSE 
WRITE(TEXTOUT,’B')IWRITE(TEXTOUT,FIN,'RF',RF,'S%STEP,’P ’,PULSE,' ')|

END« . ,^FOR N:*0 TO K DO WRITE(TEXTOUT,OUTCN3,'
END:

'■i 'j-

. I :

PROCEDURE BOOKOUT;
VAR NAME:STRING;
BEGINCONACT(O);WRITELN('NAME OF OUTPUT FILE:'); 

READLN(NAME);
{$1- I/O OFF>
RESET(TEXTOUT,NAME);
CLOSE(TEXTOUT,PURGE);REWRITE(TEXTOUT,NAME);

END;

r ' fc ■■■< ■ jm. •V̂ 1

280: BEGIN— MAIN PROGRAM
281: RESET(F,'CONSOLE:')f
282: LETTERS:-C',','O':'9','A':’Z'3|
283: NUMBERS:«C'0’:'9'3;
284: CODE:«FALSE;
285: BOOKIN;
286: BOOKOUTI
287: CONACT(O); ___w288: WRITELN<’THE CODING OF I-MODES IN J,289: WRITELN('IS BINARY. DO YOU WANT ANALOG CODING. <Y/N) );
290: READ(F,CH);
291: CONACT(O);
292: IF CH«'Y' THEN 
293: BEGIN294: WRITELN('CODING CHANGED TO ANALOG );
295: CODE:«TRUE;
296: END
297: ELSE298: WRITELN('CODING REMAINS BINARY')»
299: WRITELN('PULSE SIZE: ')»
300: READLN(F,PULSE);
301: WRITELN; „302: WRITELN ('SMOOTHING WITH A 137. HAMMING WINDOW. (Y/N) i )» 
303: READ(F,HAMCH)j
304: WRITELN» ^305: WRITELN('WINDOW TO START WITH WORD NRi )»
306: READLN(F,START)»307: WRITELN('WINDOW TO END WITH WORD NRi')»
308: READLN(F,FIN)»
309: WRITELN('RFi'>»
310: READLN(F,RF)»
311: WRITELN('EVERY N WORD: ')»
312: READLN(F,STEP)»
313: WRITELN('NUMBER OF RUNS: ')»
314: READLN(F,NOR)»
315: RESET(TEXTIN)»

’• ' ' ‘'ll
•> '* V * *’ ' * •• I■•t;l> ..n

; . i'V' 
V' •: ’-il

. I r* ' ■• ?. r 1
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FOR Ni*l TO FIN-»-NOR*STEP-»-l DO READWORD<N)| 
MOVEONE;
J:*Oj
REPEAT

CONACT <0)IWRITELNrRUN NUMBERi ’,N)?
FOR Ni*0 TO FIN DO TRANLACND:«PULSE?FOR N:«START TO FIN DO COMPAREWORD<TRANLA,N)|
M:«0?FOR N i«START TO FIN DO 
BE6IN

M;«M-*-l5TRANLACM31«TRANLACN3 ?
END?TRANLAC03:«0? REALTIMEx«M?AUTOCOR(TRANLA,TRANSA,REALTIME,64)?
FOR Nx*0 TO REALTIME DO TRANSBCN3x«0?
FFT(TRANSA,TRANSB,64,6)?
IF HAMCH«»Y' THEN 
HAMMING(TRANSA,32)?
FILEOUT(TRANSA,32)?
START : «START-^STEP?
FINx«FIN-»-STEP?
Jx«J-H?

UNTIL J«NOR?
END.

, •#

I

* I
1t ■ * ■
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PROGRAM PL0T25 < PLOTIN,P)?
LABEL 1,2,3,4|
^°^LIMIT«255 —  PLUS/MINUS DYNAMIC LIMIT OF SHADOW MASK
TYPEFREQINDEX*Oi128*

RUNINDEX*Ot25*POWERTYPE*ARRAYCRUNINDEX,FREQINDEXD OF REAL* 
SHADOWTYPE*PACKED ARRAYCOi8,Oi3003 OF BOOLEAN;

VARPOWER* POWERTYPE*
OPEN;SHADOWTYPE*MPDFREQ;ARRAYCFREQINDEX3 OF REAL*
LABLiARRAYCli303 OF CHAR*START,FIN,NRUNS,FREQ,STEP,STEPX,STEPY,SUMFREQ,NR, 
DEGREE,CROSSFACTOR,FR,MIN,MAXiINTEGER*
SDEV,CHISQUARE,ALFA,MPDSTAT,UPLIMIT,LOLIMIT:REAL * 
CHxCHAR*
IAt INTERACTIVE*
PLOTIN,PiTEXT*

' il

■i \

PROCEDURE BOOKIN*
VAR NAME;STRING*
BEGIN

CONACTKO)*WRITELN<’NAME OF INPUT FILE;')* 
READLN(NAME)*
{*1- I/O OFF>
RESET < PLOTIN,NAME)*
WHILE lORESULTOO DO 
BEGINWRITELN<'FILE NOT FOUND, TRY AGAIN')* 

READLN(NAME)*RESET(PLOTIN,NAME)*
END*

END*

• I
3*’"'

 ̂i.
- f : ' ■

PROCEDURE BOOKOUT*
VAR

Ni INTEGER*
NAMEI STRING*

BEGINREWRITE<P,'PRINTER;')* 
WRITELNiP,'A')* 
WRITELN<P,CHR(18))*
FOR Ni*l TO 2000 DO*

END*

i :'. v'r

PROCEDURE A8KWIND0W* 
BEGIN

WRITELN*
WRITELN <'START;')* 
READLNCSTART)* 
WRITELN('FINi')* 
READLN(FIN)*

END*
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82s

PROCEDURE READFILE<VAR POWsPOWERTYPE);
VAR NR,FRsINTEGER!

CHS CHARI
BEGIN , ,FOR NRi-1 TO 30 DO LABLCNRIi*’ '!

NRs«l!REPEATREAD<PLOTIN,CH)|
LABLCNR3I-CH?
NRs-NR-Hl 

UNTIL CH»’ '!READ<PLOTIN,FREQ)| READ(PLOTIN,NRUNS)| 
SUMFREQs* FREQ * NRUNS|
FOR NRs«l TO NRUNS DO 
FOR FRs*0 TO SUMFREQ DO 
P0WCNR,FR3i*0!
FOR NRs-1 TO NRUNS DO 
FOR FRs*0 TO FREQ DOREAD(PLOTIN,POWCNR,FR3)!

END;

• < I i• * ' • •

PROCEDURE FINDMPDS<VAR POWiPOWERTYPE);
VAR

N R j F R s I N T E G E R ;
B E G INMPDSTATs-0;FOR FRs-0 TO FREQ DO MPDFREQCFR3i-0;

FOR NRi*l TO NRUNS DO
FOR FRs*0 TO FREQ DOMPDFREQ C FR 31 «MPDFREQ C FR 3 ■♦•POW C NR, FR 3 ;
FOR F R s - 0  TO FREQ  DO M PD FR E Q CFR3 i« M P D F R E Q C F R3 /N RU N S; 
FOR F R s « 0  TO FREQ  DO M P D S T A T i«M PD STA T+M P D FR EQ CFR3 ; 

M P D S T A T s - M P D S T A T / F R E Q !

END;

PROCEDURE E X P O (V A R  P O W sP O W E R T Y P E );
VAR

NR,FRiINTEGER!
BEGIN

FOR NRi«l TO NRUNS DO 
FOR FRi«0 TO FREQ DO
begin  ̂ ^IF P0WCNR,FR3 < 1 THEN POWCNR,FR3s«1 !

P0WCNR,FR3i«LN(P0WCNR,FR3) !
END!

END;

'I:;'V.-;•• '-li 
•’I-''’.il't'f. * I 1

•»’; V,.- ;
• 'V- .• JC-' 1

* iW
* / . If•• *1 ' .41/ ; L

PROCEDURE STAT!
VAR

FRiINTEGER!CHI VAR, SVAR, MEAN, DEVi REAL!
BEGINMEANi-0! CHIVARI-O! SVARi-0!

FOR FRi-0 TO FREQ DOMEANS«MEAN/(FREQ41)! —  NUMBER OF POINTS « FREQ 1
FOR FRi-0 TO FREQ DO
BEGIN

d e v i-MPDFREQCFR3-MEAN!
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SVAR* *SVAR+DEV*DEV|CHIVARI*CHIVAR+MPDFREQ C FR D * MPDFREQ C FR D/MEAN 5
END: fc.frSDEV**SQRT<SVAR/FREQ)J — NUMBER OF POINTS
CHISQUAREi-CHIVAR-MEAN*(FREQ+l)|

FREQ+1

END:

.ri

FUNCTION
BEGIN

CASE
TEATABLE<D:INTEGER) 1 REAL |
D OF 

liTEATABLEi-6 
4iTEATABLEi*2. 
7:TEATABLE:*1 
10:TEATABLE:- 
13:TEATABLE:- 
lòxTEATABLEi* 
19*TEATABLEi- 
22STEATABLE:- 
25iTEATABLEx- 
28:TEATABLE8* 
END I

.314I 2iTEATABLEi«2.920| 3i 
132| 5:TEATABLE:-2.0151 61 

.895; 8ITEATABLEr-1.860: 9i 
1.812; ll:TEATABLEi-1.796; 
1.771; 14:TEATABLE:-1.761:
1.746: 17:TEATABLE:-1.740;
1.729; 20:TEATABLE:-1.725; 
1.717; 23:TEATABLE:-1.714; 
1.708; 26:TEATABLE8-1.706; 
1.701; 29:TEATABLE8-1.699;

TEATABLEI-2. 
TEATABLE:-!. 
TEATABLE:-!. 
12:TEATABLE: 
15:TEATABLE: 
18:TEATABLE: 
21:TEATABLE: 
24:TEATABLE: 
27:TEATABLE: 
30:TEATABLE:

353;
943;
833;
-1.782;
-1.753;
-1.734;
-1.721;
-1.711;
-1.703;
-1.697;

■ I

END;
i i151: PROCEDURE MAKEZAXIS<VAR POW:POWERTYPE); 
152: VAR153; NR,FR:INTEGER;
154: BEGIN155: FOR NR:-1 TO NRUNS DO
156: FOR FR:-FREQ DOWNTO O DO157; POWCNRjFR+NR-nx-POWCNR.FRD;
158; END;
159:
160:161: PROCEDURE NEGMASK<VAR POW:POWERTYPE); 
162; VAR163: N R ,FR ,LIMES:INTEGER;
164: BEGIN
165: LIMES:-FREQ+1;
166: FOR NR:-1 TO NRUNS DO
167: BEGIN168: FOR FR:-LIMES TO SUMFREQ DO
169: P0WCNR,FR3: — 100;
170: LIMES:-LIMES'»-If
171: ENDf
172: END;

' • > 1

.. ; t

PROCEDURE EXPAND<VAR POW:POWERTYPE)|— MAKES STEP SUBINTERVAL 
VAR

NR,FR:INTEGER;
BEGIN

FOR NR:-1 TO NRUNS DO 
FOR FR:-0 TO SUMFREQ DO P0WCNR,FR3:- CR0SSFACT0R*P0WCNR,FR3f

ENDf

I*. .• ’

PROCEDURE PERSPECTIVE<VAR POW1POWERTYPE)| 
VAR

NR,FR:INTEGER;
begin
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FOR NRi*l TO NRUNS DO 
FOR FRi*0 TO SUMFRED DOPOWCNR, FR31 »POWCNR, FRD'^'CROSSFACTORt <NR—1) $

END{

PROCEDURE AXIS?
VAR X,Y,N,DISTxINTEGER?

FxREAL;
BEGINWRITELN<P,’SO’)I 

WRITELN<P,’M0,-400’)|
WRITELN(P,’I’)?
DIST:*FREO;
IF DIST > 32 THEN DISTi«32?
WRITELN<P,’XI,’,DIST,’,B’)? 
Y*»<NRUNS-1)*STEP? Xi*Y?
WRITELN(P,’J’,X,',’,Y);WRITELN<P,’R’, <-X DIV 2)-US, ’ , ’ ,“Y DIV 2)? 
WRITELN(P,’PTIME')?
WRITELN<P,’H’)?WRITELN<P,’M’,4*DIST,',-20’)|
WRITELN<P,’PFREQ’)?
WRITELN<P,’H’)?
WRITELNiP,’X0,30,10’)?
WRITELN(P,’MB0,315’) |
WRITELN<P,’SI’ )?WRITELN < P,’PCONTINUOUS POWER SPECTRUM’)| 
WRITELN<P,’SO’)?
WRITELN(P,’M15,300’)|
WRITELN<P,’P POWER <LN)’)?
WRITELN<P,’H’ ) I

END?

 ̂•«

PROCEDURE PLOT < CH * CHAR ? X,YiINTEGER)?
BEGINWRITELN<P,CH,X,’ , ’,Y)
END?

PROCEDURE INITPOSiVAR POWiPOWERTYPE?NR,FRiINTEGER)!
VAR X,YI INTEGER?

CHiCHAR?
BEGINCHi*’M ’| Xl«FR*STEP? Yi«ROUND(POWCNR,FR3)| 

PLOT<CH,X,Y)!
END?

PROCEDURE SHADOW<VAR POWiPOWERTYPE|VAR OPENiSHADOWTYPE?
NR,FRiINTEGER!

. ALFAlREAL)?
VAR XX,X,Y,NiINTEGER?
BEGIN

FOR XXI«1 TO STEP DO 
BEGINYl«ROUND<ALFA*XX^POWCNR,FR3)? 

Xi«XX-*-FR*STEP?
IF OPEN!XX,Y3 THEN

* / .  ̂f
f t ••

p,. ..T. r
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ELSE CHs*'M'| 
PLOT<CH,X,Y) I 
FOR Ni*MIN TO Y DO 
BEGINIF N<0 THEN Ni»0| 

OPEN C X X,N 31«FALSE;
END;

END;
END;

PROCEDURE MINALFA<VAR POWiPOWERTYPE;NR,FRiINTEGER;
VAR M IN ,MAXI INTEGER;
VAR ALFAIREAL);

BEGINIF POWCNR,FR3<POWERCNR,FR-*-l 3 THEN 
MIN* «ROUND < POW C NR,FR 3)-LIMIT ELSE 
MIN:«ROUND(POWCNR,FR-M 3)-LIMIT;IF POWCNR,FR3>POWCNR,FR-*-13 THEN 
MAX s «ROUND < POW C NR,FR 3 +LIMIT) ELSE 
MA X * «ROUND < POW C NR, FR-̂  1 3 ♦LIMIT);
ALFA * * < POW C NR,FR+13-POW C NR,FR 3)/STEP;

END;

PROCEDURE ZERO<VAR OPEN*SHADOWTYPE;
MAX*INTEGER)|

VAR M,N*INTEGER;
BEGINFOR M*«0 TO MAX DO 

FOR N««0 TO STEP DO 
OPENCN,M3*«TRUE;

END;

PROCEDURE STOP(NR,FR * INTEGER);
VAR

X,Y*INTEGER;
CHiCHAR;

BEGIN
X««STEP*FR;Yi- <NR-1)»CROSSFACTOR;

I CHi«'D'|
1 PLOT<CH,X,Y) I
I END;

PROCEDURE LIMITS;
VAR

B*REAL;
BEGIN

Bi«SDEV/SQRT <FREO)|DEGREE* «ROUND < (FIN-START**-! ) /FREQ) | 
UPL IMITI «MPDST AT-**B * TEAT ABLE < DEGREE ) ; 
LOLIMITI«MPDSTAT-B*TEATABLE < DEGREE);

END;

PROCEDURE MPDPLOT; 
VAR

y,Ni INTEGER;

. I

■ c
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BEGINSTEPX t «ROUND < 320/FREQ)|
STEPYi- 25?WRITELN<P,'SO')I 
WRITELN<P, 'MlCS-400' ) |
WRITELN<P,'I')I WRITELNiP,'Xl,64,5')|
WRITELN<P,'H')I WRITELN<P,'M-B,“15')|
FOR Nt*0 TO 5 DO 
BEGINWRITELN<P,'PO.',N)?

WRITELN(P,'R46,0')|
END?WRITELN(P,'R-20,0'>|
WRITELN<P,'PFREQUENCY')?
WRITELN<P,'H'>?
WR1TELN<P,'X0,25,B')?WRITELN(P,'M-10,-4')?
WRITELN<P,'I')?
FOR Ni»l TO B DO 
BEGIN

Yi-N*25|WRITELN<P,'MO,',Y)?
WRITELNCP,'P',N)?

END?WRITELN<P,'M115,250')?
WRITELN(P,'SI')?
FOR Ni*l TO 30 DOWRITELN<P,'P',LABLCN3)?
WRITELN<P,'M95,225')|
IF NRUNS*1 THENWRITELN<P,'P p o w e r SPECTRUM') ELSE
WRITELN<P,'P AVERAGED POWER SPECTRUM')? 
WRITELN<P,'SO')?
WRITELN(P,'M15,200')?
IF NRUNS*1 THEN WRITELN<P,
WRITELN<P,'P AVERAGE POWER 
WRITELN<P,'M10,4')?
WRITELN(P,'I')?
FOR Ni-0 TO FREQ DO 

I BEGINIF MPDFREQCN3 < 1 THENYi-0 ELSE Yi*ROUND(8TEPY*LN<MPDFREQCN3))? 
I WRITELN<P,'D',N*STEPX,' ,' ,Y) I
I END?
I END?

P POWER (LN)') ELSE 
<LN) OF ',NRUNS,' RUNS')?

. 1 1

i •

•i-'. ' '.'•ii

I , V
. I • l1

V/J

'J'' •¡¡■-i'
V*V' r, 'f• I'M

PROCEDURE PLOTSTAT?
VAR PLOTVAR X,PLOTVARY11NTEBER ?
BEGINWRITELN<P,'M15,170')?

WRITELN<P,'Bl')I
WRITELN<P,'PMPD - '>1 _IF MPDSTAT < 10.0 THEN WRITELNCP, P )|WRITELN<P,'P',MPD8TATi5i2)|
WRITELN<P,'P DEGR OF FREED ■ ,DEGREEi2)| 
WRITELN(Py'MIS,ISO')|
WRITELNCP,'PCHI2«')| _IF CHI8QUARE < 100.0 THEN WRITELN<P, P >1 
WRITELNiP,'P',CHISQUAREi3i2)|

. « ♦ i
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WRITELN<P,
WRITELN(P,
WRITELN<P,
IF SDEV <
WRITELN<P,
WRITELN<P,
PLOTVARXI-
PLOTVARYi-
WRITELN<P,
WRITELN(P,
WRITELN<P,
WRITELN<P,
PLOTVARYi-
WRITELN<P,
WRITELN<P,
WRITELN<P,
WRITELN<P,

'P UPPER CONF LIM*',UPLIMIT«4:2)I 
’M15,130')I 
'PSDEV* ')I
10.0 THEN iaRITELN<P,'P ')|
'P',SDEVi5i2)I'P LOWER CONF LIM*’,LOLIMITi4i2)j 
STEPX*FREQjROUND<STEPY*LN<UPLIMIT)> |
'MO,',PLOTVARY) |
'D',PLOTVARX,',',PLOTVARY)|
'SO')I'P MPD UPPER 0.95 CONF LIM')|
ROUND<STEPY»LN<LOLIMIT))}
'MO,',PLOTVARY)|
'D',PLOTVAPX,',',PLOTVARY)}
'P MPD LOWER 0.95 CONF LIM');
'H' );

END;

GOTO 4; — STEP SETS 
STEPI»256 DIV FREQ;

— CROSSFACTOR SETS

BEGIN— MAIN PROGRAM
RESET(lA,'CONSOLE:');

3i CONACT(O);
BOOKIN;
BOOKOUT;
ASKWINDOW;
READFILE<POWER);
FINDMPDS<POWER);
STAT;
LIMITS;
EXPO(POWER);
MPDPLOT;
PLOTSTAT;
IF NRUNS » 1 THE 
STEPI»8;
IF FREQ > 32 THE 
CROSSFACTOR:»STEP;
MAKEZAXIS(POWER);
NEGMASK(POWER)|
EXPAND(POWER);
PERSPECTIVE(POWER);
AXIS;
MAXt»0;
FOR FRi»0 TO SUMFREQ DO 
BEGINZERO(OPEN,MAX);

FOR NR:»1 TO FR+1 DO 
BEGINIF NR>NRUNS THEN GOTO 2;

IF P0WERCNR,FR+13<0 THEN 
IF P0WERCNR,FR3>0 THEN 
BEGININITPOS(POWER,NR,FR)|

STOP(NR,FR)I 
GOTO 1|

END;IF P0WERCNR,FR3<0 THEN GOTO 1|MINALFA(POWER,NR,FR,MIN,MAX,ALFA)| 
INITPOS(POWER,NR,FR)|SHADOW(POWER,OPEN,NR,FR,ALFA)|

li END;
2i ENDi4: WRITELN(*DO YOU WANT ANOTHER RUN? <Y/N)')|

WIDTH OF GRAPH 
HI6HT OF GRAPH
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PROGRAM INFORNORMALISED(TEXTIN,TEXTOUT)|
CONSTMAXW0RDLEN»20?

NUMBOFWORD-701|
FREQ*64|
TW0FREQ*12B|
F0WERTW0*7|

TYPEWORDINDE X «11MAX WORDLEN|
TEXTINDEX*Ot NUMBOFWORD*WORDTYPE*PACKED ARRAYCTEXTINDEX,WORDINDEXD OF CHAR; 
TRANSFTYPE-ARRAYCTEXTINDEX3 OF REAL;

VARWORDiWORDTYPE;
LABLiPACKED ARRAYCWORDINDEXD OF CHAR;
TRANSA,TRANSB:TRANSFTYPE;N,RF,START,FIN,SAMPLES,REALTIMEiINTEGER;
FiINTERACTIVE;
HAM,CODE« BOOLEAN;
CHiCHAR;TEXTIN,TEXTOUT«TEXT;
LETTERS«SET OF CHAR;
NUMBERS«SET OF CHAR;

. I f

I ..

. . .

PROCEDURE
BEGIN

INITIATE;
I-MODES IN THE PRESENT STATE’); 
YOU WANT ANALOG CODING? <Y/N)’)|

END;

WRITELN<’THE CODING 0 
WRITELNriS BINARY- D 
READ(F,CH);
C0NACT<0);
IF CH*’Y’ THEN 
BEGINWRITELN<’CODING CHANGED TO ANALOG’); 

CODE««TRUE;
END

ELSEWRITELN<’CODING REMAINS BINARY’);WRITELN; 
WRITELNi’WINDOW TO START WITH WORD NR«’); 
READLN<F,START);WRITELN(’WINDOW TO END WITH WORD NRi’)| 
READLN(F,FIN)|
WRITELN<’RF«’)|
READLN(F,RF)|

' T

■J-'

• 1 •; •>( :• ■.‘i;'•*r ' l'.-.

PROCEDURE BOOKIN;
VAR

NAME«STRING;
BEGIN

C0NACT(0)|WRITELN(’NAME OF INPUT FILE«’); 
READLN(NAME);
<•1- I/O OFF>
RESET(TEXTIN,NAME)I 
WHILE IORE8ULTOO DO 
BEGINWRITELN(’FILE NOT FOUND, TRY AGAIN’); 

READLN(NAME)|RESET(TEXTIN,NAME)|
END;

END;
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PROCEDURE BOOKOUT 9 
VAR NAME«STRING?
BEGIN C0NACT<0)IWRITELN(’NAME OF OUTPUT FILE«')| 

READLN(NAME)? 
i*I- I/O OFF>
RESET < TE X TOUT,NAME)|
CLOSE(TE X TOUT,PURGE);
REWRITE < TE X TOUT,NAME)|

END;

I

i \

PROCEDURE READWORD(Li INTEGER);
LABEL 1,2;
CONST

BLANK-’ ’;
VAR N,CHARCOUNTiINTEGER;

CHiCHAR;
BEGINFOR Nx«l TO MAXWORDLEN DO WORDCL,ND«-BLANK; 

CHARCOUNTi-1;
It WHILE NOT EOF<TEXTIN) DO 

BEGINWHILE NOT EOLN<TEXTIN) DO 
BEGINREAD(TEXTIN,CH);

IF CH-BLANK THEN GOTO 2;
IF EOLN<TEXTIN) THEN 
BEGINWORDCL,CHARCOUNT 31-CH;

GOTO 2;
END;IF CH IN LETTERS THEN 
BEGINWORDCL,CHARCOUNT3I-CH; 

CHARCOUNT I -CHARCOUNT-^1;
IF CHARCOUNT>MAXWORDLEN THEN 
BEGINWHILE CHOBLANK DO 

READ<TEXTIN,CH);
CHARCOUNT«-1;

END;
GOTO 1;

END;
END;
READLN(TEXTIN);

END;
IF EOF<TEXTIN) THEN 
BEGIN

CONACT(O)IWRITE(’EOF AT WORD NR«’,L);
HALT;

END;
' 2« IF WORDCL,13-BLANK THEN 

BEGIN
I CHARCOUNTs-1;
> GOTO 1;
> END;

- •

‘.••II
,1. • n» V I

,-f* l•‘I* Tl
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END;

PROCEDURE MOVEONE;
VAR N,M»INTEGER;
BEGINFOR N j*1 t o MAXWORDLEN DO 

LABL C N 3 * «WORD C1,N 3;
FOR Nt*2 TO FIN+1 DO 
WORD C N-131-WORD C N 3;

END;

•V r  ■I

FUNCTION NEWWORD < RE,RFF xINTEGER)xINTEGER; 
VAR LExINTEGER;
BEGIN

NEWWORDx-1;
FOR LEx-RE-RFF TO RE-1 DO 
IF WORDCRE3-WORDtLE3 THEN 
BEGIN

NEWWORDx-0;
EXIT(NEWWORD)i

END;
IF CODE
THEN IF WORDCRE,13 IN NUMBERS 
THEN NEWWORDx-ORD(WORDCRE,13)-48;

END;

PROCEDURE DCEQU < VAR INOUT x TRANSFTYPE; NIxINTEGER)| 
VAR

IX INTEGER;
MEAN, SUM; REAL;

BEGIN
SUMx-0;
FOR Ix-1 TO NI DO 
SUM X -SUM-»-1 NOUT C 13;
MEANx-SUM/NI;
FOR Ii-1 TO NI DO 
INOUTC13 X-INOUTC13-MEAN;

END;

’ ̂ *• f ■ 1

.. ’)•

• I  4 ,

PROCEDURE AUTOCORiVAR NEWS,OUTiTRANSFTYPEf
NI,NOxINTEGER)|

VAR
I,K,J,NxINTEGER; X,H,SX,SXl,SY,XY,TOLiREAL|

BEGIN
SXx-0; SXli-0;
FOR Ni-1 TO NI DO 
BEGIN

Xi-NEWBCN3|
SXi-SX-fXi
SXli-SXl-»-X»X|

END;
Hx-NI| — INTEGER MOVED TO REAL 
TOLi-SX1/H-SX«SX/<H»H)|
OUTC03I-TOLI
Ni-NI|
Ki-l|
SYx-SX;
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. I- i

FOR Ji*l TO NO DO 
BEGINSXi«^SX>NEWBCN3p

SYj*SY-NEWBCKD|
Ki*K>l5
XY«*05
FOR I1*1 TO N DO X Y> «X Y-i-NEMBC 1 3 »NEWBC I J 3 $
Hi*Ni — INTEGER MOVED TO REAL—
OUTCj3i»XY/H“SX*SY/<H»H)$

END;
END;— AUTOCOR

PROCEDURE NORMALISE < VAR OUT tTRANSFTYPE;Nil INTEGER);
VAR N:INTEGER;

MAXI REAL;
BEGIN

MAX1*0;FOR Ni*0 TO NI DO IF MAX < 0UTCN3 
THEN MAXI-0UTCN3;
FOR N:*0 TO NI DO OUTCN3i*OUTCN3/MAX;

END;

PROCEDURE FFT<VAR XREAL,XIMAGxTRANSFTYPE;
NUMBER,NUiINTEGER);

LABEL 1;
VAR IM,N2,NU1,I,K,LiINTEGER;

TREAL,TIMAG,P,ARG,CO,SIIREAL|
FUNCTION BITREV <J,NU11NTE6ER)11NTEGER;
VAR

1,Jl,J2,KiINTEGER;
BEGIN

Ki *0;
FOR I1-1 TO NU DO 
BEGIN

J2I-J1 DIV 2;
Ki-K*2-»-<Jl-2*J2) I 
J1I-J2;

END;
BITREV;-K;

END;— BITREV 
BEGIN

N2i-NUMBER DIV 2|
NUli-NU-1;

1 Ki-0|
I FOR Li-1 TO NU DO
I BEGIN
i 1; FOR It-1 TO N2 DO
I BEGIN ^ _I IMi-K DIV R0UND<EXP<NU1«LN(2)))|
I Pt-BITREV<1M,NU) I
I ARGi-6.2G32«P/NUMBER|
> C0i-C06<ARG)I
> 81;-SIN(ARG)I

i'A i

r.. • r*|

■y'.

i‘. ‘.jl
"it'-:-;

•i » ■ 1f ■

I ’ . •

4
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END)

TREALI «XREAL C K-̂ N2 3 *CO-̂ X I MAG C K+N2 3 * SI)
TI MAG I« XI MAG C K+N2 3 » CO- X REAL C K-̂ N2 3 * SI )
XREAL C K+N2 31*XREAL C K 3-TREAL) XIMAGCK-*-N23i*XXMAGCK3-TIMAGi 
X REAL C K 3 * - X REAL C K 3 -»-TREAL) XIMAGCK3i*XIMAGCK3+TIMAG)
Ki-K-^l)

END)
Ki-K-^N2*IF K < NUMBER THEN GOTO 1)
Ki*0)
NUli*NUl-l)
N2i«N2 DIV 2)

END:
K:“0)
RFPFATIi*BITREV(K,NU))

IF I > K THEN 
BEGINTREALs*XREALCK3)

TIMAGs*XIMAGCK3)
XREALCK31*XREALCI 3)XIMAGCK3l*XIMAGCI3)
XREALCI3i*TREAL)
XIMAGCI3i*TIMAG)

END:
Ki*K+l)

UNTIL K*NUMBER)
Ki«NUMBER)—  DIV 2)
XREALCL3:-0.944929*17*SORT <6QR<XREALCL3) •►SQR<XIMAGCL3))) 
— fa ct or 0.944929 ADJUSTS FFT TO TIMESERIES

• i \

'■ I

” -1;» ' *. In •• 11

PROCEDURE HAMMING<VAR INOUTiTRANSFTYPE) NSiINTEGER)WEIGHTI REAL)|
VAR WORKITRANSFTYPE)

11 INTEGER)
H,M,LiREAL)

BEGINHi-l-WEIGHT) Mi-WEIGHT) Li-H/2)WORKC031-H*INOUTCO3♦M*INOUTC13)
WORKC131-L*INOUTCI-l3^H*IN0UTC13+L*IN0UTC!♦!3)WORK C NS 31-H* I NOUT C NS 3-̂ M* I NOUT C NS-13)
FOR 11*0 TO NS DO INOUTC131-WORKC13)

END)

: V. i

• 1 ",

PROCEDURE FILEOUT<VAR OUT:TRANSFTYPE) KiINTEGER)) 
VAR NiINTEGER)
BEGIN

FOR Ni-1 TO 4 DO WRITE(TEXTOUT,LABLCN3))
WRITE<TEXTOUT,','fSTART)I
IF CODE THEN WRITE(TEXTOUT,'A ) ELSE
WRITE(TEXTOUT,’B’ ))WRITE<TEXTOUT,FIN,'RF',RF,’ ’))
WRITE<TEXTOUT,K,’ 1 ’>1 ___FOR Ni-0 TO K DO WRITE<TEXT0UT,0UTCN3, ))

END)
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begin— MAIN PROGRAMREBET(F,'CONSOLEi')|
L E T T E R S * ,’O”I'9','A'I'2’3j 
NUMBERS**!*O' * *9* 3|
CODE**FALSE; HAM**FALSEfWRITELN(*Thi6 program samples 128 values for FFT and is ); 
WRlilLNrnot .Sitale for windows of less than 400 words'),
WRITELNj 
book: IN*
BOOKOUT,
CONACT(O);
INITIATE,

Devilo WANT TO SHDOTHE WITH A HAMMING WINDOW? <Y/N) ’ ) 
READ(F,CH);IF CH-'Y' THEN HAM*«TRUE,
FOR N:*l TO FIN+1 DO READWORD<N),
F0R^N?*START to f i n do TRANSACN3**NEWW0RD<N,RF),
REALTIME**0;
FOR N*«START TO FIN DO 
BEGINREALTIME * «REALTIME+1,

TRANSA C REALTIME 3 * «TRANSA C N 3,
END;FOR N*«l TO REALTIME DO 
BEGINWRITE < ROUND < TRANSA C N 3)),

IF N MOD 50 « O THEN WRITELN,
END,DCEQU(TRANSA,REALTIME),
AUTOCOR(TRANSA,TRANSB,REALTIME,TWOFREQ),
NORMALISE < TRANSB,TWOFREQ), t FOR N*«0 TO TWOFREQ DO TRANSACN3*«0,

5 FFT(TRANSB,TRANSA,TWOFREQ,POWERTWO),! IF HAM THEN HAMMING(TRANSB,FREQ,0.26),
, FILEOUT(TRANSB,FREQ),
s END.

■rf

'.■’1

f <1

. J :



page 251

21s

program PLOTNORMAL1BED < PLOTIN,P)5
CONSTSTEPX*5j

STEPY*3i
TYPEFREQINDEX«0s64;P0WERTYPE*ARRAYCFREQINDEX3 OF REAL|
VARPOWER2,POWER!s POWERTYPE;

LABL s ARRAY Cls 30 3 OF CHAR $ FREQ.NRUNS,NR,FR,NsINTEGER;
WORDING,NAME,NAMEl,NAME2,NAME3s STRING;
IAs INTERACTIVE; 
p l o tIN,PsTEXT;

PROCEDURE ASK < VAR FILEÑAME s STRING);
BEGINWRITE<FILENAME);
END;

procedure REED<VAR FILENAMES STRING);
BEGINFILENAMES*’ ?

READLN <IA,FILEÑAME);
END;

PROCEDURE BOOKIN < VAR NAME s STRING);
VAR Ns INTEGER;
BEGIN{♦I- I/O OFF>

RESET(PLOTIN,NAME)|
WHILE lORESULTOO DO
“ "^'wRITELNCFILE NOT FOUND, TRY AGAIN') | 

READLN(NAME);RESET<PLOTIN,NAME);
END;

END;

i • '
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i\ ■: îií. • I.

. -..1 111 • ^

I f

i
. i  .
f 5 r

‘ I ' i '
1*w

1 *•

1 '■

> .

: T
. 1 ■ ■■' Í * ... i. V.., •

, . .... ...
• : r ‘-• t. ■' , • I,. ■ I • ̂ • •

.►l

.•= ll

...V

.*• I V.

PROCEDURE BOOKOUT;
VAR Ns INTEGER;
BEGINREWRITE<P,'PRINTERS ); 

WRITELN<P,'A')|WRITELN<P,CHR<1B))|
FOR Ns*l TO 2000 DO;

END;

PROCEDURE READFILE < VAR POW s POWERTYPE); 
.VAR NR,FRsINTEGER;

CHS CHAR;
FOR NRi*l TO 30 DO LABLCNR3I f 
NRi»l|

1 REPEAT
I READ<PLOTIN,CH) I

■ . f. ¿ I• * * ■ • ‘ f ■ ‘ -J,• I ‘ •
•. ' I * *. 1

# :
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LABLCNR3:»CH|
NRi-NR+lj 

UNTIL CM*' ' ?READ < PLOTIN,FREQ)J READ < PLOTIN,NRUNB)J 
FOR FRi*0 TO FREQ DOREAD<PLOTIN,POWLFR3)f

END$

PROCEDURE AXIS?
VAR

Y,N; INTEGER?
BEGINWRITELN<P,’SOM?

WRITELN<P,'M10,-400')|
WRITELN<P,’I')?
WRITELN(P,'XI,64,5')?
WRITELN<P,'H')?
W R I T E L N ( P , > ?
FOR N:*0 TO 5 DO 
BEGINWRITELN<P,'PO. ’ ,N)?

WRITELN(P,'R46,0')?
END?WRITELN(P,’R-20,0’ )?
WRITELN(P,'PFREQUENCY')?
WRITELN(P,'H') I 
WRITELN<P,'X0,30,6' )?
WRITELN(P,'M-10,-4')?
WRITELN<P,’I')?
FOR N:»l TO 6 DO 
BEGIN

Y«-N*30?
I WRITELN<P,'M0,',Y)?

WRITELN(P,’PSN) I
I END?s WRITELN<P,’M130,260')I
I WRITELN(P,'S1')?
I WRITELN<P,’P'»NAMED ?
, WRITELN(P, 'M95,215' ) ? ,
: WRITELN<P,'P POWER SPECTRUM )?
I WRITELN(P,'SO')?
I WRITELN<P,'M15,ISO')I
I WRITELN<P,'P POWER » 10 )|
t WRITELN(P,'M10,4') I
I WRITELN(P,'I'>1 
• I END?
I
PROCEDURE PLOT<VAR EACHPOWiPOWERTYPE?

I, NAMEi STRING) I
(I VAR N,Yi INTEGER?
>1 BEGIN

FOR Ni»0 TO FREO DO 
3i BEGIN ^
;; i:4ir^y:iRouiJ*EPy.EACHPo«tNi >,
II WRITELN<P,'D',N*STEPX,','fY)|
2i END?
5i WRITELN<P,'J15*0')?
4i WRITELN(P,'P '»NAME)I
5i WRITELN<P,'H')|
6i END?

• •*
• '  ' ’ I.
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b e g i n— MAIN PROGRAM
r e s e t (Ia ,'CDNSOLEi’)|
C0NACT(0)|WRITELNrHEADING OF GRAPH:
READLN (I Af NAME 1) ) ciii i i tkip RRAPHi ’ 'WORDING:«’NAME OF DATA FILE FOR FULL LINE GRAPH:
ASK(WORDING);
REED(NAME)|
BOOKIN(NAME)H 
READFILE(POWERl)J
S^rd in b^-^name of da ta file f o r do t t e d l i n e b r a p h*
ASK(WORDING)|
REED(NAME)H 
BOOKIN(NAME) |
READFILE(P0WER2)?WRITELN(’NAME ON FULL GRAPH: )J
READLN(IA,NAME2)?
WRITELN(’NAME ON DOTTED GRAPH: ’)»
READLN(lA,NAME3)$
BOOKOUTj
AXIS;PLOT(POWER1,NAME2);
WRITELN(P,’L4’);
PLOT(P0WER2,NAME3)J

I END.

Pljr.!.!, ,»1 »»! •
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In te rm e d ia t e  v a l u e *  * r o m  F o u r i e r  a n a l y e i .  o i  PA D2 ,27 3B 6 0W F1 B 5

A-fter COMPAREWORD:

1 a 00 
1.00  
0.00  
0.00  
1.00  
1.00  
1.00  
1.00  
0.00  
0.00  
0 .0 0  
0.00  
1.00  
0.00  
1.00  
0.00  
1.00  
1.00  
1.00  
0.00  
1.00  
0.00  
0.00  
0.00  
1.00  
1.00  
0 .0 0  
0 .0 0  
1.00  
0 .0 0  
1.00  
1.00  
1.00

0 .00  
0 .00  
1.00 
0.00  
0 .00  
1.00 
0 .00  
1.00 
1.00 
1.00 
1.00 
1.00 
0.00  
1.00 
0 .00  
1.00 
1.00 
1.00 
1.00 
1.00 
1.00 
1.00 
1.00 
1.00 
1.00 
1. OCi 
0.00  
0.00 
1.00 
1.00 
1.00 
0 .00  
0.00

1.00 
1 .00  
1 .0 0  
0 .00  
0.00  
1 .00  
1 .0 0  
1 .0 0  
0 .00  
0 .00  
0 .00  
1 .0 0  
1.00 
0 .00  
1.00 
1 .0 0  
0 .00  
1.00 
1 .0 0  
0 .00  
1.00 
0 .00  
0 .00  
0 .00  
1 .00  
1 .0 0  
1 .0 0  
0 .00  
0 .0 0  
0.00 
0.00 
0.00 
0.00

0.00 
1 .0 0  
0.00 
1 .0 0  
1 .0 0  
1.00 
0.00  
0 .0 0  
1 .0 0  
0 .0 0  
0 .0 0  
0.00  
0 .0 0  
1 .0 0  
0 .0 0  
0 .0 0  
0 .0 0  
1 -0 0  
0 .00  
1 .0 0  
1 .0 0  
0 .00  
1 .0 0  
1 .0 0  
1 .0 0  
1 .0 0  
0 .0 0  
1 .0 0  
1 .0 0  
0 .0 0  
0 . 0 0  
0 .0 0  
1 .0 0

0 .0 0  
0 .0 0  
1 .0 0  
0 .0 0  
0 .0 0  
1 .00  
0 .0 0  
0 .0 0  
0 .0 0  
0 .0 0  
0 -0 0  
0 .0 0  
0 .0 0  
0 .0 0  
1 .00  
0 .0 0  
1 .0 0  
0 .0 0  
1 .00  
0 .0 0  
0 .0 0  
1 .0 0  
0 .0 0  
0 .0 0  
1 .0 0  
1 .0 0  
1 .00  
0 .0 0  
0 .0 0  
0 .0 0  
0 .0 0  
0 .0 0  
1 .0 0

0 .0 0  
1 .0 0  
1 .0 0  
1 .0 0  
0 .0 0  
1 .0 0  
1 .0 0  
0 .0 0  
1 .0 0  
0 .0 0  
0 .0 0  
1 .0 0  
0 .0 0  
0 .0 0  
1 .0 0  
0 .0 0  
1 .0 0  
1 .0 0  
1 .0 0  
1 .0 0  
1 .0 0  
1 .0 0  
1 .0 0  
1 .0 0  
1 .0 0  
0 .0 0  
0 .0 0  
0 .0 0  
0 . 0 0  
1 - 00  
1 .0 0  
0 . 0 0  
1 .0 0

0 .0 0  
0 .0 0  
1 .0 0  
0 .0 0  
0 .0 0  
0 -0 0  
1 .0 0  
1 .0 0  
1 .00  
1 .00  
0 .0 0  
0 .0 0  
1 .00  
0 .0 0  
1 .00  
0 .0 0  
0 .0 0  
1 .00  
1 .00  
1 .00  
0 .0 0  
0 .0 0  
0 .0 0  
0 .0 0  
0.00 
1 .00  
0.00 
1 .00  
0.00 
0 -0 0  
1 .00  
0 -0 0  
0 .0 0

1 .0 0
0 .0 0
1 .0 0
1 .0 0
1 .0 0
0 .0 0
0 .0 0
0 -0 0
1 .0 0
0 .0 0
1 .0 0
1 .0 0
1.00
1.00
1 .0 0
1 .0 0
1 .0 0
1 .0 0
1 .0 0
1 .0 0
1 .0 0
1 .0 0
1 .0 0
0 -0 0
0 .0 0
0 .0 0
0 .0 0
0 .0 0
0 -0 0
0 .0 0
1 -0 0
1 .0 0
0 .0 0

0 .0 0  
0 .0 0  
0 .0 0  
0 .0 0  
0 .0 0  
1 .0 0  
0 .0 0  
0 .0 0  
0 . 0 0  
0 .0 0  
0 .0 0  
0 .0 0  
0 .0 0  
0 .0 0  
0 .0 0  
0 .0 0  
0 .0 0  
1 .0 0  
1 .0 0  
0 .0 0  
0 .0 0  
0 .0 0  
1 .0 0  
1 .0 0  
1 .0 0  
0 .0 0  
0 .0 0  
0 .0 0  
1 .0 0  
1 -0 0  
0 .0 0  
0 .0 0

0 .0 0
0 .0 0
1.00
0 .0 0
1 .0 0
1.00
0.00
0.00
1.00
1.00
1.00
1.00
l.OC»
1.00
0.00
1.00
1.00
1.00
1.00
0.00
1.00
0.00
0.00
1.00
1.00
0.00
1.00
1.00
0.00
1.00
0.00
1.00

A-fter PULSE I
0.00
2.00
1.00
1.00
3 .0 0
1.00
3 .0 0
4 .0 0
5 .0 0
1.00 
2.00 
1.00 
1.00
3 .0 0
•1.00
3 .0 0
1.00 
1.00

5.00
1.00 
1.00 
1.00 
2.00 
2.00 
2.00 
2.00 
1.00 
1.00
3.00
2.00 
1.00 
1.00
3.00
1.00 
1.00

3.00
2.00
1-00
4.00
2 .0 0  
2 .0 0  
1.00 
1.00 
2.00 
1.00 
1.00
4.00
1.00 
1.00 
1.00 
4.00 
5-00

2-00
4.00
1.00 
1.00
5.00
1.00 
2-00 
1.00 
1.00 
1-00 
1.00 
2.00  
1.00 
1.00 
1.00 
1.00

1.00
2.00
1.00
1.00
3.00
2.00 
2.00
3.00
1.00 
1.00 
1.00 
2.00 
1.00 
1.00 
2.00 
1.00

2.00
2.00
1-00
4.00
2.00
4.00
1.00 
1.00 
1.00 
1.00 
2-00 
2.00  
1.00

. 2.00 
5.00 
3.00

6.00
3.00
3.00
5.00
6.00 
1.00 
1.00 
2.00 
1.00 
2.00 
2.00 
1.00 
1.00 
6.00 
3.00 
7.00

1.00
3.00
1.00 
2.00 
2-00 
2.00 
1-00 
2.00 
1.00 
2.00 
2.00 
3.00
1.00
2-00
4.00  
2.00

2.00
4.00
1.00 
2.00 
2.00 
2.00
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CHAPTER 10.
THE OPTIMALi SIZE OF REFERENCE FIELD, NUMBER OF
frequency p o i n t s in p o w e r s p e c t r u m, a n d w i n d o w w i d t h.

OPTIMAL size of REFERENCE FIELD.
In chapter B, I explained that the reason we want a reference 
i^elTwhich yields a ratio I-modes/O-modes of Isl is partly that 
a senes of a balanced number of ones and zeros ®
sensitive analysis of periodicity, and partly 
compare to the redundancy leyel in normal text stri g-.
nr, 8-he following pages I shall substantiate the first c»f
tHi. X  "hoJng the V t o " l  t^K .with varying lengths oi re+erence -field (Figure 10.1 to K . .

First, the noreal i;:id°2i5‘to'’w=rr"3M )
Z i  e°iab?tIhL wit^ thi program FINDRF. The reference 
found to be 144. The spectrum fr<jm the analysis of C 
reference field is the one shown in figure 10.3.

• ''" ’ ill, ' ■

■ J '
A .!.*

■“ ‘I

■I '
f • •

' !*'• ;• I ]

. ■*'

4 '• M r: •: ( «

• ___1 __ ̂ m ̂  ̂ m̂il̂
The

1.5), than the normal reference field.
The shorter than normal ^ield. < 144 mul11 pl^d^by
respectiyely) would yield more ' field because fewer wordsmation arrav than the normal reference field, because

f  • • . I

■ .. -.0«

•  •

114C,265B364RF72S0F1 
POWER SPECTRUM

■OW« tu<)

MPD * 10.93CH12- 155.54 
SDEU=̂  7.29

DEGR OF FREED  ̂
UPPER CONF LIM' 
lower CONF LIM-

iro umt 
I«t> LOMCt l.fS

•. - • •->», . -  ■.

• :!> ’■

. • ,  ♦ •.* r * ' -  •  • • . L

■ - I ■ •.*. » • ' * a*

■ . I ». i-' .

t.t a.i •.3 a.3 ■.» rMMNCY
Figure 10,1 R . f e r e n c .  f i e l d  r e d u c e d  by 50%
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nPD = 14.14 CH12= 269.20 
SDE'0= 10.91

DEGR OF FREED - 3UPPER CONF Lin= 18.61 
LOWER CONF Llfl- 9.67

e.e ■  .3 ■ .4

IVD UPflt «.95 CaMf LIB
m  tout* a.K coHf lib

mauEHCY

Fioure 10.2 Re-ference field reduced bv 25/. 

in strina C114 between word 265 andt 4.1. « i-o^erence field* (144 multxplxed by I. ana°rre.pe:i.C:i:t i U r  I-»ode. than 0-n.ode. because,
lltU rtonger reference ileld, more word, will be recognieed.

With these lengths of ^v'^FINDRF

»i valance.

Loolinp at tipuree 10.1 to "so
attentatxve observer xs that a reference field increases by
does the Mean Power increased by around 257.. As the507., the Mean Power Densxty J’**̂ *̂ ”*̂ *̂ ®*® power Density ha*reference field is decreased by 50/., the ”®®" ^ar-
decreased by around 457.. We ur ^  not normalisediance, both the normalised chx square^and^t^^^
standard deviation, increase* as t __4.-hii«hed bv FINDRF i.e
until the reference field i. o-moLe. «Hen the
the field with an equal 7"°^" ‘"the v.riince f.ll*reference field ie increa.ed «till higher, the
again.
The actual values of the power densities from .11 the spectra can 
be found in the appendix to this chapte .

irw-raasina the reference field increased As we have just seen, reflect for • moment on how this
the mean power densitv, “ measure of «tructureities up with our concept of MPD a*
When we increase the reference field *” *^^*** effectively1.1 field, we are - as we have seen in ch^ter 8^^^
increasing the going to%e more zeros inregistered as 0-modes-i.». ^5®„pmv a, measure of structure and•the information array. -But if MP then - if we want
MPD raises with Increased number* of lu-t accept, that anto think of MPD in term* of structure - we must accepc.
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J14C,265B364RF144S0F1 
POWER SPECTRUn

Figure 10.3 Re-ference field not altered,

1J 4C,265B364RF180S0F1 
POWER SPECTRUn

• tmuti' CwH)
riPD = 20.96 CHJ2= 413.59 SDEO= 16.46

DEGR OF FREED = 3
UPPER CONF Lin- 27.70 
LOWER CONF Lin= 14.21

i r c  UPTW i .S S  CONT L jn  
1 «  LOICIt i . J »  coif

t.o O.i a.a 0.3 0.4 • , s  raC W K M C T

Figure 10.4 Reference field increased by 25-/.

increased number of repeated words is equivalent to increased 
structure.
But how doe. that «mply with our c ^ o n ^ s e n ^  view of «tructure?
A qood way to judge this sxtuatio reoeats. At oneLet us imagine, that more and more word. J“ “"®
point we will have of a text stringinformation array however, string, where
where all Incoming words are repeat | Mords. is indeedall the words are repeat, of a number .* i.,st
coherent with our common sense no , «here ail the wordscompared to the other extreme! a text string where
are different.
The clash between the change in *"^“***¡¡1« "«omething

times is ’structure’ compared to 100 different
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nPD = 23. 10CHI2= 317.36 
SDEU= 15.14

DEGR OF FREED = 3UPPER CONF LIM= 29.30 
LOWER CONF L1M=̂  16.90

IVC UPfW •.»» cour Ljn 
nro LOMf» «.ss cour

B.B • .2 ■.a ■ .4 a.s ntEsutNCY

Fiaure 10.5 Reference field increased bv 50V.

Another interesting point, arising from the analysis with 
dir + erent reference fields .bove, is the «mount 
zero point of the spectrum <F-0.0). Vou may
am ount^ of DOwer in F=0.0 is t h e  am ount of DC pow er i n  th e  i n i t i a l  
™ i o n  b e f o r e  it is t r a n s fo r m e d  t o  ^ T t

we start substituting 'new' words with old theoretical1 iLe ws did above, we are in information theoretical string, iiKe we ai «.h«» «innal (adding DC power toterms iu*t adding a constant to the signal \aoaing k
t ^ r s i ^ n a n .  Thai
lo:s! ?;:e‘iroh;rihe‘?^:r:rs: “n i^e the higher
the power in F=0.O
As vou may recall from the different function
transform, in chapter 7, the addition of • Jhe 7-aits
would after Fourier transformation .¿ded.intercept, as a value equal to the constant which was added,
Havlnq established that the reference “¡’‘f
number of 0-mode and I-modes *• *” *^.r«meters Those of window sensitivity, we now turn to two Ip"trtm.width and number of frequency points i P

NUMBER OF FREQUENCY POINTS IN THE POWER SPECTRUM.
The next important question is how many '̂"•‘’“•¡¡i][j^°J"^\pproach 
in our spectra (apart from point ‘j,t dim.nd a.
would demand as high a resolutionmany points as possible. Unfortunately, it is not this easy.

A number of different factors g*^*^jy^^d,'the required
like, the length of the text sample J®*"? •"•‘''‘•“ih. measuring 
level of statistical significance, o* this window, theWindow, the length of the r-f-r-nce ‘ JiUp ppurierstationarity of the structures in the te>.t stri g, 
transform we use (time series or FFT), to name but a

, i;.
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nPD = 23.10CHI2= 317.36 SDEiJ=̂ 15.14
DEGR OF FREED - 3UPPER CONF Liri= 23.30 LOWER CONF Lin=̂  16.90

m  UPftn • . »  coitr Lin 
i r o  LOMEB * . 3 5  c n u r  L j n

».B •.I B.3 1 . 3 B.4 a.s rKMNcr

Fiaure 10.5 Re+erence -field increased bv 50V.

another interestin., point arising with
different reference fields abov , remember. that thezero point of the spectrum <^-0 .0 ). You may rem^ initial
amount of power in F-O.O ® frequency domain. Whenfunction before it is transformed to the frequency^^^ ^
we start we are in information theoreticalstring, like we did abo , signal (adding DC power to
terms just adding » can be%een on the
the Bignal)e That *.he coectra in -figures 10.1 tolevel of the Y-axis intercept reference field, the higher10.5. The higher the increase in the reference tie ,
the power in F=0.0

-- , 4.KCS Hi<fferent functions and their Fourier
t^n:fo::: i r : h U r . r 7 :  th, .--jtion of •

Having established ¡̂¡̂ ®̂ Ĵ ®‘̂®J^*i^deed*optrm^^ regard to
number of 0-mode ^ther par alters- Those of windowsensitivity, we now turn to power spectrum,width and number of frequency points in m e  pow
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NUMBER OF FREQUENCY POINTS IN THE POWER SPECTRUM.
The next important question **^°*^ **”]̂ ^^A'^eimpliatic approach in our spectra <apart from point i., demand as
would demand as high a resolution •»many point, as possible. Unfortunately, it is not tni
A number of different factors Q*J^*^iy^»d,*^the required
like» the length of the text samp i-noth of the measuring
level o f  s t a t i s t i c a l  « ^ I t e l d  o i t h i .  w indow, the
window, t h e  l e n g t h  o f  t h e  r . ^ * r . n c e  ^ ^ i c h  F o u r i e r
s t . t i o n a r i t y  of th e  s t r u c t j ^ * .  ^  a fw. All
t r a n s fo rm  we u s e  ( t im e  series o r

y •

.  ^
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these parameters are closely interrelated, and it is dit-ficult to 
evaluate any of them in isolation.
Uhon we are dealing with the analysis oi childrens text str.nos, Wn©n wc mTts y fcj/-»r-r4ct However« I'f Wcint
^refoí‘u : n * ‘r ‘:r,“^ônr:g!.rn^y“:o t̂-.:• - - . - O C O .  most h. 
® than 100 points to produce a 'lag o*would function with just >»2 ,P°‘"ts in this case, 

repetitive features best if it is fed 
many points as the wanted ’lag’. This is parti- 

important because the method of simulating 
from text strings, as presented in thjs theex-,

'fed' with more
though AUTOCOR 
it reveals the 
least double as 
cular1V transfernecessarily both crude and limited.

then it means, that !» •
Not only is this • 1 ■is say 150 words • •

long, there still : (;■ 
*»

But if we want 200 points put in to AUTOCOR, 
our measuring window must be 200 words wide, 
an impossible demand on a text string whic 
Iona. but even if the string was 2 lo words 
would not be room for a reference field.

frequency points and double tne win ^  window, means that
increased reference field because with the
for some computer procedures t e particularly on apower of two rather than just a factor of two. Farticti
micro computer this is a crucial point.
From experience. I have established ^r"purpose'^”'"Eyen
presents the minimum .. length of strino) timeIf we use the less demanding < m  terms of lengthy
series transform, this resolution a uTOCOR ic most sensitivewords because, as explained above. as we wantif we feed it with at least twice as many observations
spectral points.
If. instead of the time ^e^'wo^dt.^A; ex-necessary minimum windw suddenly frequency
plained in chapter 7, the FF y hiaiore the tranformation. To
points as the number tP® thus n,
produce, a spectrum with 32 P-g^^^tions. AUTOCOR
rave°"r'i::'“o r M ! “%rb:;:re. AUTOC^ «Intid
"r.S’.*Lth'r^a:î"f'6: r h l C e  to produce at least .28 initial 
observations.

*■ 4-f-i «nalvse the younger childrens text Obviouslv, if we want to a points, the use of the
strinas with a spectrum of 3.̂. womands become impossible to
FFT is out of the question, ^^ned befor^r the TIHE SERIES
satisfv. For this reason, THORU0HOUT THIS RESEARCH,TRANSFORM HAS BEEN THE ««I'!' TRANSFWM T ^ U W O U T  T
both for the analysis of The FFT was used
the signal levels^re *’‘"*''¡¡1’ ly.j, of grammatical categories 
only in chapter ï^e analog .three levelsii zero.
because t h e  signals in this analysis «as of cou rse
one and eight. In all thes ,u^,iciently long.• • carried out on strings ifiihich wer
The relationship between t»»* "^^„"“the'^po^r in each ofspectrum and the statistical significance of the po

needs 
must

in the
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these parameters are closely interrelated, 
evaluate any o-f them in isolation.
When we are dealing with the analysis ^h 
throbviou. limit.tion i. the l.ck oi word..
a resolution of say, 100 frequency  ̂ than 100 points to produce a

would function with just 102 
repetitive features best if 
many points as the wanted 1 

important because the method of si 
from te>tt strings, as presented

and it is difficult to

»fed' with more
though AUTOCOR 
it reveals the 
least double as 
cularlV transfer

ildrens text strinas, 
However, If we want 
then AUTOCOR must be 
'lag' of 100. Even 
points in this case, 
it is 'fed' with at 
ag’. This is parti- 
mulating information 
in this thesis, is

necessarily both crude and limited.
if we want points put *

our » - - - ‘" « “- “ :r.%;:?:rr?nqwhich_issay 1=0

that
this

wordsimpossible
Iona, 
woul d

but even i f the 
not be room for a

string was :io words long, there still
reference field.

and
wi ndow 
frequencv 
increased

and double the window width, that
?ased reference field because with the

,or some computer P-cedures the time ar 1 y on a
power of two rather than lUSt a tacco 
micro computer this is a crucial point.

T Kavo established that a 32 point spectrum re* From experience. I have *r-c-»ntable for our purpose- Even
presents the minimum ® terms^of length of string) time
if we use the less demanding Haamanrfe a window of at least 64
series transform, ^he AUTDCOR ic most sensitive
rrs: r - ^ ^ r w i ^ h  ob.ecvation... w. want
spectral points.
If, in.te.d of the time ‘ - !  
neces.ary minimum windw *u ^ j y  half as many frequency
plained in chapter 7, the FF ^ before the tranformatlon. To
points as the number the FFT thus needs
produce. • » P « ‘''“V l  L  Loducr64 observations, AUTOCOR must 64 observations. But to produc „  works best If it is fedhave a ’laq’ of 64. As before, AUTOC0R^wor|^^^
With at least twice the produce at least 128 initial'laq'. With a 'lag' of 64 we nave i-w f
observations.

e want to analyse the younger ^the
Errur.tTt,r

weObviously, if
Ìft‘"!* ou^of the question. the^TIME SERIES
satisfy. For this ■'•“•“C i THORUBHOUT THIS RESEARCH, TRANSFORM HAS MAIN TRAN O strings where
both for the analysis of *̂̂ '̂ *"* * .-h The FFT was used
the signal ‘'thrinalysis of grammatical categoriesonly in chapter for the analog (three levels)i zero,
because the signals the analysis was of course
one and eight. In fH  the ,ufficiently long,carried out on strings t»hich wer
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these frequency points, I shall explain in the following. v.«ll

posi - 
three 

of the

OPTIMAL SIZE OF THE MEASURING WINDOW.
With regard to the sire of the window we are again in the 
tion of having to make compromises. There are at least 
factors which we have to concider when we decide the size
wi ndow.
The first problem is that of statistical significance. The level 
If significance is related to the number of degrees of freedom. 
?Ie Iu?I in power spectral analysis is, that the number of de
grees of freedom is determined by the width of the window 
¿V the number of frequency points in the »P®=trum, *
window is f.4 words wide and our spectrum t'-equency
points, the number of degrees of freedom is 64/3^ -
The second and third problem are reciprocally related and are 
Ihose' of low-frequency sensitivity and of to
text string is not prohibitively short, we „have a very wide window to get as high a confidenc niritvpossible. However, if we do that, we may quench a periodicity 
^hieh is not very stationary. On the other hand, if we try 
counter this bv making the window smaller, we may not pick tp 
weak low-frequency structures.

number of power spectra were'made from
string «‘f ^ n r i c / ^ r d ^  Because
: r " h : d  suncrpVsibSuty; thatstrings are substantially different from those of adult text
strings. for example with regard to „  on awas carried out on a string written by an adult as well
string written b>' « child.

increasing sensitivity in the low fr q ' . width of SO words
as the window length ,7 9. well below the 957.(table 10.6) the power at f»0 . 0 1 6  is 27,9, words (table
confidence limit of 40.1. With a window w^dth i ‘„ot10.7) the power in f-0.016 has risen to 29.0, but is still

»
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S i g n i f i c a n t .  |  |I power in •f»OeOl6 risen _the - i - -i!10.8) has the power in t-u.uio -fact that the
dence limit. This is of course P*!" . .fining with increas-
level of the upper 95V. confidence level in f*0.016
ino number of degrees of freedom. Bu increasing windowis" still increasing in absolute terms with to
width up to 200, after which the power drops, 
lack of stationarity of the structures
At the high-frequency end of Jh« *P«ctrum U -0.484
^ o o r % r % o w : r  ^?nc;:r.r. : * r  1^ 2^:: -  w^ords to B8 . 2  .t k .

'1, ■■■. ! fV- ” :»* , 
• • ̂  •; • ••

I» ■ - *  -t, '
a f

•• . I.



page 26'

I . * . '*

POWER DENSITY IN FREQUENCY POINTS.
FREQ: POWER:POWER: FREQ: POWER: FREQ: POWER:

15.7
27. 9 0.031 13.2 0.047 15.7
3B.6 0. 109 5.8 0. 125 24.7
3. 4 0. 188 3.6 0.203 1. 1
62. 0 0.266 7.4 0.281 14.8
85. 4 0.344 8.0 0.359 24.3
6.0 0.422 2.2 0.438 23. 1
15.2 0.500 21.2

0.000 
0.016 
0.094 
0.172 
0.250 
0.328 
0.406 
0.484
MEAN POWER DENSITY: 19.22
DEGREES OF FREEDOM = 1
CHI SQUARE * 601.10
ST.DEVIATION * 19.00
MPD UPPER 0.95 CONF LIMIT » 40.10
MPD LOWER 0.95 CONF LIMIT «-1.67
NUMBER OF SPECTRAL POINTS ABOVE UPPER ¡-J«};!'
NUMBER OF SPECTRAL POINTS BELOW LOWER LIMIT.
TOTAL NUMBER OF SIBNIFICANT SPECTRAL POINTS.

0.063
0.141
0.219
0.297
0.375
0.453

FRED: POWER:
0.078 0.3
0. 156 11.7
0.234 38. 5
0.313 38.7
0.391 51.1
0.469 9.3

■ i
■ t .

Table 10.6 Power level in each oF 32 frequency 
points. Spectrum from child's text 
string. Measuring window: 50 words.

FIE1.151B250RF68 POWER DENSITY IN FREQUENCY POINTS.
FREQ: POWER: FREQ: POWER:FREQ:

0.000
0.016
0.094
0.172
0.250
0.328
0.406
0.484

FREQ: POWER:
0.031 19.5
0.109 0.3
0.188 4.5
0.266 
0.344 
0.422 
0.500

0.047 
O. 125 
0.203 
0.281 
0.359 
0.438

0.063
0.141
0.219
0.297
0.375
0.453

MEAN POWER DENSITY: 22.23 
DEGREES OF FREEDOM « 3
CHI SQUARE « 726.64
ST.DEVIATION * 22.47
MPD UPPER 0.95 CONF LIMIT 
MPD LOWER 0.95 CONF LIMIT - 
number of spectral POINTS ABOVE UPPER LIMIT: 
NUMBER OF SPECTRAL POINTS BELOW LOWER LIMIT: 
total number of SIBNIFICANT SPECTRAL POINTS:

31.44
13.03

Table 10.7

■ ' . . • r» ■ • •( >T J-

i

• i

.+• r.

1'' ■ •. j- • ■ ' ■ * i- 1 ' Y../ • 
•  •  1.

 ̂!*■*

• . 1 •

» ̂  A • 1 . •'f •f
■ yt.

• ' ' ■ ■ I :
i >;

FREQ: POWER:
0.070 2.3 j •> y
0.156 15.4 ;0.234 20.2 ! p-.*  ̂ 'V,
0.313 47.4'; -  ::;/j
0.391 50.9 ■
0.469

I-; I... 1 • • • I•,.h‘ f .i ‘ ’> ’

Fo«.r 1.V.1 inDoints. Spectrum from child * 
string. Measuring window: 100 words.

■■/I
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FIEl, 1S1B350RFÌ.O POWER DENSITY IN FREOUENCY POINTSi

FREQ I 0.000 
0.016 
0.094 
0.172 
0.250 
0.328 
0.406 
0.484

FREQ: POWER: FREQ: POWER: FREQ: POWER:
0.031 
O. 109 
O. 188 
0.266 
0.344 
0.422 
0.500

0.047 
O. 125 
0.203 
0.281 
0.359 
0.438

0.063 
O. 141 
0.219 
0.297 
0.375 
0.453

MEAN POWER DENSITY: 18.20
DEGREES OF FREEDOM * 6
CHI SQUARE * 225.40
ST.DEVIATION * 11.32
MPD upper 0.95 CONF LIMIT * 22.03
MFD LOWER 0.95 CONF LIMIT « 14.37NUMBER OF SPECTRAL POINTS ABOVE UPPER LIMIT:
NUMBER OF SPECTRAL POINTS BELOW LOWER LIMIp
TOTAL NUMBER OF SIGNIFICANT SPECTRAL POINTS:

Table 10.8

FIE1,151B450RF60 POWER DENSITY IN FREQUENCY POINTS.
FREQ: POWER: FREQs POWER:POWER: FREQ: POWER:

7.3
27.9 0.031 10. 1
10.2 0.109 8.4
14.8 0.188 5.1
19.1 0.266 21.7
15.4 0.344 16.3
26.6 0.422 22.1
43.9 0.500 50.3

FREQ:
0.000 
0.016 
0.094 
0.172 
0.250 
0.328 
0.406 
0.484
MEAN POWER DENSITY:
DEGREES OF FREEDOM * 9
CHI SQUARE - 185.27
ST.DEVIATION - 10.35
MPD UPPER 0.95 CONF LIMIT 
MPD LOWER 0.95 CONF LIMIT NUMBER OF SPECTRAL POINTS ABOVE UPPER LIMIT: 
number OF SPECTRAL POINTS BELOW LOWER LIM^i 
TOTAL NUMBER OF SIGNIFICANT SPECTRAL POINTS:

........  Table 10.9

0.063
0.141
0.219
0.297
0.375
0.453

21.82
15.21

4.

FREQ: POWER:'.
0.078 
0.156 14.6
0.234 15.0
0.313 39.3
0.391 16.2
0.469 33.9

, I - iIT it-' .1 -11
•jy 3] • -A'. ’•

♦'6
' I .

Power level in each oF 32 frequencv 
points. Spectrum From child's text 
string. Measuring window: 200 words.

r
i-'I • ‘ •. '

FREQ: POWER
0.078 
O. 156 0.234 
0.313 
0.391 
0.469

i V
*• r

-I

f I
v'.;*' f ■ .T’* \

1 K  ■■ ■ '

."■’m, it-v- .-li'
. ** • .1 ' ' j... Ì..I • I

Poi-c l«Y.l in ..ch d  3 2 fr.qu.ncy 
ooints. Spectrum From child s text 
Str?n^ nS..uring window. 300 word..
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FIEI»151B550RF76 POWER DENSITY IN FREQUENCY POINTS:
FREQ: POWER:POWER: FREQ: POWER: FREQ: POWER:

10.8
31.0 0.031 6.6 0.047 11.5
15.5 O. 109 8.9 0. 125 11.6
14.6 0. 168 6.7 0.203 25.5
13. 8 0.266 26.6 0.281 19.6
6. 9 0.344 13.5 0.359 18.0
28. 1 0.422 19.7 0.438 16.6
24.3 0.500 33.3

FREQ:0.000 
0.016 
0.094 
0.172 
0.250 
0.32B 
0.406 
0.4B4
MEAN POWER DENSITY: 17.35
degrees of freedom * 12
CHI SQUARE * 99.82
ST.DEVIATION = 7.36
MPD UPPER 0.95 CONF LIMIT - 19.M
MPn LOWER 0.95 CONF LIMIT * 15.07NUMBER OF SPECTRAL POINTS ABOVE UPPER LIMIT:
NUMBER OF SPECTRAL POINTS BELOW LOWER LIMIT:
total number of SIGNIFICANT SPECTRAL POINTS:

Table 10.10

0.063 
O. 141 
0.219 
0.297 
0.375 
0.453

FREQ: POWER:
0.078 12.9
0.156 15.2
0.234 19.9
0.313 33.6
0.391 12.4
0.469 24.6

Power level in each o-f 32 frequencv 
points. Spectrum -from child’s text 
string. Measuring window: 400 words.

words. At 200 words the power has -fallen to  ̂
too how the l*ack o-f stationarity ijj®^^°^®creased over 200

=0.464 to " n  ?ncr":?noIy highWith increas.ng 10.6 to 1 0 .1 0 )
from f 
words:proportion of the power
The impact on the statistical ®*°jJ,^^'^*"ere°the windowShort window can c l e a r l v  b e  seen^.n^tabl_e^^lo.^^^^^
is 50 words long. ^4 „ords to get 2 degrees of
need a However, .s 1 deliberately have kept
freedom, as have achieved only 1 degree of
i:::edr‘‘°The'rTs:it‘i:: t h a t ^ ^ ^ Y r r e  ¡ r ^ c t r u i i n :  ‘t:‘it i:
less than »““^^J^P^j^/'jgnMicance is unacceptably low and
^ U Z ^ n t i r  o n r 3 *orih: 32 Ireguency point, give significant 
power levels.
It is clear from tables 1 0 . 6  to 10.1^ “^ * ; % r « T ' ’n b r e ,“ ? h U
ficant points are given in the o . marked increase inalready with 2 degrees of freedom, there a marked
the number of significant points We can see too,
freedom) to 17 point. <2 degrees the number
that once we have reached aroun .liohtlv with Increasingof significant point, increase, only slightly
number of degrees of freedom.

e M «-K̂ f with a 32 point power spectrum, Summing up, we have found, «f i 1 v sound spectrumthe minimum window which will give a We have
must be twice the number of ^  ̂ \he*lack of station-
- ^ “ L r e r  *ih:‘r o r  n  - f t ^ i ^  : : ; n h r h i i i  .nd th. low
frequency bands.
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Ne>'t. we shall have a look at the same kind of analysis, 
time applied to a text string written by an adult.

1 R U S . 2 0 1 B 2 5 0 R F 1 8 2  POWER DENSITY IN FREQUENCY POINTS:
FREQ: POWER: FREQ: POWER: FREQ: POWER:

■*
•.t'* ■

1 , : . -I.. ' 1

♦ i V % ]

 ̂ t f

FREQ: POWER: • .̂1
FREQ:0.000
0.016
0.094
0.172
0.250
0.32B
0.406
0.484

0.031 
O. 109 
O. 188 
0.266 
0.344 
0.422 
0.500

0.047 
O. 125 
0.203 
0.281 
0.359 
0.438

0.063 
O. 141 
0.219 
0.297 
0.375 
0.453

0.078 5.3 !
0.156 14.6
0.234 36.3
0.313 7.3 •»,
0.391 42.8 i
0.469 38.0

■ t

I •
■ I 
"• .1. ‘

1 I
MEAN POWER DENSITY: 18.12
degrees of fr ee do m * 1
CHISOUARE * 477.46
ST.DEVIATION = 16.44
MPD UPPER 0.95 CONF LIMIT * 36.19
MFD LOWER 0.95 CONF LIMIT * 0.05
NUMBER OF SPECTRAL POINTS ABOVE ^PERNUMBER OF SPECTRAL POINTS BELOW LOWER LIM^I
TOTAL NUMBER OF SIGNIFICANT SPECTRAL POINTSf

Table 10.11 Power level in each of 32 frequency 
points. Spectrum from adult's text 
string. Measuring window: 50 words.

I i '. * . '■V. • ’• '•‘i»’
. I I

.' . . ■ • * * * .
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IRUS, 201B300RF198 POWER DENSITY IN FREQUENCY POINTS:
FREQ: POWER: FREQ: POWER:FREQ:

0.000
0.016
0.094
0.172
0.250
0.328
0.406
0.484

POWER: FREQ: POWER:
12.7
43.8 0.031 18.2
6. 1 0.109 1.2
10.0 0. 188 10.7
2.7 0.266 23.8
18.2 0.344 22.4
14.7 0.422 10.7
24.6 0.500 90.3

0.063 
O. 141 0.219 
0.297 
0.375 
0.453

24.32 
10.16

MEAN POWER DENSITY: 17.24 
DEGREES OF FREEDOM * 3
CHI SQUARE « 554.14
ST.DEVIATION * 17.28
MPD UPPER 0.95 CONF LIMIT 
MPD LOWER 0.95 CONF LIMIT - *v. 
number of SPECTRAL POINTS ABOVE UF’PER LlMITl
number of spectral po in ts b e lo w l o we r LIm ^ i 
total number of SIGNIFICANT SPECTRAL POINTS:

x : . ‘.String. Measuring window: 100 words.

FREQ: POWER > ; -t: ’ | +y; ‘ V '' ' I./• '1 { -' • . » '̂1
0.078 5.6
0.156 23.5 •; • ' . ‘
0.234 39.5; V . I
0.313 20.4V .
0.391 7.8 . . ."V : |
0.469 10.3V Av.'tY - :

i
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1RUS.201B400RF119 POWER DENSITY IN FREQUENCY POINTS:
FREQ: POWER: FREQ: POWER: FREQ: POWER:

'.It'-
'I - 4...

FREQ: 0.000 
0.016 
0.094 
0.172 
0.250 
0.328 
0.406 
0.484

FREQ: POWER:

0.031 
O. 109 
O. 188 
0.266 
0.344 
0.422 
0.500

0.047 
O. 125 
0.203 
0.281 
0.359 
0.438

0.063 
0. 141 
0.219 
0.297 
0.375 
0.453

1.3 0.078 12.5
14.1 0. 156 33.7
9.5 0.234 34.3
12.9 0.313 9.3
17. 1 0.391 21.8
22.2 0.469 24.6

■f V
9.3 /*.;• ’ri::• ' .Mi.- -

■» •
I

21.31
14.35

MEAN POWER DENSITY:
DEGREES OF FREEDOM * 6
CHI SQUARE * 189.93
ST.DEVIATION * 10.29
MPD UPPER 0.95 CONF LIMIT 
MPD LOWER 0.95 CONF LIMITNUMBER OF SPECTRAL POINTS ABOVE UPPER LIMIT: .w
NUMBER OF SPECTRAL POINTS BELOW LOWER LIMIT: 16
TOTAL NUMBER OF SIGNIFICANT SPECTRAL POINTS: 29

Table 10.13 Power level inpoints. Spectrum «from adult s 
string. Measuring window:200 words.

u .  ■ ■t I I ’'1 • L V../I’» • • I. '

■ I, i '

V ' ••I.',;,.

' r -T
■ .

FREQ: POWER: FREQ: POWER: FREQ: POWER: FREQ:

0.031 
0. 109 
0. 188 
0.266 
0.344 
0.422

24.9 
9.4 
5.2
14.9 
14.5 
41.2

0.047 
0.125 
0.203 
0.281 
0.359 
0.438

19.0
12.3 
10.5
14.3 
21.9
16.1

0.063
0.141
0.219
0.297
0.375
0.453

3.0
16.0
12.9
15.5
27.6 
6.2

0.078 
0. 156 
0.234 
0.313 
0.391 
0.469

0.500 23.4

1RUS,201B500RF181 POWER DENSITY IN FREQUENCY POINTS:
FREQ:
0.000 
0.016 
0.094 
0.172 
0.250 
0.328 
0.406 
0.484
MEAN POWER DENSITY: 17.37
degrees of FREEDOM * 9
CHISQUARE - 173.19
ST.DEVIATION - 9.70MPD UPPER 0.95 CONF LIMIT - 20.47
MPD LOWER 0.95 CONF LIMIT - 14.28
number of spectral po i n t s above upper LIMIT:
number of spectral p o i n t s below lo we r LIMIT: 14 
total number of si gn i f i c a n t SPECTRAL POINTS: 27

•

Table 1Ó.14 Power level in
String. Measuring window: 300 words.
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01B600RF162 POWER DENSITY IN FREQUENCY POINTS:

POWER; FREQ: POWER: FREQ: POWER: FREQ: POWER:
29. 19 0.031 25.0 0.047 17.2 0.063 13.7
^  a /7 7 0. 109 8.9 0. 125 19.6 0.141 14.0
8.9
10.7

0. 188 11.1 0.203 10. 1 0.219 14.5
0. 266 16.7 0.281 10.4 0.297 16.2

16.7 0.344 15.2 0.359 19.0 0.375 23.5
a  a  9
13.0
7.3

0.422
0.500

36. 1 
19.6

0.438 15.0 0.453 7. 4

. ./I-,-";'--t.; • ■

FREQ:0.000 
0.016 
0.094 
0.172 
0.250 
0.328 
0.406 
0.464
MEAN POWER DENSITY: 17.06
degrees of FREEDOM - 12
CHI SQUARE * 89.49
ST.DEVIATION * 6.91
MFD upper 0.95 CONF LIMIT - 19.20
MPD LOWER 0.95 CONF LIMIT - 14.91NUMBER OF SPECTRAL POINTS ABOVE UPPER LIMIT:
NUMBER OF SPECTRAL POINTS BELOW LOWER LIMIT:
TOTAL NUMBER OF SIGNIFICANT SPECTRAL POINTS:

FREQ: POWER:
0.078 17.1
0.156 20.9
0.234 25.8
0.313 23.2
0.391 20.7
0.469 25.3

*1 \  I'i ■ < 1 .

■«.•'.•I
-A-.. 'I i

1 J

Table 10.15 Power level in each of 32 frequency 
points. Spectrum from adult's 
string. Measuring window: 40u words.

spectra with the series

I  ̂ - • ' * •
« . •

<■; - t « ■
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Comparina this last series of noints:'child' spectra, we note the following points:
of

• V ̂ I v>.. . ji
. .  • • •• •

■...v* ••<¡1' i-  ̂i
t .  ̂1

Statistical significance.

Here too. the incro... fro. » J : • ; /marked increase in the number oi frequency po.nc ' 't-iiti :• r\ ,i.;; ;
the upper 95% confidence limit.

4>Ki« time, that the number Reaardina the optimal window, rises until the number ofof .iqnificnt epectr.l power point, ri... different
degree, of freed^ ‘‘ ^trl;, we found that morefrom the case of a child increase the number of signi-than 9 degrees of freedom did no *dult text string,
ficant points noticeably» *.11*1 iv falls slightly when thethe number of .iqnificant point. V l n i  v!degree of freedom i. higher th.n between b «nd

Overall power.
.c 10 0 200, 300 and 400, the MeanFor each of the windows of higher than that ofPower Density <MPD) of the ch Id's j!'^"i„c,ings in «n

the .dult string. Thi. t. «“ l ^ r ^ ^ . t ^ n q ^ h a d  . »mailer <but earlier chapter, that children. t.«t string, nao
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not c^iani-ficantl V so) level of structure than adult strings, but 
a f  ihranalysis in this case is carried out on only one string, 
it does not qualify as an inconsistency. In spite tuetions both strings show clearly the same tendency to a fall 
mPD with an increase in window width. This has two implications* 
Fir«̂ t we must try to reflect on whether this is consistent with 
our'concept of MPD as representative of the concept of structure, 
r  Shan return to this point in the next chapter. Secondly, it 

that whenever we want to compare power densities, we must 
Z  Z L r e .  tha^the spectr. are obtained with window, ot the .aee 
? e n a X  Thie is a parallel to our tinding. in an earlier chapter, 
ihaf it we wanted to compare structure <or vocabu arv) .n 
dit-ferent te>:t strings, the strings must be o-f the same length.

Power in 1 ow-frequencv band.
In the analysis o+ the adult string we -find the same 
increasing sensitivity in the low treouencv end of < 
with increased window width, and dissipation o

■>

■ . 'i
■Jr, ’ *1 i •

^  s ' *  *  t 1
' .. 1 -*i‘ ■ I • .■ i.-••it-: '••t • r.iI

f=0.016 
words.

t o 0.031 if the window is increased above

behaviour':

•. • . 
i

• 1 :•
■1 ' ■■■ •* •■ - . . . : ne spectrum '• *i ' v.v^power from S

tf ■ 7 . 'around 200 . •/ **• • *
* * . *1

1

«though the power level in .‘« n ^ f  "oO, “ih^
the almost twice that of the 95’/. confi
dence limit This is significantly higher than in the case of the dence limit. This j ^j^h respect to the confidence
child’s spectrum, both increased window width, the
limit. and in absolute term . closer study of neighboui—
D O w e r  in f=0.016 decreases. However, a closer srt y x^eauencv

freguencies show. that what ►’»PP«"' ** T n % X o h  Z Zdrifts to the right in the spectrum i.e the .̂ îs
f=0.047 increases as the power in 
again due to lack of stationarity.
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STATIDNARITY.

In  t h e  ‘ e s ^ I ' d i i e c t  v lew ^of^’t h e  f M t u r e 'o f  s t a t i o n a r l -
^ t r " " . n r i t : ‘ : : : p ! : r : n ' t h e  pow er s p e c t r u ^  To . i v .  t h e ^ r e . .^ e r ^ ^ a

c o n s i s t s  o f  25 consequcive a n a l v s i s .s t r i n g ,  b u t  moved 8  w o rd s  fo rw a rd  
e a c h  s c a n  c o v e r s  25 t i m e s  8  *
rnywry>*du“? ^ " r . % ? i . « - h r o r r t 2 x t  string.

w ith  t h e ^ " h i g h e s t  v o c a b u la r y  ’
s t r i n g  w h ich  g a v e  t h e  lo w e s t  i T
s t r i n g  w i th  t h e  h i g h e s t  q r a d i e n  ^ R u s s e l l*  o n e  fro m  "Thef i n a l l v  tw o  t e x t  s t r i n g s  by  B er r  xpo*  h i s  " C h i ld r e n s 'H is to r v  of W e ste rn  P h i lo s o p h y "  n e x t  t o  o n e  fro m  h i s
Stories" (figures 10.18 a and b).
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IREC,422B549RF368S8F1 
CONTINUOUS POUER SPECTRUM

TIIC

ncs

Fiaure 10.16 a.
Scan of te>;t string with 
highest vocabulary

POOH,273B400RF87S8F1 
CONTINUOUS POWER SPECTRUM

PocKiu., Voc^\ ' V« *

Tint

FKO

Figure 10.16 b.
Scan of text string with 
lowest vocabulary
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iFiqure 10.17 a.
Bean of te>;t string with 
highest value of B
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CONTINUOUS POWER SPECTRUM
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Figure 10.17 b.
Scan of text string with 
lowest value of B

fiV-:.: --v;■•V- '•*. t  ’

■ ' V' ■
W’; I j’ ' ̂ • 4 I a • «1*• V« '

v v.v"v;
■'-.at.* • • ,t|

f.
f » * ‘ *

. -.1v;,v;|v:
. . s , -  ^'1* . i*. • , -■, ■. , 1 -i-V.

' „  r, ■



page >70

. V  a I ' f ; f<1

fOUCfi

2RUS,273B400RF164S8F1
CONTINUOUS POWER SPECTRUH 
LV>Lyi*»rx̂ --*■» PCMEK llMi

4R'JS,273B400RF248S8F1 
CONTINUOUS POWER SPECTRUn

n ̂

Ttnc i9’’int

<-wa

Figure 10.18 a.
Scan oi co(nple>* tê !t string

Figure lO.lB b.
Scan of simple text string

Th. wav to .iudpe at.tionaritv on those the'“direction
ridoes -formed bv nas some v e r v  straight ridgesof the time axis. Figure 10.16 <a> h a s  some v e _
and furrows to the ‘»ollss since eachthat the periodicity at this ^  ̂ stationary. To the
division on the frequency axis beoinnino of the
right of the middle (about ^®j^,ja,tioni beginning at theaxis i.e f-0.31) we have a Moving to the
fronts some ridges and furrows time axis. the peaks have
right, so that half the ««Y ^  ‘‘'Sbt “ sly .round%hi. fre- moved to the 6th division < f - 0 . 3 B ) .  oovious y,
quency the periodicity is not s a

ic a fair amount of Me can see that on most •*=*”*’ within half of the scanstationarity. Peaks may come an g > the peaks on the
i.e 10 to 15 consecutive spectra th.^if we do not
whole stay on the same frequency. .. span of 10 to 15 runsdrag our analysis out over more than the^sp.n of
then we can expect a fair amoun ao to 120 words. The
span, e words, 10 to 15 'runs' shorter than
conclusion must be that as long Morrv too much about thearound 120 word, we do not need to worry too
influence of lack of staionarity.
This finding compares well with w r  **’“Ji*blem'''until the10,15) that lack of st.tion.rity is n ^ a  probie
Window width is increased to around 200
Me can see too, that there is not much difference between the six

'• -A;. • .
’ - .tit!) I ^

• I ,j
• •

I. . > V • '
•I;-;. '.r-. *-•

 ̂-»• -V.
■ . 1

• '.1
t «

•. *• r t- ••
J«i:' * •• • • •

•' / • f 
■ - 'f 'A'-• • . i ji
■v«t, i

A..'.- *e
V'V/:! •••. ■•1A*'Ju ‘•■iv’''- ".1

„... .( ; ♦ . <1
V . - i -  ‘ V - . * ,   ̂ i / :  T l

• • i H ; . * i- • ‘1\  • ■ I < * • •' 4 • i I

7'- t , i- • / . ’ ■'
• ■••i ' I* '¡ a

-I
.r 'I

If ■
•• II

,4'T



page Î71
:• f*

scans. There is certainly no wav in which it would be immediately 
Dossible to tell that the surface of figure 10.16 <a) is that of 

a text string with a very high vocabulary while figure 
is that of a low vocabulary text string, or that 10.18 
’simple” text string while 10.18 <a) is a complex text 

string written by the same author.

a scan of 
10.16 < b) 
(b) is a

However, I find these scans fascinating in their own right be
cause they all - albeit crudely - depict the power distribution 
during the processing of the text strings in our linguistic 
device somewhere on the synthetical/generative analytical/ 
perceptual level. And I would like to believe, that some of the 
ridges and furrows of these topological surfaces do in fact 
represent control mechanisms of our linguistic device.

SUMMARY OF OPTIMAL PARAMETERS.

1) REFERENCE FIELD; The optimal field is the one which gives a 
1:1 ratio of zeroes and ones in the information array.
2) NUMBER OF FREQUENCY POINTS IN POWER SPECTRUM; Minimum 32 
points, but if the combination; [length of text string vs re e 
rence field! allows it, then 64 points.

WIDTH OF MEASURING WINDOW; MINIMUM; twice the number of fre- 
;Lncv po?ntr<2 decree, of freedom). MAXIdUm 6 to 9 t.oes the 
number of frequency points <6 to 9 degrees ofthe window exceeds around 120 - 200 words, lack of stationarity
may result at some frequencies.
In the next chapter we shall apply the sum of our
the text samples in chapter 4. This J®"’* " ‘ * 2some of the childrens text strings which «re too »^ort to «ive ^
degrees of freedom with a power spectrum of 32
However, in spite of their lackshall present these spectra in the followinga ’special case’ - since, even with one degree of freedom, 
tendencies might be revealed.
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scans. There is certainly no wav in which it would be immediatelv 
possible to tell that the surface of figure 10.16 <a) is that of 
a scan of a text string with a very high vocabulary while figure 
10.16 <b) is that of a low vocabulary text string, or that 10.18 
(b) is a ’simple’ text string while 10.18 <a) is a complex text 
string written by the same author.
However, I find these scans fascinating in their own right be
cause they all - albeit crudely - depict the power distribution 
during the processing of the text strings in our linguistic 
device somewhere on the synthetical/generative o ' " a n a l y t i c a l /  
Dorceptual level. And I would like to believe, that some of the 
ridges and furrows of these topological surfaces do in fact 
represent control mechanisms of our linguistic device.
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SUMMARY OF OPTIMAL PARAMETERS.

1) REFERENCE FIELD* The optimal field is the one which gives 
1:1 ratio of zeroes and ones in the information array,
2) NUMBER OF FREQUENCY POINTS IN POWER SPECTRUM: Minimum 
points, but if the combination: tlength of text stringJ vs Crefe 
rence field! allows it, then 64 points.
T) WIDTH OF MEASURING WINDOW: MINIMUM: twice the number of fre- 
puencv po?ntr<2 decrees of freedom). MAXIMUM: 6 to 9 times the
number of frequency points (6 to 9 degrees ofthe window exceeds around 120 - 200 words, lack of stationarity 
may result at some frequencies.
In the next chapter we shall apply the sum of *̂¡1,
the text samples in chapter 4. This
some of the childrens text strings which ^oo ®
deorees of freedom with a power spectrum of 32However. in spite of their lack of f^atistical significance I 
shall present these spectra in the followinga ’special case’ - since, even with one degree of freedom, some 
tendencies might be revealed.
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CHAPTER 11.
POWER SPECTRAL ANALYSIS OF TEXT STRINGS.

Usinq the verv sensitive Fourier analysis we established in 
chapter 10 the optimal lenqth of the reference field and the 
optimal number of frequency points in the power spectrum. The
width of the measurinq window was assessed, both with reqard to
its impact on the statistical siqnificance and its immunity to 
lack of stationarity. We established that the lower limit for a 
32 frequency point spectrum was a window of 64 words and the 
upper limit was the window which would give between 6 and 9 
dearee«=̂  of freedom, which for the same 32 point spectrum means a 
window somewhere between 192 and 288 words; With regard to lack 
of stationarity, practical experience showed that a window great
er than 200 words caused power to be dissipated from one frequen 
cv to neighbouring frequencies. In this chapter we shall use 
these findings to obtain power spectra of those text samples in 
chapter 4 which are long enough to satisfy these conditions.
A point which I mentioned at the end of chapter 10, but did not
enlarge upon. was that from the two lines of analysis of
dult'"string and a ’child’ string in chapter 1 0 , it emerged that 
the degree of structure was reciprocally related to the width of 
the window; the shorter the window, the higher the degree o 
structure - everything else equal (table 1 0 . 6 to table U. . - .
Is this consistent with the concept of structure we have used so
far? To answer this question, let us look at two sizesand let us approach the problem according to the Informatio
Theory and think of the two windows as physical systems. Let us
sav that one window - system I - contains 64 units ^
the other window - system II - contains 128 units ®
further agree that the two windows are applied to
same text string no further apart, than we can expect
tical structure or bonding between the words in each section
be roughly the same.
IF the units are distributed at random, then by the same token
the information in system I (the shorter window)bit (2 in power 6 equals 64) and in system II (the longer window
the information is 7 bit (2 in power 7 equals 128).
But by the definition of information and redundancy in the Infor
mation Theory (chapter 1) then, if system II is ^
information, then it is the lower on redundancy, or 
way; If system II is the higher on information, _
the higher on redundancy and structure. From s »
everything else equal - the shorter window shou g 
measure of structure.
You will probably want to interrupt m. her. •"** •^***’, 
argument above9 that the whole point ai the etr ng.
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te>it strings is, that the units are NOT distributed at random, 
and this is of course true. However, by using the same text 
string in this mental experiment, we can assume that the distri
bution of units (words) in the two systems - random or not - is
the same.
This has important implications, both for our analysis in the 
past and for our future search for structures. When compared
«structure - as well as vocabulary - in chapter 5 by fitting a
Straight line to the qraphical representation of the vocabulary 
oi strinqs in a double logartihmic coordinate system, we made 
cure that the text strinqs were of equal length, and we picked 
the lenqth of 100 words as a practical compromise. If we had not 
measured on strinqs of equal length, the shorter strinqs would
register as having a higher degree of structure - other parame
ters being equal.
We thus ilnd ourselves in the same difficult situation as when we 
compared vocabulary of different categoriess we can only legi 
tamatelv compare power spectra if the spectra are based on ana
lysis with the same size window. Now as then, this does not po 
anv problem when we are dealing with ’adult’ strings. But if we 
want to campare the spectra of ’child’ strings with those of 
’adult’ strings. it means, that either we compare short adult 
strings with normal length ’child’ strings - which is not real 
S t ic  for the ’adult’ strings - or we compare the very few long 
’child’ .trings of chapter 4 with normal size ’adult strings 
w^th by ihe s L e  token is not realistic for the ’child’ strings.
As stated above. the absolute minimum of the measuring window is 
64 and the upper limit is somewhere around 2U0 words. Within 
tLsriimits 1 shall now trv to establish if there is an optimal 
size window, tly line of action shall be that of ">ak»ng spectra 
as many of the te»t samples in chapter 4 as possible, •̂''st with 
a measurino window of 64. then with a window of ‘^8 and finally 
with a window of 256. I have picked these
are powers of 2 within the acceptable upper .established in chapter 10. The Importance of the window si
b e in g  a p ow er o f  tw o  h a s  t o  do  w it h  my u s e  o a in  th e s e
check  t h e  r e s u l t s  fro m  th e  t im e  s e r i e s  t r a n s fo r m  u se d  in  th e s e
analyses as explained more fully in chapters 7 and lo.
All the 22 adult text strings in chapter 4 are
proyide reference field plus a window o . ^ . .trnos Of the
ively. The problem arises with the long
childrens text samples in chapter 4, 2 pi iie «-he mini-enough to proyide the necessary «-«Terence field PLUS the mini
mum window of 64 wordsi 13 samples were long 
reference field plus a window of 128, but only * long enough to participate in the analysis with a window of
I shall now make three analyses which differ the size °T ^the
measuring window and the number of par ic P* ® . „indow ofonly. The first analysis is performed with
64 words on 25 child strings and 2 2 fdult string , adultwith a window of 128 words on 13 «^ild strings and 2. adult 
strings and the last with a window of 256 words on 5 child 
strings and 22 adult strings. In this «ay we shall have 
text samples in chapter 4 - 4 7  spectra obtained with 
measuring window, 35 spectra obtained with 
27 spectra resulting from an analysis wi

were
256.

a 64 word 
128 word window and 
256 word window.
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These three groups shall be kept strictly separate. One feature 
which we, according to the considerations above, would expect 
these three analyses to confirm, is that the shorter the strings 
are, the higher the level of structure, i.e. the power spectra 
resulting from the analyses with a 64 word window should give a 
higher overall structure than the spectra resulting from the 1^8 
word window, which again should give higher structure levels than 
the analyses based on a 256 word window
We are now in danger of becoming confused about the terminology 
since each collection of spectra obtained with windows of 64, 1^8
and 256 constitute a group, which again can be divided into 
subgroups; Adults, children, which in turn divide into sub-sub- 
qroups; children * younger children + older children, and adults 
= scientists + newspapers + childrens books.
For the sake of claritv I shall hereafter call a collection of 
spectra obtained with one particular window size for a window 
arou^. .nd . grouo like that oi eclentiste I shall caU a cate- 
aorv. Thus the 'window-qroup 64’ is the collection o+ all th 
ipectra obtained with a measurinq window o+ 64 words, and the 
cateaorv ’scientists’ is the collection ot spectra based on the 
teKt samples written bv scientists. Thus. the f
comprises the cateqories: ’scientists’, ’newspapers , childre 
b o o L ’. ’vounq children’ and ’old children each based ^
strinq analyses with a 64 word window. Bv the same token 
qrouo 128’ comprises the same cateqories as window qroup 64 but 
?hr te^t strinqs in each category have ot course been analysed
with a window of 128 words.
Again tor reasons ot clarity and organisation. ‘"^‘^‘^her
spectra have been moved to the appendix ®With their respective numerical read-outs. Included in this chap 
ter are only t L  average power spectra from each window-group and
the statistical considerations.
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AVR stands ot course for ’average’. The next flroup of ^
numerals are a ’lOW’ and a number. th^^ .. . ,
from this number we have the total of th. «hiCh thi.
average is based on. Thus ’ 10W650’ would '■number of words which have gone into the making ‘his ..r. ...... ,|
would have been 650 minus 10 words equal o ndow-orouo 64.
was an average for one of the categories in the
it would indicate, that 10 spectra each based “^^ed!
words had contributed to **ay®because of the waybut it has been necessarv to do it this way oec averaged
the average power spectra have been frequency
spectra are not just simple means of , „-ct-ra*point, but are WEI6HTED MEANS of the individual spectra.
If we have an averaged power spectrum based on *"
windows and we want to find the average windows we can
another average power spectrum based on on v • spec-
not iust add the powers in each frequency point of 
tra and divide by Lo. This would give the ^*“ 2e ,ust
windows far more significance than it is en i the'10 windowweigh the power, so that the numerical values J h e  10 w^ndo 
spectrum count 10/12th of each average and the 2 window aver g
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counts 2/12th of the average.
Particularly when we calculate the adult average spectra this 
becomes important since newspapers have only 5 text samples = 5
windows and scientists have 9 text samples = 9 windows. If we 
calculated the average power spectrum of these two cateoories, 
newspapers and scientists, by simply adding and dividina bv 2, 
the ’‘average’’ spectrum obtained in this wav would put far too 
great an emphasis on the features of ’newspaper language”.
As an example, I shall go through the averaging of the adult text 
c;trinq=̂  to explain how this is done: We have three categories of 
adult^writers: 'SCIENTISTS”, 'NEWSPAPERS” and ’CHILDRENS” BOOKS”. 
For each of these three categories we have obtained an averaoe 
spectrum as seen on the following 8 pages. To compare these three 
categories with the power spectra based on childrens 
strings it would be convenient to create a ^'ADULTS'. To calculate this power spectrum called ADULIS i 

a«=̂ follows: The average spectrum marked 'SCIENflSTS” is
from 9 windows. The average spectrum of ”NEWSPAPERS” is 
from 5 windows and the average spectrum of 'CHILDRENS

proceed 
a'-'er aged
BOOKS” is based on 8 windows. This gives a total of windows. 
To this total the scientists contributed 9 windows and thus the 
power in each frequency point of the average scientist spectrum 
should contribute with a factor of 9/22 to the average adult 
-.p^ctrum. As newspapers and childrens books contributed with 5

- the power in each frequency point
multiplied by a factor of 5/22 and 
are added to make up one frequency 
ADULTS'.

and 8 windows respectively, 
must for the same reason be 
8/22 respectively before they 
point in the spectrum marked
STATISTICS of the averaged power spectra:

The statistics printed on each 
chapter 9. but for convenience 
stands for Mean Power Density and is the 
each frequency point divided by the number 
usual chi square and is included here 
measure of the variance (the variance 
thus does not depend on the size 
standard deviation i.e. the not 
and it is used together with the 
calculate the upper and lower 957.

power spectrum were e^^plained 
I shall give a short summary:

sum of the powers in 
of points. CHI2 is the 

because it is a NORMALISED 
divided bv the mean) and 

of the MPD. SDEV is the usual 
normalised measure of variance 
number of degrees of fre 
confidence limits.

spectra which

of
children' 

of 'adults’

On the following pages I shall present the ^
averaged from each of the 5 categories: r»« h
children”, 'scientists', 'newspapers’ and childrens 
After these spectra I shall present: average
drens power spectra (weighted average o young 
'old children' average spectra). 2) the average 
spectra (weighted average of 'scientist , newspape 
drens books'). 3) average of all spectra.
On the basis of the spectra within each
128 and 256, I shall test with the K r u s k a l ~Wal1is other:
sis of variance the following
'young children', 'old children', 'all the'
'newspapers'. 'childrens books' and 'adults . ° «nouah to
difference between these categories is signi can , 
suggest that they are indeed drawn from different populations.
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Î UR, 10U850FF :Y0UNGCHILD 
BUERftGED POWER SPECTRUn

nPD = 19.76 
CHJ2= 185.40 
SDEU= 10.70

DEGR OF FREED = 26 
UPPER CONF Lin= 22.93 
LOWER CONF Lin= 16.58

nro u m *  » . n  cohf Lin 
nra Louct «.ss cohf Lin

FKajCHCY

Av'F , ̂ ;:)Wê OFF: VOUI'JGCHILD POWER DENSIT Y IN FREQUENCY POItTTS

FREQ: POWER: FREQ: POWER: FREQ: POWER: FREQ:

0 . 0 3 1 2 5 . 6 0 . 0 4 7 1 3 . 9 0 .  0 6 3 2 9 . 8 0 .  0 7 8

0 .  1 0 9 1 1 . 9 0 .  1 2 5 1 5 . 5 0 .  1 4 1 1 8 . 3 0 .  1 5 6

0 .  1 8 8 1 4 . 6 0 . 2 0 3 1 8 . 6 0 . 2 1 9 1 9 . 6 0 . 2 3 4

0 .  2 6 6 1 3 . 8 0 .  2 8 1 OX.X O • X. 0 . 2 9 7 1 4 . 4 0 . 3 1 3

0 . 3 4 4 1 2 . 8 0 . 3 5 9 1 4 . 2 0 . 3 7 5 1 5 . 9 0 . 3 9 1

0 . 4 2 2 1 4 . 4 0 .  4 3 8 1 6 . 6 0 . 4 5 3 1 9 . 9 0 . 4 6 9

0 . 5 0 0 7 3 .  1

FRED:
0.000
0 . 0 1 6  
0 . 0 9 4  
0.  172 
0. 250  
0 . 3 2 8  
0 . 4 0 6  
0 .4 8 4

MEAN POWER DENSITY: 19.76
degrees of FREEDOh = 26
CHISQUARE * 185.40
ST. DEVIATION = 10.70
MPD UPPER 0.95 CONF LIMIT = 22.93
MPD LOWER 0.95 CONF LIMIT = 16.58
NUMBER OF SPECTRAL POINTS ABOVE UPPER LIMIT:
number of SPECTRAL POINTS BELOW LOWER LIMIT:
total number of significant SPECTRAL POINTS:

Pigure 11.1 Average Power Spectrum 'Young Children', W « 64.
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.AUR, J0U1777FF :OLDCHJLD 
^UERBGED POUER SPECTRUn

nPD = 20.15 
CHJ2= 14^.90 SDEU= 9.55

DEGR OF FREED = 24 
UPPER CONF Ljn= 23.00 
LOWER CONF LII1= 17.31

$ T

3--

rOUfK * iB « -J « • !■ ■ • .. .

t .
fn n r o  U P fE R  B . S 5 tX N r  L j n  

n r o  LOUER 0.35 CONF L j n

I •>: ‘ ‘ -0 ‘j’

0 .0 e . i 0.2 0.3 1.4 o . s H tE B U E N C r
■ ■ 'i ■

i 4

AVR, 10W777FF:0LDCHILD POWER DENSITY IN FREQUENCY POINTS:
FREO:
0.000 
0.016 
0.094 
0.172 
0.250 
0.328 
0.406 
0.484
mean power DENSITY: 20.15 
degrees OF FREEDOM = 24 
CHISOUARE = 144.90
ST.DEVIATION * 9.55
MPD UPPER 0.95 CONF LIMIT « 23.00 
MPD LOWER 0.95 CONF LIMIT * 17.31 
Ml SPECTRAL POINTS ABOVE UPPER LIMIT:

SPECTRAL POINTS BELOW LOWER LIMIT:•DTAL NUMBER OF SIGNIFICANT SPECTRAL POINTS:

■ j. . :•.• !. •••

POWER:
11.0 FREQ: POWER: FREQ: POWER: FREQ: POWER: FREQ: POWER: • V ’«J• •. F < i- .V . • •• • j" c*- , ' ' *1. ■ -1 U i • . • 'i18.5 0.031 16.6 0.047 20. 1 0.063 25.4 0.078 20.3 ■"■tf yW 

■ :
15. 1 0. 109 19.8 0. 125 18.0 0. 141 18.9 0. 156 9.8
17.9 0. 188 20.2 0. 203 21.2 0.219 15.6 0.234 18.0
13.6 0.266 10.7 0.281 24.7 0.297 15.7 0.313 27.6 •' ■4. ;• ; - 'V
14.3 0.344 23.7 0.359 21.1 0. 375 22. 1 0.391 15.7
19.3
21.0 0.422 

0. 500
21.6
67.2

0.438 17. 1 0.453 15.0 0.469 28.4 , ; ♦ '4.- .• '■••V • i
* t

Fioure 11.2 Average Power Spectrum 'Old Children’. W * 64.
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^UR,10U585FF:SCJENTJSTS 
f=»UERRGED POWER SPECTRUn

nPD = 19.92 CHJ2= 153.36 
SDEU=̂  9.77

DEGR OF FREED = 18 
UPPER CONF Lin= 22.87 
LOWER CONF Lin= 16.97

AVR. 1 0 W 5 8 5 F F:SCIENTISTS POWER DENSITY IN FREQUENCY POINTS:
POWER; FREQ* POWER: FREQ* POWER: FREQ: POWER:
16.3
20.8 0.031 20.3 0.047 10.6 0.063 15.9
14.3 0. 109 18.2 0. 125 13.5 0. 141 21.1
13.8 0. 188 18.4 0.203 12.6 0.219 16.4
18. 1 0.266 11.9 0.281 28.8 0.297 17.9
21.7 0.344 22.2 0.359 16.4 0.375 16.8
17. 1 0.422 23.6 0.438 13.2 0.453 20.4
15.5 0.500 66. 5

0.000 
0.016 
0.094 
0.172 
0.250 
0.328 
0.406 
0.484
MEAN POWER DENSITY* 19.92
degrees of freedom = 18
CHI SQUARE e 153.36
ST.DEVIATION * 9.77
MPD upper 0.95 CONF LIMIT * 22.87
MPD lower 0.95 CONF LIMIT = 16.97
number of spectral po i n t s above upper LIMIT*
number of spectral po i n t s below lower l i m i t* 
total number of significant spectral p o i n t s*

> ■/ <•»

* I .

‘*1.  •  I .  *  . •  ■
X .

> -  .

i 4

• • ••

FREQ: POWER;
0.078 18.6
0.156 26.6
0.234 15.5
0.313 14.2
0.391 27.9
0.469 32.3

* ’ • ■ -1 .• -V .. - ■• • A : •*••• ... •'•'f / r *• ■I • ..
; A,. . ‘'‘ -..••J-. 1  ‘ . ’f  t. . • . . . . 1

. V'V. A ,1|
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.'l A A h v A J
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Figure 11.3 Average Power Spectrum ’Sclentiet«', W * 64.
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f̂ UR, 10W330FF jPFiPERS 
WERPGED POWER SPECTRUH

nPD = 21.63 
CHJ2= 182.85 
SDEU= 11.12

DEGR OF FREED = 10 
UPPER CONF Lin= 25.14 
LOWER CONF LI 11= 18. 13

•>OUEK *

n r o  u r f£ P »  » . a s  com f  l j h  
n r o  LOUER ■ ,9 s  c o w  L i n

a.B a.3 a.3 a.R a. 3 FaceuENCY

AVR, 10W330FF;PAPERS POWER DENSITY IN FREQUENCY POINTS:
POWER: 
8.À 
18.7 
17.6 
12.3

FREQ: POWER: FREQ: POWER: FREQ: POWER: FREQ: POWER
0.031 15.1 0.047 15.9 0.063 12.8 0.078 12.9
0. 109 17.2 0.125 14.0 0. 141 17.0 0. 156 15.8
0. 188 26.7 0.203 25. 1 0.219 20.6 0.234 17.3
0. 266 xO • X. 0.281 12.5 0.297 21.2 0.313 29.3
0.344 14.6 0.359 22.3 0.375 28. 1 0.391 15.0
0.422 16. 1 0.438 22.4 0.453 42.0 0.469 29.2
0. 500 55.2

0.000 
0.016 
0.094 
0.172 
0.250 
0.328 
0.406 
0.484
mean power DENSITY* 21.63
degrees of freedom = 10
CHI SQUARE * 182.85
ST.DEVIATION * 11.12
MPD upper 0.95 CONF LIMIT * 25.14
MPD LOWER 0.95 CONF LIMIT * 18.13
number of spectral p o i n t s above upper LIMIT*
number of spectral p o i n t s below lower LIMIT* 
total number of si gnificant spectral p o i n t s*

* ' •  1

* . li.* . • I •

'• i;.". ; :* J;-*

'b

rv' - i'..' *:v:’ ■
I  «

I •/ .»• R- •I -  J.i

• ‘ .f; i •
Tvi'. i

• ' ."J 'L* • . .•Ivh .. ..
••• Vi

A
' **• . # • »  - .  A I« • ■ . «'1

• <1'••rV V, ('.• ■,If.'* . R.“ ■

f,'' I
' f‘ ' t , * ‘ •'* ’*, **. '

» ' J. -i.- . K’ I/-. .-I
IfV- '

' ‘ -I I * I • ' » ' \ • 'il'.'p I ‘ ' ’ A

Figure 11.4 Average Power Spectrum ’New«paper«% W * 64. • •• • r,* I • i I ,1
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f̂ UR, 10U521FF iCHBOOKS 
eUER/^GED POUER SPECTRUfl

nPD = 19.81 
CHJ2= 156.12 
SDEU= 9.83

DEGR OF FREED = 16 
UPPER CONF Lin= 22.80 
LOWER CONF Ljn= 1 6 .8 2

nro laTER u.as aour L j n  
n p o  L O U E R  a .  5 5  u m r  L j n

FREaUENCY

AVR, 3 0W 521F F : CHBOOKS

FREO; 
0.000 
0.016 
0.094 
0.172 
0.250

POWER DENSITY IN FREQUENCY POINTS:

0.328
0.406
0.484
MEAN POWER DENSITY* 19.81
degrees of FREEDOM » 16
CHISDUARE = 156.12
ST.DEVIATION * 9.83
MPD UPPER 0.95 CONF LIMIT * 22.80
MPD lower 0.95 CONF LIMIT = 16.82
number of spectral POINTS ABOVE UPPER LIMIT*
number of spectral POINTS BELOW LOWER LIMIT*
total number of significant SPECTRAL POINTS*

• ‘ ii, I . T I• .V :• •• ■ I
/ ̂ ••

-I.-.

’ l-j’ '’ : ‘ . ' *

« •

• .  ̂ ■’ I '

. I-,, • ' •< *

POWER: FREQ: POWER: FREQ: POWER* FREQ: POWER: FREQ: POWER
19.0
23.4 0.031 20.5 0.047 29.0 0.063 14.2 0.078 24.2
16.5 0. 109 16.3 0. 125 17.2 0. 141 29.3 0. 156 20.3
16.5 0. 188 8.4 0.203 15.0 0.219 9.6 0.234 21.3
17.0 0.266 11.3 0.281 15.7 0.297 17.3 0.313 6.8
18.4 0.344 10.6 0.359 13.9 0.375 25.2 0.391 23. 1
10.0 0.422 36.6 0.438 22.6 0.453 18.2 0. 469 35.8
12.8 0.500 57.6

• ■ ' • I*.  ̂ '•. • I • 4 ji . - • * • i -

1, ‘ii j “* * ■ '  ̂I.  • J " '  ‘ ^  •  I«• I . * •'I
, 4. . '■

■/. .*•. -.J
. .vj. I ’ • i i. •: .i . ' 1
. ̂ . i : •' ;' . ! fV . 'i • '

ft ' ' : . . ft.^1 • . . • •

Figure 11.5 Average Power Spectrum 'Children*^ Books^f W * 64.
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fiUR, J0U1618FF:CHILDREN 
AUERfiGED POWER SPECTRUM

MPD = 19.95 CHJ2= 155.29 
SDEU= 9.84

DEGR OF FREED = 50 
UPPER CONF LIM= 22.85 
LOWER CONF L1M= 17.04

i m i t  a . s s  c o w  L i n  
LOMCR » . 3 9  CONF L IH

rKocicr

AVF̂•, lOmolBFF: CHILDREN POWER DENSITY IN FREQUENCY POINTS;
POWER: FREQ: POWER: FREQ: POWER: FREQ: POWER:
11.6
18.5 0.031 21.3 0.047 16.9 0.063 27.7
15.3 0. 109 15.7 0. 125 16.7 0. 141 18.6
24.2 0. 188 17.3 0.203 19.8 0.219 17.7
16.5 0.266 12.3 0.281 25.5 0.297 15.0
16.0 0.344 18.0 0.359 17.5 0.375 18.8
19.2 0.422 17.8 0.438 16.8 0.453 17.5
19.7 0.500 70.3

0.000 
0.016 
0.094 
0.172 
0.250 
0.328 
0.406 
0.484
MEAN POWER DENSITY: 19.95
degrees of freedom = 40
CHI SQUARE = 155.29
ST.DEVIATION = 9.84
MPD upper 0.95 CONF LIMIT = 22.83
MF’D lower 0.95 CONF LIMIT = 17.06
number of spectral po in ts above up pe r LIMIT:
number of spectral p o i n t s below lower LIMIT: 
total number of BIBNIFICANT s p ec tr al POINTS:

I  • V • • ...

• j; :T . * • •*• ’**,/

I «

FREQ: POWER!
0.078 
O. 156 
0.234 
0.313 0.391 
0.469

.it,;«, .-. ^

. * yT..*':- F. “ . • • .... i
■:r r i f- . '. i xt.. ... : • •
. .'t. J u. ' ' . ■•/ •I.. ». • • ,1> 4 ' r -• Jr

4> *• . . 1̂
•• .' • k.'« • 7» •/ •. ^

,  ’ • v . l f . '»  4 . ' ’  '  .  •

, V»*.*’ *

*' f , i < .1. . 1 1 « ■
'.! -'i. ^  ■]

- H - 'i' '*4 ■ ''. 1« < j .1. , ' I • ̂ ,
i, •••. .• 'F '
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Figure 11.6 Average Power Spectrun: 'All Children'» W * 64.
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f̂ UR, 10U14I8FF :(=iDULTS 
f^UERRGED POWER SPECTRUn

nPD = 20.27 CHJ2= 110.99 
SDEU= 8.39

DEGR OF FREED = 44 
UPPER CONF Lin= 22.75 
LOWER CONF Lin= 17.79

npc UPfER B.35 Ci»NF Ljn 
npo LOucR 0.3S cxinr Ljn

FREOUENCY

■;'* • ’‘1
iiH- - ;* ' ■• > ■ H, . , - •  « .iljc 

I' ’- I
• A. •

« •
. I . • h .

j; .;:.; : * -• v
I.t ••

■ ■ - • ■ . 'k • •.
■ 1: :-; 1̂

.  ».

AVR, 30W1 418FF:ADULTS POWER DENSITY IN FREQUENCY POINTS:

0.000 
0.016 
0.094 
0.172 
0.250 
0.328 
0.406 
0.484
MEAN POWER DENSITY: 20.27
degrees of freedom = 40
CHISQUARE e 110.99
ST. DEVIATION = B.39
MPD UPPER 0.95 CONF LIMIT * 22.73
MPD lower 0.95 CONF LIMIT - 17.81
number of spectral POINTS ABOVE UPPER LIMIT:
number of spectral POINTS BELOW LOWER LIMIT:
total number OF SIGNIFICANT SPECTRAL POINTS:

Figure 11.7 Average Power Spectrum 'All Adults', W * 64,

POWER:
15.5

FREQ: POWER: FREQ: POWER; FREQ; POWER; FREQ: POWER: ■ J
.  ■ 1 V>.

21.3 0.031 19.2 0.047 18.5 0.063 14.6 0.078 19.3 .  .  •. .

15.9 0. 109 17.3 0. 125 15.0 0. 141 23.2 0. 156 21.8 • -* •

14.4 0. 188 16.7 0.203 16.3 0.219 14.9 0.234 18.0 , V ■> »I.
16.6 0.266 14.9 0.281 20.3 0.297 18.4 0.313 15. 0 » * ■ *' *.
22.4 0.344 16.3 0.359 16.8 0.375 22.4 0.391 23.2 4 • ’* .* ̂ • •
13.8
23.6

0.422
0.500

26.6
60.7

0.438 18.7 0.453 24.5 0.469 32.9

. t ■. ■ i . •* .
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fiUR, 10U1 4 1 8FF :f̂ DULTS 
f̂ U£R/̂ 6ED POWER SPECTRUn

nPD = 2 0 . 2 7  
CHJ2= 110.99 
SDEU= 8 . 3 9

DE6R OF FREED = 44 
UPPER CONF Lin= 22.75 
LOWER CONF Lin= 17.79

ppc UPTEH B.35 crmr tjn nro LlMEIi B.9S U»4F Ljn

FREOUCNCY

AVR, lOWl 418FF:ADULTS POWER DENSITY IN FREQUENCY POINTS:
POWER: FREQ: POWER: FREQ: POWER: FREQ: POWER: FREQ: POWER
15.5
21.3 0.031 19.2 0.047 18.5 0.063 14.6 0.078 19.3
15.9 0. 109 17.3 0. 125 15.0 0. 141 23.2 0. 156 21.8
14.4 0. 188 16.7 0.203 16.3 0.219 14.9 0.234 18.0
16.6 0.266 14.9 0.281 20.3 0.297 18.4 0.313 15.0
22.4 0.344 16.3 0.359 16.8 0.375 22.4 0.391 23.2
13.8
23.6

0.422
0.500

26.6
60.7

0.438 18.7 0.453 24.5 0.469 32.9

0.000 
0.016 
0.094 
0.172 
0.250 
0.328 
0.406 
0.484
MEAN POWER DENSITY: 20.27
degrees of freedom * 40
CHI SQUARE * 110.99
ST. DEVIATION = 8.39
MPD UPPER 0.95 CONF LIMIT * 22.73
MPD LOWER 0.95 CONF LIMIT * 17.81
number of SPECTRAL POINTS ABOVE UPPER LIMIT:
number of spectral POINTS BELOW LOWER LIMIT:
total number of s i g n i f i c a n t spectral POINTS:

Figure 11.7 Average Power Spectrum 'All Adults’  ̂ W * 64.
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RUR,J0U2699FF:BLL64 
<^UERBGED POWER SPECTRUfl

nPD = 20.11 
CHI 2= 118.62 
SDEO= 8.66

DEGR OF FREED = 84 
UPPER CONF Lin= 2 2 . 8 1  
LOWER CONF Un= 17.69

rrc UPPER «.as cof<F tin 
ppo LoucR e .33  u w r  L jn

FR E aU E N C r

AVR. 10W269‘=?FF: ALL64
FREQ: 
0.000 
0.016 
0.094 
0.172 
0.250 
0.328 
0.406 
0.484

POWER; 
14. 1

FREQ; POWER; FREQ;
20.7 0.031 18.9 0.047
15.3 0. 109 17. 1 0. 125
19.2 0. 188 18. 0 0.203
17.0 0.266 13.5 0.281
18.4 0.344 17.6 0.359
16.4 0.422 21.9 0.438
23.4 0.500 65.0

POWER DENSITY IN FREQUENCY POINTS;
OWERi FREQ; POWER;
17.6 0.063 20.3
15.8 0.141 20.2
16.9 0.219 15.8
23.8 0.297 16.6
17.3 0.375 21.8
19.3 0.453 21.6

MEAN POWER DENSITY; 20.11
degrees of FREEDOM «120
CHISQUARE = 118.62
ST.DEVIATION « 8.66
MPD upper 0.95 CONF LIMIT * 22.75
MPD LOWER 0.95 CONF LIMIT - 17.75
number of SPECTRAL POINTS ABOVE UPPER LIMIT;
number of SPECTRAL POINTS BELOW LOWER LIMIT;
total NUMBER OF SIGNIFICANT SPECTRAL POINTS;

FREQ; POWER!
0.078 18.2
0.156 17.0
0.234 17.6
0.313 21.3
0.391 20.0
0.469 30-6

Figure 11.8 Average Power Spectrum ’All Window-Group 64’.
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Statistical evaluations in window-group 64.
In chapter 10 we -found, on the basis o-f theoretical considera
tions and on the basis of number of significant spectral points, 
that if we wanted our spectral analysis to provide a 95% confi
dence level, this size of window was the minimum necessary.
However, having established a means of analysis which is 95*/. 
“■safe” we may still not be able to ’pick up’ any particular 
features from our text strings in chapter 4. In chapter 10 I 
explained how ’entangled’ were the different initial parameters 
which this method of analysis is based on, The size of the

• • •. • \  •
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CATEGORY: N MPD S.D.
vouno children 13 19.76 2.74
old children 12 20. 15 2.42
scienti sts 9 19.92 3.83
newspapers 5 21.63 1.99
ch.books 8 19.81 1.68
all children 25 19.95 2.77
all adults 22 20.27 2.80

Table 11.9 Number of samples. Mean Power Density and Standard 
Deviation for each category in window-group 64.

measuring window is not only related to the statistical signifi 
cance of the power in each frequency point, but is related to the 
stability of the structures, the so called ’stationaritv . One 
reason for choosing a very small, but statistically significant, 
window, was that with a small window we would counteract the lack 
of stationarity in the overall spectrum. This however, could V 
be done on the expence of sensitivity, particularly the sensiti 
vity in the low-frequency bands of the spectrum.
Table 11.9 
category of 
adding the MPD’s

gives the mean of the Mean Power Density for each 
window—group 64. The mean is the simple mean found by

<see appendix to this chapter).
o-f the individual spectra within each category

Confirming our findings of chapter 5 we find here that with 
progressivelV younger writers, the MPD decreasesi adults have a 
higher mean MPD than ’older children’, which again has a higher 
MPD than ’younger children’, even though the difference is small
To evaluate the significance of these findings, the distribution 
of the values of MPD between any two categories was measured with 
the Kruskal-Wallis one-way analysis of variance. The ^
values from this test can be found in table 11.10 and gave that 
no two categories are significantly (95%) different and that, as 
far as the Mean Power Density is concerned, there is no reason to 
suggest that the categories in window-group 64 are drawn from 
different populations. Even between the two categories ’young 
children’ and ’newpapers’ which show the greatest difference in 
MPD, this difference is only significant on a 20% level.
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mean power densitv above, still does not sugaest 
categories are drawn from different populations.

that these

chi 1dv

chi 1dv 
chi 1 do
chiIdren 
scientists 
papers 
chbooks

sci ent papers chbooks

0. 19 0.41 1.34
0.85 0.01 0.05

0. U6 0. 09 0. 40
— 0.54 0.33

— 0. 00

Table 11.i: H-values from Kruskal-Wal1is one-way 
test of variance based on analysis of 
CHI2 over 64 words.

. .t i'v" . . ■ ■ '•• "à **' *
■\l li. •

The probabilit 
fi canti V differ 
as above with 
The ’’raw'’ H-val 
gave that no t 
that, based on 
is no reason t 
are drawn from

y that these values represented populations signi- 
ent from each other were evaluated in the same wav 
the Kruskal-Wal1is one-wav analysis of variance, 
ues from this test can be found in table 11.12 and 
wo categories are significantly <5'/.) different and 
evaluation of the normalised variance CHI2, there 

o suggest that the categories in window-group 64 
different populations.

As above, the greatest difference is between ’’young children" and 
" newspapers' , but even so, there is no more than a 5U*/. chance 
that these two cateoories are drawn from different populations-

correlati on 
correi ati on

FinalIv the correlations between aoe and MPD, and age and CHI2 of 
the 25 children were measured. The correlation coefficient <MPD) 
came to —0.00203 and thus shows that there i s no 
between age and structure in this window—group. 
coefficient (CHI2) was -0.1033 which is not significant, but for 
a sample of 12 can be said with some justification to indicate a 
tendency. Thus, the variance of the distribution of powers in the 
freguency points of the power spectra tend to be reciproca y 
related to the age of the writer, indicating that children have 
less, adults more variation in their spectra.
Although we have found some subtle features with a measuring 
window of 64 words, none of these features have been significant 
and none indicated a significant difference in structure between 
children and adults. This is clearly disappointing.
There are at least 2 reasons why this could be so. 1) A measuring 
window of 64 words is too short or too long. 2) There 
significant difference in the amount of structure in the di e 
rent categories of text strings in chapter 4, particularly be
tween children and adults.
To evaluate the first, possibility, we shall proceed to the 
window—group, that of a measuring window of 120 words.

next
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6UR,10W393FF :YOUNGCHILD 
RUERRGED POWER SPECTRUH

nPD = 18. I P  

CHJ2= 155.74 
SDEU= 9.40

DEGR OF FREED = 12 
UPPER CONF Lin= 21.09 LOWER CONF Lin= 15.25

nrp UPPER «.as cot«r LjttnPD LOUER ».as CORF Ljn

FREOUCNCr

Î88 ti > ' *1fi

• 1'̂ *,l '-î'“ ■■•. I Ij ;’l •, i • . .
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AVR, 10W393FF:Y0UN6CH1LD

0.000 
0.016 
0.094 
0.172 
0.250 
0.328 
0.406 
0.484

POWER: FREQ: POWER: FREQ: POWER13.2
21.7 0.031 8.4 0.047 4.57.2 0. 109 11.0 0.125 11.727.4 0. 188 25. 1 0.203 7.527.2 0.266 11.6 0.281 21.218.3 0.344 11.7 0.359 25. 114.8 0.422 9. 1 0.438 18.348.1 0.500 33.7

POWER DENSITY IN FREQUENCY POINTS:
FREQ: POWER:
0.063 16.0
0.141 13.9
0.219 13.4
0.297 11.2
0.375 15.5
0.453 21.0

mean POWER DENSITY: 18.17
degrees of freedom « 12
CHI SQUARE * 155.74
ST.DEVIATION = 9.40
MPD upper 0.95 CONF LIMIT * 21.09
niim CONF LIMIT « 15.25SPECTRAL POINTS ABOVE UPPER LIMIT: 

SPECTRAL POINTS BELOW LOWER LIMIT: ufAL NUMBER OF SIGNIFICANT SPECTRAL POINTS:

Fi aure 11.13 Averaae Power Spectrum 'Young Children', W 128.

FREQ: POWER:
0.078 8.9
0.156 17.3
0.234 17.7
0.313 26.0
0.391 28.4
0.469 33.5
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BUR,10U1291FF:OLDERCHILD 
BUERBGED POulER SPECTRUn

nPD = 18.02
CHJ2= 57.49 
SDEU= 5.69

DEGR OF FREED = 40 
UPPER CONF Ljn= 19.70 
LOUER CONF Lin= 16.34

7 'X::: ^  iSCiil SJi HR

B.O ■  . J ■ .3 0.3 0 . 4 0 . 5  F K a U C N C r

AUR, 1UW1291FF:OLDERCHILD POWER DENSITY IN FREQUENCY POINTS!
FREQ;
0.000 
0.016 
0.094 
0.172 
0.250 
0.328 
0.406 
0.484
MEAN POWER DENSITY« IB. 02 
degrees of FREEDOM = 40 
CHISQUARE = 57 .49
ST.DEVIATION * 5 .69
MFD UPPER 0 .9 5  CONF LIMIT = 19 .69  
MPD LOWER 0 .9 5  CONF LIMIT « 16 .35  
number OF SPECTRAL POINTS ABOVE UPPER LIMIT« 
number of SPECTRAL POINTS BELOW LOWER LIMIT« 
total number of SIGNIFICANT SPECTRAL POINTS«

POWER: FREQ« POWER« FREQ: POWER: FREQ:
9.4
16.8 0.031 13. 1 0.047 15. 1 0.063
15.3 0. 109 17.6 0. 125 12.6 0. 141
13.9 0. 188 16.4 0.203 16.5 0.219
16.7 0.266 13.2 0.281 20. 1 0.297
12.2 0.344 21.2 0.359 20.3 0.375
15.8 0.422 23.3 0.438 29. 1 0.453
30.9 0.500 33.9

A M. ••
« •

I  ̂..

t •«

I * fc * 1 • • 4 4

I 4

'■ f.
• ’• ''’P

FREQ« POWER!
0.078 15.5
0.156 12.8
0.234 13.5
0.313 22.1
0.391 13.1
0.469 21.5
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Figure 11.14 Average Power Spectrum ’Old Children’, W » 128. ■■ ■ v:'b:/M
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fìUR, 10UI1161FF :SCJENT1STS 
f̂ UERl̂ GED POUER SPECTRUn

nPD = J7.77 DEGR OF FREED = 36
CM12= 36.64 UPPER CONF Lin= J9.10
SDEU= 4.51 LOWER CONF Liri= 16.43

RFB W  l:ii mi biR
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AV.'R, lOWl 161FF: SCIENTISTS POWER DENSITY IN FREQUENCY POINTS:
FREQ: POWER:POWER: FREQ; POWER: FREQ: POWER:

15.9
19.7 0.031 18.7 0.047 15.0
16.9 0. 109 8.9 0. 125 9.3
14.7 0. 188 20.0 0.203 13.5
10.9 0.266 15.4 0.281 18.8
18.9 0.344 20.6 0.359 18.2
17.9 0.422 18.8 0.438 22.9
26.5 0.500 26.8

FREQ; 
0.000 
0.016 
0.094 
0.172 
0.250 
0.328 
0.406 
0.484
mean power DENSITY: 17.77
degrees of freedom = 40
CHI SQUARE = 36.64
ST.DEVIATION * 4.51
MPD UPPER 0.95 CONF LIMIT « 19.09
MPD lower 0.95 CONF LIMIT * 16.44
number OF SPECTRAL POINTS ABOVE UPPER LIMIT:
number of spectral POINTS BELOW LOWER LIMIT:
total NUMBER OF SIGNIFICANT SPECTRAL POINTS:

0.063 
O. 141 
0.219 
0.297 
0.375 
0.453

Figure 11.15 Average Power Spectrum ’Scienti et«*, W ■ 128.

FREQ: POWER:
0.078 15.6
0.156 20.4
0.234 14.9
0.313 11.2
0.391 18.9
0.469 25.7
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HPD = CHJ2= 
SDEU=
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ftVR,10U649FF JPftPERS 
AUERFiGED POWER SPECTRUH
17.89 DEGR OF FREED = 20
57.78 UPPER COHF Lin= 19.60
5.68 LOWER CONF Lin= 16.19

-y:,___________ A  > A A PPD UrfER a.9S UWF Ljn 
nrc U3UCR a.35 cohf ljp

t.e a.j ■.2 •.3 ■.4 a.3 FacauEHCY
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AVR, 10W649FF:PAPERS POWER DENSITY IN FREQUENCY POINTS:
POWER: FREQ: POWER: FREQ: POWER: FREQ:
11.3
17.9 0.031 22.8 0.047 7.7 0.063
12. 1 0. 109 9.6 0. 125 13.3 0. 141
17.0 0. 188 17.5 0.203 18.3 0.219
15.0 0.266 29. 1 0.281 9.0 0.297
25.6 0.344 21.5 0.359 18.4 0.375
17.8 0.422 15.2 0.438 20.2 0.453
27.8 0.500 22.7

0.000  
0.016 
0.094 
0.172 
0.250 
0.328 
0.406 
0.484
mean power DENSITY: 17.09
degrees of freedom * 20
CHI SQUARE * 57.78
ST.DEVIATION = 5.68
MPD upper 0.95 CONF LIMIT * 19.60
MPD lower 0.95 CONF LIMIT * 16.19
number of spectral p o in ts ab ov e upper LIMIT:
number of spectral p o i n t s be lo w lower LIMIT: 
total number of significant SPECTRAL POINTS:

FREQ: POWER!
0.078 17.9
0.156 16.5
0.234 18.8
0.313 12.4
0.391 20.7
0.469 17.6

Figure 11.16 Average Power Spectrum ”Newspapers'y W 128.
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f̂ UR, 10UI1033FF :CHBOOKS 
ftUERfHGED POWER SPECTRUn

nPD = 13.55 
CHI2= 108.78 
SDEU= 8.15

DEGR OF FREED = 32 
UPPER CONF Lin= 21.96 
LOWER CONF Lin= 17.14

m  uffCf̂ 0*33 coNf tjn 
rtv LOUCIt 0«35 CONF Ljn

F0C8UCHCY

■ J • ' *.* *1► .*

i •
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AVR, 10WJ033FF;CHB00KS POWER DENSITY IN FREQUENCY POINTS:
FREQ: POWER:POWER: FREQ: POWER: FREQ: POWER

20.0
21.4 0.031 21.7 0.047 12.9
18.4 0. 109 17.8 0. 125 12.7
9.9 0. 188 20.8 0.203 24.0
14.6 0.266 12.9 0.281 12.6
13.9 0.344 13.8 0.359 23.2
15.9 0.422 19.5 0.438 21.8
42.0 0.500 52.2

FRED: 
0.000 
0.016 
0.094 
0.172 
0.250 
0.328 
0.406 0.484
MEAN POWER DENSITY: 19.55
degrees of FREEDOM « 30
CHI SQUARE = 108.78
ST.DEVIATION = 8.15
MPD upper 0.95 CONF LIMIT * 21.96
MPD LOWER 0.95 CONF LIMIT « 17.14
number of spectral POINTS ABOVE UPPER LIMIT:
number of spectral p o i n t s BELOW LOWER LIMIT:
total number of si gnificant SPECTRAL POINTS:

0.063 
O. 141 
0.219 
0.297 
0.375 
0.453

FREQ: POWER
f ̂ '10.078 15.6‘-̂ -0.156 2o.6^^^ •̂̂

o. 234 17.3 •< ■’f,  ̂  ̂ ;
0.313 18.5 V ‘ ' : I
0.391 23.2 ♦ - *
0.469 17.i; ̂ *.^‘̂ V-’

Figure 11.17 Average Power Spectrum 'Children*’ Book»’, W - 128.
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fïUR, 10U1675FF :CHJLDREN 
RUERBGED POUER SPECTRUH

nPD = 18.05 
C.HJ2^ 59.10 
SDEU= 5.77

DEGR OF FREED = 52 UPPER CONF Lin= 19.76 LOWER COMF Lin= 16.35

nro urr» ».ss cchf tin LOUER ».35 CO(4f Lin

•.S FRCaUEHCY
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AVP, 10W1675FF:CHILDREN POWER DENSITY IN FREQUENCY POINTS;
FREQ: 
0.000 
0.016 
0.094 
0.172 
0.250 
0.32B 
0.406 
0.484
MEAN POWER DENSITY; 18.05
degrees of freedom = 60
CHI SQUARE = 59.10
ST.DEVIATION = 5.77
MPD upper 0.95 CONF LIMIT * 19.73
MPD LOWER 0.95 CONF LIMIT * 16.37
number of SPECTRAL POINTS ABOVE UPPER LIMIT;
number of SPECTRAL POINTS BELOW LOWER LIMIT;
total NUMBER OF SIGNIFICANT SPECTRAL POINTS;

POWER; FREQ; POWER; FREQ; POWER; FREQ; POWER; FREQ;
10.3
17.9 0.031 12.0 0.047 12.6 0.063 19.7 0.078
13.4 0. 109 16. 1 0. 125 12.4 O. 141 13.7 0. 156
17.0 0. 188 18.4 0.203 14.4 0.219 13.0 0.234
19. 1 0.266 12.9 0.281 20.3 0.297 17.9 0.313
13.6 0.344 19.0 0.359 21.4 0.375 22.5 0.391
15.6 0.422 20.0 0.438 26.6 0.453 20.9 0.469
34.9 0.500 33.9

• -■ :7' rv ;• ,..  '* '»-  *■ I d a . • ^  !..f /.L'" ■ •I V . . . .• ..•Vil i;-V

Figure 11.18 Average Power Spectrum 'All Children • W 128.
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f̂ UR, 10U2825FF :ADULTS 
AUERBGED POUER SPECTRUFI

nPD J8.44 DEGR OF FREED = 88
CHJ2= 42.71 UPPER CONF Ljn= 13.91
SDEU= 4.96 LOWER CONF LII1= 16.98

^  8:ii tiR

FRCauCNCY

I •

' . • I •.. M; : T ,i •, -V.
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AVR, 10W2825FF: ADULTS POWER DENSITY IN FREQUENCY POINTSs
FREQ;
0.000
0.016
0.094
0.172
0.250
0.328
0.406
0.484
mean power DENSITYs 18.44
degrees of freedom * 120
CHI SQUARE * 42-71
ST.DEVIATION * 4.96
MPD UPPER 0.95 CONF LIMIT * 19-87
MPD LOWER 0.95 CONF LIMIT = 17.01
number of spectral p o i n t s above UPPER LIMITI
number of spectral POINTS BELOW LOWER LIMITi
total NUMBER OF SIGNIFICANT SPECTRAL POINTSi

• * • • i- • ■ i • '

POWER:
16.3

FREQ: POWER: FREQ: POWER: FREQ: POWER: FREQ: POWER  ̂.• -L. rY ;r' - i * • *
19.9 0.031 20.7 0.047 12.6 0.063 18.4 0.078 16.1 '■’' * *
16.4 0. 109 12.3 0. 125 11.4 0. 141 15.3 0. 156 19.6 1

16.7 4-hL-..
14.2 -r.*.-, •. l| 
20.9

13.5 0. 188 19.7 0.203 18.4 0.219 15.4 0.234
13.2 0.266 17.6 0.281 14.3 0.297 18.6 0.313
18.6 0. 344 18.3 0.359 20. 1 0.375 22.4 0.391
17. 1 
32.4

0.422
0.500

18.2 
35. 1

0.438 21.9 0.453 22.2 0.469 20.7 : /-s v;^. , ♦ *1 M , • f
■ •vK’' . •

'■ • " '‘Lij
r';' i

. I'h;.
'iV-'i- - .
4 'I-'.:-'i • ..'7‘ •""

i'.J
Figure 11.19 Average Power Spectrum 'All Adults’, W * 128.
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f̂ UR, 10U14^91FF :fiLU28 
f^UERf^GED POWER SPECTRUH

nPD = J8 .30  
CHJ2= 42.53 SDEU= 4.93

DEGR OF FREED = ]40 
UPPER CONF Lin= 19.75 
LOWER CONF Lin= 16.84

rOUEF M

m  ifins 8j§ m  bid

s.a 0.] ».2 • .3 •.4 ■ .s FKcaucNcr

AVR, 10W4491FF:ALL128 POWER DENSITY IN FREQUENCY POINTS:
FREQ: POWER:POWER: FREQ: POWER: FREQ: POWER

14. 1
19.2 0. 031 17.5 0.047 12.6
15.3 0. 109 13.7 0. 125 11.8
14.8 0. 188 19.2 0.203 16.9
15.4 0. 266 15.8 0.281 16.5
16.8 0.344 18.6 0.359 20.6
16.6 0.422 18.9 0.438 23.7
33.3 0.500 34.7

0.000 
0.016 
0.094 
0.172 
0.250 
0.328 
0.406 
0.484
MEAN POWER DENSITY: 18.30
degrees OF FREEDOM = 120
CHISQUARE = 42.53
ST.DEVIATION « 4.93
MPD upper 0.95 CONF LIMIT ■= 19.72
MPD lower 0.95 CONF LIMIT * 16.87
number of spectral POINTS ABOVE UPPER LIMIT:
number of spectral POINTS BELOW LOWER LIMIT:
total number of SIGNIFICANT SPECTRAL POINTS:

0.063 
0. 141 
0.219 
0.297 
0.375 
0.453
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Statistical evaluations in window-group 128.
Table 11.21 gives the mean o-f the Mean Power Density <MPD) for 
each category of window-group 128. The mean is the simple mean 
of the MPD's of the individual spectra within each category. (In
dividual spectra can be found in the appendix to this chapter).

CATEGORY:
young children 
old children
sci enti sts 
newspapers 
ch.books
all children 
all adults

Table 11.21 Number of

N MPD S.D.
3 18. 17 1.09
10 18.02 1.31
9 17.77 1.11
5 17.89 1.61
8 19.55 1.10
13 18.05 1.22
22 18.44 1.45
, Mean Power Densi t and Standard

Deviation for each category in window-group 128.

With regard to the category of ”young children” in this window- 
group, it must be pointed out, that it is guestionable how repre
sentative this category of text strings is since the three text 
strings in this category are in fact written by the same child, 
albeit at different ages. To evaluate if these two categories do 
in fact gualify as two independent populations, they were tbsted 
with the Kruskal—Wal1is one-way analysis of variance and it was 
found that there was no indication of independence between the 
two categories. For this reason, I have combined the two groups 
into one: 'children”.
We again find, that the mean power density of children as a whole 
is slightly less than that of adults. However, if we check the 
two categories 'children” vs 'adults' with the Kruskal—Wal1is 
one-way analysis of variance, we find, that the difference is not 
significant. The greatest difference in MPD (table 11.21) is 
between 'scientists' (lowest at 17.77) and 'childrens books' 
(highest at 19.55). If we check these two categories against each 
other for independence with the Kruskal—Wal1is test, we find that 
there is a 997. chance that these two categories are drawn from 
different populations. The difference between the four categories 
'children', 'scientists', 'newspapers’ and 'childrens books' was 
evaluated with the same test and established on a 5% significance 
level, that these 4 categories are drawn from different popula
tions. Finally, any one category was checked against all other 
categories for difference in MPD. The 'raw' H—values of this test 
and their 'translation' into levels of significance is given in 
table 11.22 (a) and 11.22 (b).

The figures in tables 11.22 (a) and (b) are sligtly more en
couraging than the results in window—group 64. It is however 
surprising, that only the language in childrens books seems to 
stand out significantly with regard to overall structure.
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chi 1 dren
chiIdren 
scientists 
papers 
chbooks
Table 11.22 <a)

scientists
O. 11

chbooks

Kruskal-Wal1is test 
tepories in Mean Poi

papers
0.00
0.04

of difference between ca

chi Idren
chi 1 dren 
scientists 
papers 
chbooks

scientists
ns

* N , - i ; i  I | |
• '1

* I,. ^

•I
Density over 128 words . • 

« '■'k .'1;̂ .

papers chbooks » •V.« • • 1 p M
ns 2%

« • ' • ••p‘
. ■ • 
A'.- .ti;-:• ■. 1 ' 'Í. 'ns 1% 

- ns 1»
• 1

» 1 '• 4 • .
■ " •: k-

in table 11.22 (a).
; s ■ . .1’, i *’ '  ̂.. 1. V

It; is interestino to see. that there is no significant difference 
between the various categories of adult writers writing for 
adults. The significant differences emerge only when adult 
writers write for children.
Nor is there anv significant difference between 
structure in childrens te«t strings and that of 
strings when the adult strings have adult target.

the overall 
adult text

It is important to remember, that these results emerge from a 
method of analysis which not only is experimental, but ostensibly 
crude. I am surprised however, that this analysis does not pick 
up differences between the overall structure in childrens Ian 
guaae and adult language, where I should have thought that the 
difference was most obvious. The Kruskal—Wal1is test established 
that the hypothesis that 'children' and 'adults' are drawn from 
different populations on the basis of the distribution of MPD 
within each category can only be established on a 30% signifi 
cance level. This is clearly not significant and must reflect 
either that this method of analysis is too crude to pick up the 
difference in overall structure between adult and child language, 
or — as was suggested in window—group 64 — that there is not any 
structural difference to be picked up.
The same analysis 
normalised variance 
each caregorv.

was then carried out on the basis of 
2. Table 11.23 gives the mean valuesCHI

As the case was above, the difference between the means of CHI.c 
between categories was evaluated with the Kruskal1-Wal1is one-way 
analvsis of variance. The 4 categories 'children', 'scientists , 
'newspapers’ and 'childrens books' were tested as a whole and 
gave that the hypothesis that that they are drawn from different 
populations could be established on a 0.S5% significance leve ■ 
For the two categories 'adults' and 'children' the significance 
level was 0.07%*- altogether rather more encouraging than the 
results of the analysis of MPD.
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Table 11.23

CATEGORY:
young children 
old children 
scientists 
newspapers 
ch.books
all children 
all adults

N CHI2
331.63 
226.83 
369.11 
310.40
463.63
241.85 
390.14

S.D.
78.94
32.01
97.38
103.09
175.79
72^44
140.35

Number of Samples, CHI2 and Standard Devia
tion for each category in window-group 128.

• I,

* I r i'1 ' ■ . . I.* !

 ̂ •> *
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With regard to the category of 'young children' in this window- 
group, I must again point out, that it is guestionable how repre
sentative this category of text strings is since the three text 
strings in this category are written by the same child - albeit 
at different ages. When we evaluated the independence between the 
categories 'young children and 'old children' with regard to MPD 
above, we had already established. that the two categories were 
not significant1V independent of each other with regard to this 
parameter (Table 11.21). Combining the two categories into one in 
the same wav with regard to the present evaluation of CHI2 is not 
as straight forward, since by applying The Kruskal-Wal1is test to 
the two categories 'young children' and 'old children' with 
reaard to CHI2 we find, that the indepence between the two 
gories is _ilust on the verge of being significant <5yi) . 
accounts for the additional category 'children' in tables
(a) and <b) .

This
11.24

chi 1dy scient papers
0.42
9.83
8.64

0.02
3.24
2.34
0.64

chbooks
1.04

12.00
childy - 3.77
chi Ido ”
chi 1dren 
sci enti sts 
papers 
chbooks
Table 11.24 <a) K r u s k a l -Wal1is test of difference be

tween categories in CHI2 over 120 words.

chi 1dy scient papers

chiIdv 
chiIdo
chi 1dren 
scienti sts 
papere 
chbooks

ns
0,27.
0.57.

ns
ns (77,)
ns (157.) 
ns

chbooks
ns
0.087.
O. 17.
ns
ns (67.)

Table 11.24 <b) Significance of test in table 11.24 (a).
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This time we find that the combination of the two proups of chil
dren into one has been paid for by a decrease in sipnificance. 
However. as seen in table 11.24 <b), where the independence 
between any two catepories was significant before the 
of the two c'pe groups of children into one, even though 
significance has decreased, the independence is still 
the 57. level of significance.

combinati on 
the 

better than

On the basis 
drawn from 
si gni f i cance 
consi derable 
=*children’ as 
children are
qories with 
seems 1i ke the normali sed 
different features in text

of CHI2 the hypothesis that children and adults were 
different populations was established on a 0.077. 
level, and as we would have expected, there is 
difference between the categories ’‘scientists' and 
well. Furthermore, the power spectra of (older) 
significantly less varied than those of other cate- 
newspapers as a borderline case. On the whole it

variance CHI2 is a better measure of 
strings than the Mean Power Density.

We again find - with regard to CHI2 - that there is significant 
difference between 'older children' and childrens bool-.s , 
whereas no such difference between 'younger children' and 'chil
drens books' was found. This is probably a reflection of the 
target audience of the books for children being the younger age 
group. On the whole - both with regard to overall structure in 
text strings and with regard to the variance in the power spec
trum — the text strings written by adults for children stand out 

different from everything else. Almost as if highas
and high variance 
'pretend‘.

were the result of the adult writers
structure 

attempt to

The correlation between the age of the children on the one hand, 
and MPD and CHI2 on the other was measured. The correlation 
coefficient <MPD) is 0.030 indicating no correlation, 
correlation (CHI2) is -0.3803, which for a sample of 13 
that a reciprocal relationship between age and CHI2 has 
established on between a 5% and a lo% significance level 
tailed). Thus, the tendency we found in window-group 
although still only a 'tendency' - we have found again 
more competent the writer, the more variation in 
resulting from the Fourier analysis of the text string

The 
gi ves 
been 
(one 

64 -
here: The

the spectrum

children. wi th 
the

regard to 
lack of 

does not 
establi sh 
intuitive 

stated in 
lowest variance,

If we can accept that the two groups of 
variance <CHI2) are really just one group - and 
difference as measured with the Kruskal-Wallis test 
suggest that we should not do so — it will be easier to 
a simple relationship between variance <CHI2) and our 
perception of linguistic ability of each category as 
table 11.23. Me then have that children have the 
followed bv newspapers and scientists in increasing order o 
variance. It is debatable whether the high variance scored by the 
text strings in books written by adults for children fit 
this intuitive ladder of linguistic ability, but the fact 
that the highest variance is found in the power spectra 
childrens books, which brings us back to the 
the text strings in childrens books.

into 
is,

based on
'irregularity' of

After the ne>?t basic analysis - that of window group 256 - I 
shall return to window group 128 and look at 1) distribution o 
rün length before and after permutation, 2) reference fields an 
3) power in the high frequency band of the power spectra.
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WINDOW-GROUP 256:
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f̂ UR, 10U1289FF .‘CHILDREN 
HUERHGED POWER SPECTRUn

npD = 17.04
CM12- 51.84
SDEU= 5.25

POKR *  )a « - l

a.o a.i

DEGR OF FREED = 40 
UPPER CONF Lin= 18.59 
LOWER CONF Lin=- 15.49

m  8:§§ HR

0.2 0.3 0.4 0.3 FRESUCNCY
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vl

{:■ ■ 'L V... • :
t •-

‘7.

AVR, low1289FF:CHILDREN POWER DENSITY IN FREQUENCY POINTS:
FREQ:
0,000 
0.016 
0.094 
0.172 
0.250 
0.328 
0.406 
0.484
MEAN POWER DENSITY: 17.04 
degrees of FREEDOM » 40 
CHISQUARE « 51.84
ST.DEVIATION * 5.25
MPD UPPER 0.95 CONF LIMIT * 18.58 
MPD LOWER 0.95 CONF LIMIT * 15.50 
number OF SPECTRAL POINTS ABOVE UPPER LIMIT: 
number OF SPECTRAL POINTS BELOW LOWER LIMIT: 
total number of si gnificant spectral POINTS:

■ T 1 rA . * .  ̂ .f * ■ .> •*

POWER:
13.4

FREQ: POWER: FREQ: POWER: FREQ: POWER: FREQ:
20.4 0.031 11.4 0.047 15.5 0.063 16.4 0.078
12.6 0. 109 15.9 0. 125 17.4 0. 141 19.9 0. 15611.4 0. 188 19.9 0.203 16.7 0.219 17.7 0.234
9.9 0.266 15.7 0.281 16.4 0.297 14. 1 0.313
14.8 0.344 10.5 0.359 13.2 0.375 14.7 0.39120. 5 
21.8 0.422

0.500
21.4
38.7

0.438 15.6 0.453 23.5 0.469

Figure 11.25 Average Power Spectrum 'Children'f W • 256.
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nPD = CHJ2-- 
SDEU=

BToQyJp » JO»-J 

6--

f̂ UR, 10W2313FF :SCJENTJSTS 
f^UERAGED POWER SPECTRUM

J7.64 DEGR OF FREED = 72
26.05 UPPER CONF LIM= 18.76
3.79 LOWER CONF LIM= 16.52
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A V R ,  10W2313F F ; SCIENTISTS POWER DENSITY IN FREQUENCY POINTS;
POWER: FREQ: POWER: FREQ: POWER: FREQ:
11.8OO O ¿4. • ff 0.031 16.6 0.047 16.6 0.063
14.7 0. 109 15.5 0. 125 15. 1 0. 141
13.0 0. 188 13.9 0.203 15.5 0.219
16.0 0.266 15-5 0.281 17.2 0.297
18. 1 0.344 17.3 0.359 18. 1 0.375
21.2 0.422 19. 1 0.438 16. 1 0.453
22.9 0.500 29. 1

FREQ: 0.000 
0.016 
0.094 
0.172 
0.250 
0.328 
0.406 
0.484
MEAN POWER DENSITYi 17.64
degrees of freedom * 60
CHI SQUARE = 26.05
ST.DEVIATION * 3.79
MPD UPPER 0.95 CONF LIMIT * 18.74
MPD LOWER 0.95 CONF LIMIT « 16.53
number of spectral po i n t s ABOVE UPPER LIMIT;
number of spectral po i n t s be lo w lower LIMIT;
total number of significant spec tr al POINTS;

FREQ:
0.078 
O. 156 0.234 
0.313 
0.391 
0.469

Figure 11.26 Average Power Spectrum 'Scientist*'» W - 256.
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fiUR, 10UJ289FF:Pf^PERS 
^UERPGED PO'ulER SPECTRUF!

nPD = 1?.21
CHJ2=^ 46.99 
SDEU= 5.03

DE6R OF FREED = 40 
UPPER CONF Lin= 18.69 
LOWER CONF Ljn= 15.72
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AVR, 10W1289FF: PAPERS
FREQ: 
0.000 
0.016 
0.094 
0.172 
0.250 
0.328 
0.406 
0.484

POWER DENSITY IN FREQUENCY POINTS:
FREQ: POWER!
0.063 14.5
0.141 16.5
0.219 9.6
0.297 13.2
0.375 23.3
0.453 22.1

POWER: FREQ: POWER: FREQ: POWER
15.2
16.3 0.031 14. 1 0.047 13.1
12.4 O. 109 10.0 0. 125 11.0
25.0 0. 188 15.8 0.203 14.6
19.2 0.266 22.7 0.281 24.2
14.0 0.344 22.6 0.359 14.6
15.6 0.422 16.5 0.438 25. 1
28. 1 0.500 20.2

MEAN POWER DENSITY: 17.21
degrees of freedom - 40
CHI SQUARE « 46.99
ST.DEVIATION = 5.03
MPD UPPER 0.95 CONF LIMIT * 18.68
MPD lower 0.95 CONF LIMIT * 15.74
number of SPECTRAL POINTS ABOVE UPPER LIMIT:
number of SPECTRAL POINTS BELOW LOWER LIMIT:
total number of s i gn if ica nt SPECTRAL POINTS:

Figure 11.27 Average Power Spectrum ’Newspaper*'
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ftUR,10U2057FF :CHB00KS 
eUERFiGED POWER SPECTRUn

MPD = 16.13 DEGR OF FREED = 64
CHJ2= 63.26 UPPER CONF Liri-- 13. L
SDEU:- 6.26 LOWER CONF Lin= 1 6.2,
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AVF, 10W2057FF:CHBOOKS POWER DENSITY IN FREQUENCY POINTS:
POWER: FREQ: POWER: FREQ: POWER: FREQ:
26. 1 
20.7 0.031 25.9 0.047 12.5 0.063
15.9 0. 109 19.9 0. 125 14.6 0. 141
14.0 0. 188 21.3 0.203 15.9 0.219
13.6 0.266 12.9 0.281 13. 1 0.297
13.9 0.344 16.9 0.359 19.5 0.375
11.5 0.422 15.8 0-438 16.2 0.453
24.3 0.500 44. 1

FREO:
0.000
0.016
0.094
0. 172
0.250
0.328
0.406
0.484
MEAN POWER DENSITY* 18-13
DEGREES OF FREEDOM * 60
CHI SQUARE = 69.26
ST.DEVIATION * 6.26
MPD UPPER 0.95 CONF LIMIT « 19.95
MPD LOWER 0.95 CONF LIMIT * 16.30
number of SPECTRAL POINTS ABOVE UPPER LIMIT*
number of spectral POINTS BELOW LOWER LIMIT*
total NUMBER OF SIGNIFICANT SPECTRAL POINTS*
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Figure 11.28 Average Power Spectrum ’Children*' Book*’» W * 256.
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eUR,10U5641FF :RDULTS 
AUERBGED POWER SPECTRUn

nPD = CHJ2^ 
SDEU--

®TroucR * io»-i
.i

17.72
24.22
3.66

DE6R OF FREED = 176 
UPPER CONF Liri= 18.80 
LOWER CONF Lin= 16.64
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AVR, 10W564IFF:ADULTS
FREQ: 
0.000 
0.016 
0.094 
0.172 
0.250 
0.328 
0.406 
0.484

POWER: FREQ: POWER:
17.8
20.6 0.031 19.4
14.6 0. 109 15.8
16. 1 0. 188 17.0
15.9 0.266 16.2
15.6 0.344 18.4
16.4 0.422 17.3
24.6 0.500 32.5

POWER DENSITY IN FREQUENCY POINTS:
FREQI POWER: FREQ: POWER:
0.047 
O. 125 
0.203 
0.281 
0.359 
0.438

MEAN POWER DENSITY: 17.72
degrees of FREEDOM: .> 120
CHI SQUARE « 24.22
ST.DEVIATION » 3.66
MPD UPPER 0.95 CONF LIMIT * 18.77
MPD LOWER 0.95 CONF LIMIT * 16.67
number of spectral POINTS ABOVE UPPER LIMIT:
number of spectral p o i n t s BELOW LOWER LIMIT:
total number of sign if ica nt spectral POINTS:
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i «

14.3 0.063 16.9 0.078 17.9
14.0 0. 141 15.6 0. 156 16.3 '
15.4 0.219 12.7 0.234 17.9 •
17.3 0.297 16.4 0.313 13.3 .117.8 0.375 18.6 0.391 21.0
18.2 0.453 20.6 0.469 22. 1
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Figure 11.29 Average Power Spectrum 'All Adult»'* W " 256.
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AVR. 10W6921FF; ALL256 POWER DENSITY IN FREQUENCY POINTSi
FREQx POWER*
0.063 
O. 141 
0.219 
0.297 
0.375 
0.453

POWER* FREQ* POWER* FREQ* POWER*
17.0
20.6 0.031 17.9 0.047 14.5
14.3 0. 109 15.9 0. 125 14.6
15.2 0. 188 17.6 0.203 15.7
14.8 0.266 16. 1 0.281 17. 1
15.5 0.344 16.9 0.359 17.0
17.2 0.422 18. 1 0.438 17.7
24. 1 0.500 33.7

0.094 
0.172 
0.250 
0.328

mean POWER DENSITY* 17.59
degrees of FREEDOM* > 120
CHI SQUARE « 24.60
ST.DEVIATION * 3.68
MFD UPPER 0.95 CONF LIMIT - 18.64
MPD lower 0.95 CONF LIMIT * 16.54
number of spectral po in ts ab ov e UPPER LIMIT*
number of spectral po i n t s below l o w e r l i m i t* 
total number of SI6NIFICANT SPECTRAL POINTS*

FREQ* POWER:
0.078 
O. 156 
0.234 
0.313 
0.391 
0.469

Figure 11.30 Average Power Spectrum ’All Window~Broup 256
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Statistical evaluations in window-group 256.
Table 11.30 gives the mean of the Mean Power Density <MPD) for 
each categorv of window-group 256. The mean is the simple mean 
of the MPD’s of the individual spectra within each category. (In
dividual spectra can be found in the appendix to this chapter). 
As the measuring window has been increased yet again, there are 
now so few children left - 2 ’young’ and 3 ’old’ - that it would 
not be statistically sound to keep them as two separate catego
ries. Thus, in this window-group there are only 4 categories: 
’children’, ’scientists’, ’newspapers’ and ’childrens books’.

CATEGORY;
chi 1dren 
scientists 
newspapers 
ch.books
all adults

N MPD S.D.

5 17.04 0.74
9 17.64 1.34
5 17.21 0.85
8 18. 13 1.71
•r> 17.72 1.39

Table 11.30 Number of samples. Mean Power Density and Standard 
Deviation for each category in Window-Group 256.

We again find, that the mean power density of children as a whole 
is slightlv less than that of adults. However, if we check the 
two categories ’children’ vs ’adults’ with the Kruskal-Wal1is 
one—wav analysis of variance, we find, that the difference is not 
significant. The greatest difference in MPD (table 11.30) is 
between ’children’ (lowest at 17.04) and ’childrens books 
(highest at 18.13). If we evaluate the difference between these 
two categories with the Kruskal—Wal1is test. we find that the 
hvpothesis that that these two categories are drawn from diffe
rent populations cannot be established on a better than AO/m 
significance level. The difference between the four categories 
’children’, ’scientists’, ’newspapers’ and ’childrens books’ was 
evaluated with the same test and showed, in fact, that the hypo 
thesis that the 4 groups are drawn from the SAME population can 
be established on a 25% significance level.

have apparently reached 
windowThis is not very encouraging. We 

of ’over-kill’, a state where the measuring 
that stationarity has become a serious problem. As 
values of this test and their ’translation’ into 
ficance (tables 11.31 (a) and <b)) show, it was

state 
is so long, 
the ’raw’ H- 

levels of signi- 
not possible to

estab1i sh 
categories

any significant level 
in this window-group.

of difference between any two

chiIdren
children
scientists
papers
.cbhoqks

scientists
0.45

papers
0 . 10
0.45

chbooks
0.77
0.33
0.54

Table 11.31 (a) Kruskal-Wal1 is test of difference be
tween categories in MPD over 256 words
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children scienti sts
ns

papers chbooks

children
scientists ~
papers ■"
chbooks ”

Table 11.31 <b) Significance of test in table 11.31 (b).

In spite of this sire window's overall failure to 'pick up' sig
nificant features of the individual categories^ there is one 
interesting difference between table 11.31 (a) of window—group
128 and table 11.22 (a) of this window-groups the H-value of 
difference between the two categories 'scientists' and 'newspa
pers’. With the longer measuring window, the H-value has - while 
still translating into insignificance - in fact increased consi
derably, from 0.04 to 0.45. So may be there are, after all, 
features in the adult text strings which are being picked up by 
the longer window. However, on the whole, the findings of window- 
group 2'56 have been somewhat i n—concl usi ve with regard to the
levels of MPD.
With regard to the levels of CHI2, the evaluation of difference 
between the four categories turns out to be egually feature^less. 
Table 11.32 gives the mean of the normalised variance <CHI2) of 
each category of window-group 256. As before. the mean is the 
simple mean of the CHI2's of the individual spectra within each 
category. (Individual spectra can be found in the appendix to 
thi s chapter).

CATEGORY:

chi 1dren 
scientists 
newspapers 
ch.books
all adults
Number of samples, CHI2 and Standard Devi
ation for each category in Window-Group 256,

N CHI2 S.D.

5 182.00 106.70
9 156.67 41.16
5 196.60 54.98
8 245.37 134.28

22 198.00 93.91

Table 11.32

As was the case in window-group 64 and window group ^28, each 
category has been tested against the other categories with the 
Kruskal-Wal 1 is test. The 'raw' H-values of this test and their

chi 1 dren 
scientists 
papers 
chbooks

children scientists
0.04

papers
1.58
2.35

chbooks
0.34
1.33
0 .02

Table 11.33 <a) Kru«kal-Wal 1 i» te»t of diTfereMe between categorie« in CHI2 over 236 word«,
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chi 1 dren scientists
ns

paoers chbooks

chi 1 dren 
scientists 
papers 
chbooks

Table 11.33 <b) Significance of test in t*ble 11,33 (a)
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” translation’ into levels of significance <tables 11.33 <a) and 
( b ) ) show. that in no case was there reason to suggest, that the 
four categories had been drawn from different populations. The 
probabilitv, that the four categories ’children’. ’scientists’, 
’newspapers’ and ’childrens books’ are drawn from different 
populations was in fact 50V..
This concludes the basic evaluation of the three sizes of measur—  
ing window. With regard to the application of Fourier analvsis to 
the measurement of structure and varians in text strings we have 
found that a window of 128 words offers the best compromise 
between sensitivitv and lack of stationaritv. In the following I 
shall extend our application of WINDOW-GROUP 128 and: 1) measure
the difference in Mean Power Density <MPD) and Variance <CHI2) 
before and after permutation of the text strings. 2) assess the 
distribution of run lengths before and after permutation, both 
analyses being similar to the analyses carried out in chapter 5 
when we used a much simpler method to assess structure, 3) assess 
if the length of reference field of the different categories of 
writers is significantly different, 4) analyse more closely the 
distribution of power in the high—frequency end of the spectra 
resultino from the Fourier analvsis with the 128 word long 
measuring window.
Finally. as a last measure of comparability between the simple 
statistical approach of Chapter 5 and the present fourier ana
lyses. I shall obtain correlations between the values of A, B and 
VOC on the one hand, and MPD, CHI2 and RF on the other for all 34 
text strings of window-group 128.
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MEAN POWER DENSITY BEFORE AND AFTER 
PERMUTATION IN WINDOW-GROUP 128.
In chapter 5 it was argued that i-f intercept A and gradient B 
were in some wavs related to sequential structure, we would 
expect the value of these parameters to change if the analysis 
was applied to the same text string before and after permutation 

the string, and we saw, that not only was this.the case with a 
high degree of significance, the direction of the change - from 
low A and high B before permutation to high A and low B after 
permutation — was equally significant. ^
Assuming that the Mean Power Density resulting from the Fourier 
analysis is related to sequential structure as were intercept A 
and gradient B in the simple statistical analysis in chapter 5, 
we shall follow the same line of analysis in the Fourier analy
sis of all the text strings in window-group 128 and examine if 
the permutation of each string leads to a significant change in 
the level of MPD of the power spectra.
To this end MPD was obtained from the power spectrum of each of 
the strings in window-group 128 before and after the string was 
permutated. The individual data can be found in the appendix to 
this chapter. The mean values of each category are presented in
table 11.34.

*
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We see here. as we saw in chapter 5, that the category with the 
minimum value - that of scientists - moves in the opposite direc
tion of that expected. Again, ’childrens books’ gives the highest
difference.

CATEGORY
chiIdren 
scientists 
newspapers 
ch.books

N
confidence

level

a l l  sam ples  

Tab le  11 .35

34 202.5 1.62 5.3%

Results of WilcoKon test of change in MPD 
before and after permutation within each 
category and for all the samples together,
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CATEGORY: MPD <nat) MPD (perm) MPD delta.
4 * 4 *. < »

chi 1dren 18.23 17.83 -0.40 *• ■’/. • \• i'. •
scientists 17.77 17.84 0.07
newspapers 17.89 16.82 -1.08 V i ■’ch.books 19.55 17.74 — 1.81

all samples 18.37 17.66 -0.71 • • i .. •• •«
• • •

,  •
A

? 11.34 Mean values of MPD before and after permutation . • li
:P'

for each category in Window-Group 128.
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As before, the size and direction of change of MPD, before 
after permutation within each category, were measured with 
Wilcoxon test and gave the results stated in table 11.35.
Clearly, the change in sequential structure, as picked up by the 
Fourier analysis, is not as significant as that found with our 
simple statistical method in chapter 5 where the'overall change 
caused by permutation of the string was confirmed on a better 
than 0.01’/. level for intercept A and on a better than 0.03’/. level 
for gradient B.
Whether one wants to consider as significant the 5.3’/. level of 
confirmation stated in table 11.35 is, superficially at least, 
a question of temperament. However, it must be remembered, that 
in chapter 5 we measured the change over 550 to 600 words per 
sample and even if we had only 27 samples there, as opposed to 
the present 34 samples of window-group 128, it can easily be 
calculated that the change found in the analysis in chapter 5 was 

total of 15950 words, while, in the present case of 
128, the measurement is based on a total of only
'. almost a quarter of the size of the sample total
My reason for measuring the effect of permutation 

over 550 to 600 words in chapter 5 was that I had found tha 
effect was very small measured over strings of less than
words. However, this particular analysis is part of a number of
comparative analyses for window-group 128 and for this reason we 
can not increase the length of the strings. But as we kno 
the effect is only 0.3’/. from reaching the 5’/. significance 
and, added to that, that the effect is accumulative, 
to assume that spectra derived from permutated 
indeed on the whole show a significantly lower

based on a 
wi ndow-qroup 
4352 words i. 
in chapter 5. the

300

that 
1 evel 

it is safe 
text strings do 

Mean Power Density
than 
di fference

the spectra based on natural text strings even 
low, only around 4% for text strings of1 s

though the 
128 words.

As the term Mean Power Density indicates, this is an over all 
measure of the power in the power spectrum. However, the reason 
for employing Fourier analysis was that we wanted more than just 
the single measure of structure obtained by the simple graph- 
fitting algorithm in chapter 5; we wanted to assess the distribu
tion of structures of different length — or to put it another 
way: We wanted to measure the power density at different frequen
cies. The next obvious step along this line of thinking would 
therefore be to delve in to the distribution of power in the 
different parts of the power spectra obtained with the Fourier 
analysis. However, to follow the line of action taken in chapter 
5, I shall first 1) evaluate another parameter which seems to be 
equally — or more — affected by the permutation of the 
strinos than does the MPD, namely that of the Variance CHI2, j.) 
examine the correlation between these parameters and the run 
lengths in the 128 word long measuring window.

VARIANCE BEFORE AND AFTER 
PERMUTATION IN WINDOW-BROUP 128.

Still following the line of analysis of chapter 5 we shall exam
ine the effect on the VARIANCE of the permutation of the text 
strings. We have several times in the past seen that the permu a
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The overall impression of Table 11.37 is that of a much higher 
general level of significance than that of the effect on the Mean 
Power Density in table 11.35. Not only have two of the categories 
reached the 5V. significance level, but even the two categories, 
which have not, are quite close, and the overall result - ”al1 
samples’ - shows clearly that the power spectra derived from 
natural text strings have a higher variance than text strings 
which have been permutated.
One can only speculate at what causes the variance of the power 
spectrum to fall when the seguential structure is broken. My 
thesis - as I have expressed it on several occasions ~ is that 
the power spectrum of a text string is an - albeit crude - gra
phic representation of (some of) the generator and control mecha
nisms in the linguistic device which generated the text string. I 
can envisage two principally different functions of the lingui
stic device which would be clearly visible in a power spectrum: 
That of EMISSION and that of ABSORPTION. Both features are clear- 
Iv visible on most of the spectra, the emission being represented 
by the peaks and the absorbtion ’lines’ being represented by the 
fall in the power to zero - the troughs reaching the base line - 
in the spectra. In this connection it must be pointed out, that 
the DC level was not subtracted from the transformed function 
before the spectrum was plotted. Had it been, the fall to zero of 
the power in parts of the spectrum would hardly have been 
surpri sing !
Looking at the power spectra as emission spectra containing ab— 
sorbtion lines, the fall in variance caused by permutation be
comes obvious rather than mysterious. The question is: What 
causes the features of emission and absorbtion in the power 
spectra. We must here try to envisage the linguistic device as 
representing at least two basic mechanisms. 1) One — or several 
generator function(s). This would account for the emission spec
tra. 2) One (or several) control function(s) or ’filter’ func
tion (s). This would account for the absorbtion lines. The idea, 
that we generate language and that the generated product filters 
through one or several controling barriers (lexical controls?) 
seems intuitively right and is neither astonishing nor, may be, 
important, but is emphasised here because these mechanisms could 
account for the features found in our analysis.
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DISTRIBUTION OF RUNS BEFORE 
AND AFTER PERMUTATION.
Again following the line of action in chapter 5, the distribution 
of runs in the 128 word window was measured before and after 
permutation of the 34 text strings.
In chapter 5 we found, much to our surprise, that the permutation 
of a text string caused an increase in run length rather than the
expected decrease. One feature which was important in erun of 1’s in the

of course, by the 
bound to begin with.

analysis in chapter 5 was the, usually, long 
beginning of each string, a feature caused, 
number of ’new’ words which a text string is
In the present Fourier analysis, where we compare each word in
the measuring window with a number of words in the
field, the information array does not normally begin with
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succession of l”s. As you will recall, the primary function of 
the reference field was to give a balance between I's and in 
the information array. There is thus no point in assessing - as 
we did in chapter 5 - the length of the first run of I's.
For all 34 text strings in window-group 128, the distribution 
of run lengths before and after permutation was obtained in much 
the same way as we did it in chapter 5, except of.course, for the 
fact. that this time the strings were analysed with a reference 
field. All the graphs and data can be found in the appendix to 
this chapter. The mean number of runs for each category is given 
in table 11.38.
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mean number of runs
CATEGORY; before perm. after perm. del ta

chi 1dren 32.83 32. 17 0. 66
scient i sts 33.67 32.78 0.89
newspapers 34.80 32.00 2.80
ch.books 32.63 31.50 1.13

Table 11.38 Mean number of runs before and after permutation 
for each category in Window-Group 128.
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Mean NUMBER of runs easily translates into mean LENGTH of runs. 
Knowing that the measuring window is 128 words wide, we simplv 
divide the length of window with the relevant mean number of 
runs. Table 11.39 gives the mean length of runs for the different
categori es.

CATEGORY:
chi 1 dren 
scientists 
newspapers 
ch.books

mean length of runs 
before perm. after perm, delta

3.90
3.80
3.68
3.92

3.98
3.90
4.00
4.06

Table 11.39 Mean length of runs before and after permutation 
for each category in Window-Group 128.

Table 11.39 shows that the analysis with a reference field yields 
the same result: the permutation of a text string increases t e 
run length. Here, as in chapter 5, we find that 'newspapers has 
the shortest run length of all categories followed by 'scien
tists' with 'children' and 'childrens books' as the text strings 
with the longest run lengths. That 'newpapers' have the shortest 
run length of all text strings - i-e. that runs of 'new ® 
are more freqently interrupted by 'old' words - probably contrl-
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but.es to this kind of text being more pall at able. We saw earlier 
that newspapers, contrary to common belief, have a higher vocabu- 
larv than any of the other text samples. That these kind of text 
strings are still able to sport the shortest run length supports 
my frequent suggestions, in the past, that these strings far from 
being rudimentary are in fact very clever, very reflected, con
structions.

xir
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change in 
Wi 1 coxon

size and direction of run lengths wks measured with 
test and gave that for all the text strings as a 

whtole, the change is confirmed on a 4.7% significance level. This 
is - although significant - again less significant than the 
changes in run length found in chapter 5 using the simple graph 
fitting algorithm, but again we must remember, that the measure
ments in window—group 12B are based on only a quarter of the 
sample size used in chapter 5.

REFERENCE FIELDS.
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The final analvsis, before we turn to the distribution of 
in the power spectra, is that of the length of reference 
within each category. All along my research 1 was aware of the 
relatively long computing time needed to analyse adult strings as 
compared to childrens strings of similar length. The reason is 
that childrens strings generally have shorter reference fields 
than do adult strings. To get a more exact measure of this 
difference, the mean length of reference field was calculated 
each category and the difference measured with the Kruskal-Wal1is 
test. The mean length of reference field for each categorv are 
given in table 11.40.

r V 'k '
■■■V. ■ \  - 1'

4 *» < «

Category
ChiIdren 
Scientists 
Newspapers 
Ch.books

Table 11-40

Mean length of 
reference field

85.50
154.78
220.40
142.25

s.d.
22.24
60.78
101.07
56.98

Mean length of reference field for 
each category in window-group 128.

Table 11.40 gives the values one would intuitively have expected 
with newspapers well above all other strings followed by 
tists, childrens books and, with the shortest reference field, 
children. This is somewhat better - in developmental terms - than 
the results shown in table 5.19 <a) regarding vocabulary in 
chapter 5 where childrens books fared better than scientists.
Table 11.41 <a) gives the values when each category was
gainst each other category with the Kruskal-Wal1is 
difference with regard to length of reference field.

tested a- 
test for
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chi 1 dren 
scientists 
papers 
chbooks

chi 1 dren scientists
8.50

papers
7.83 
1.60

chbooks
6.50 
0.06 
1.38

Table 11.41 (a) Kruskal-Wal 1 is test -for difference be
tween categories in window-group 128.

• -l ■ f
• Í

^ * ‘■ • ' i -

This translates into the significance levels of table 11.41 <b)

chi 1 dren
chi 1dren 
sci enti sts 
papers 
chbooks

Table

Comparing table 11.41 <b) with table 5.19 (c) in chapter 5 it
would appear, that length of reference field is an altogether 
better measure than vocabulary in terms of developmental factors 
since, with regard to length of reference field, there is a clear 
cut difference between children and all adult categories, 
there is no significant difference between any of the 
categories. It is interesting to see too, that where one 
expect a slightly smaller difference - between children and 
drens books - the significance level is indeed 27. rather 
the 17. for chi 1 dren/scienti sts and chi 1 dren/papers. No 
distinction could be found with regard to vocabulary, 
all level of significance in table 11.41 <b) is interesting too,
since still with only about a quarter of the sample size of 
chapter 5, the difference is confirmed on about the same signi
ficance level as in chapter 5. In fact, when children as a whole 
were measured against adults as a whole the difference was con 
firmed on a 0.17. significance level with regard to length of 
reference field. In spite of the much smaller samples used here, 
this is exactly the same level of significance found in chapter 
with regard to vocabulary. This must mean, that the length of 
reference field is a MUCH better measure of developmental fea
tures than is vocabulary.

such
The

while 
adul t 
wou 1 d 
chi 1 - 
than 
clear 
over—

DISTRIBUTION OF POWER IN THE POWER SPECTRA.
our search for 
a very sensi -The motivation for adapting Fourier analysis to 

structures in text strings was partly that it is tive method and partly that it gives much more information about
the structures found in the data base.
The main benefit of power spectrum analysis is that we are 
to measure what size of structures are present in the data case.
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E«v the nature o-f a spectrum and its division into frequencies we 
are able to see directly the frequencies of the main periodici
ties present in the data base. If one particular feature is 
repeated every 4 words in the text string we would find, as 
explained earlier, a peak in the power spectrum at F = 0.25, 
Likewise, periodicities of 2, 3, 5, or 10 would give peaks at 
F=0.5, F=0.33, F=0.2 and F=0.1 respectively. Thus the frequencies 
in the power spectrum refer to periodicities - or bindings - of

and we have just seen that the integers 2, 3,different length,
4, 5 etc correspond to the frequencies 0.5,
respective! v.

0.33, Î5 and O. 1

K . ..V : • \ * Î

. ^ ^ 1  :.v

One feature, which we must adjust ourselves to, is the fact, that 
the resolution in the spectrum is greater in the high-frequency 
end of the spectrum (the 0.5 end to the right) than in the low- 
frequency end to the left. I can best explain this by referring 
to the axis on one of the spectra in this chapter. A periodicity 
which stretches over, say, 2 words in the text string, would give 
a peak at F=0.5 in the power spectrum as we have just seen. The 
next higher integer <3 words) periodicity would come out as a 
peak at F=0,33, The difference is of course 0.17, which is almost 
two divisions in the higher right part of the spectrum. But if we 
look at frequencies in the lower left part of the spectrum and 
measure the difference in frequency between a periodicity of say 
10 words which would give a peak at F=0,1 and 11 
woi.dd give a peak at. F=0.09 we see that in 
spectrum the difference between 2 adjacent 
translates into a difference in frequency 
only one tenth of a division.

words which 
this end of the 

integers <10 and 11) 
of only 0.01 which is

Because of the much higher resolution in the high-frequency end 
of the spectrum, we will be able to measure a given periodicity 
with greater accuracy. Say we have a peak at F=0,25. We could 
with some conviction claim that this peak: refers to a periodicity 
of 4 words; not 3 words - because that would have given a peak at 
F=0,33; not 5 words - because that would have given a peak at
F=0.20, both positions on the axis well separated from the posi
tion of F=0.25. But if the peak was in the low-frequency end, say 
at F=0,1, it would be impossible to find out if this peak refer 
red to a periodicity of 9 words, 10 words or 11 words.
Of the possibilités, which the present use of Fourier analysis
has opened up, I find that of looking into the linguistic device 
by far the most fascinating. As we have seen in an earlier chap
ter, Fourier analysis applies to 'black box' problematic. Until 
now, we have managed to access only the sequential structure of a 
text string, and have yet to move from the caracteristics of the 
output of the linguistic device into the device itself.
A frequency which is the reciprocal of an integer i.e. refers to 
an integer periodicity like F=0.5 (integer; 2), F=0.33 (integer; 
3), F*0.25 (integer; 4) etc, I shall in the following call an
'Integer Refer Frequency' or IRF for short. Because of the dis 
continuous integer nature of our text strings (there only
whole words in our text strings, no fractions) it is importan 
that we distinguish between the powers in the IRF's and the 
found in between. The reason for this is that the power foun 
the IRF's refers to the sequential structure i.e. the periodicity 
arising from the 1' and O's in the information array being linked 
together in combinations of two's, three's, four's 
tion the simplest combinations, whereas the power in BETWEEN the
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IRF's, power which does not refer to periodicities based on 
simple combinations of integers, represents sub-sequential infor
mation, information which the Fourier analysis has been able to 
eKtract, because of its ability to dissolve a sum-frequency into 
basic frequencies.

,Vv -fi j ''M -

on
spectrum.

According to the above, the greatest distance between two IRF's, 
the spectrum axis, is in the right, high frequency part of the 

between F=0.33 and F=0.50 which of course represents 
that piece of the axis which refer to combinations of between 2 
and 3 words. However, we know that there are no bindings in the 
text strings which are longer than two units (words), but shorter 
than 3 units (words) because we only analyse whole units (words). 
Consequently, we know that a power peak in this part of the 
spectrum is either an arte-fact or refers to a basic periodicity 

out bv the Fourier analysis from the sum of periodicities
inpicked

constituted by the multitude of combinations of 
the information array.

and O’s

In this part of the spectrum, between F=0.33 and F=0.50, most of 
the spectra of all three window-groups have two or three power- 
peaks, not counting eventual peaks at the IRF’s 0.33 and 0.50 
themselves. (It is easier to find the different maxima and minima 
on the power read-outs of the spectra in the appendix to this 
chapter than to try to judge the positions of the peaks in the 
spectra themselves).
As it can be seen on the power read-outs, the intermediate steps 
between F=0.33 and F=0.50 in a 32 point spectrum are the ten 
frequenci es:

.344 .359 .375 .391 .406 .422 .438 .45: .469 .484

To the left we would have F=0.33 and to the right F=0.50. Over 
these 10 frequencies I have determined - where possible 
position of maxima. As it turned out, most spectra had three 
maxima in this part of the high-frequency band.
These three power peaks, which I have for convenience called 
alpha, beta and gamma, did roughly look like
with alpha to the right around F»0.453, beta in the middle around 
F=0.422 and gamma to the left at around F*0.375. A cl os 
analysis proved however, that the position was di eren or 
different window-groups, and within the same the
position depended as well on whether it was a child spectrum
an adult spectrum.
For the ten frequency steps in the band between IRF<3) 
the number and sire of ALL significant msKima found at each step 
was measured and the hypothesis that they were - as « «r^P - 
significantly higher than the upper 95% confidence limit 
tested with the Wilcoxon test.
This indicated that - within each window-group " PeaNs do indeed
occur at three significant positions in the band between IRF<3>and IRF(2). Table 1 » - «  “‘^nificance levels of each
position of the three window-groups 64, 1,-B and ,.56 for
and for children. Some of the peak positions are not associated
directly with one of the ten frequency steps above T
peak beta (see table 11.42) confirmed on * * ' ^level in adult window-group 128 positioned BETWEEN F-0.406 and
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F=0.422. This is due to the analysis being carried out on hal-f 
steps by interpolation rather than just on the ten -frequency 
steps as stipulated above.

ADULTS

Table 11.4: Signi-f icance level -for each peak in 
the 0.33 to 0.55 frequency band for 
windows of 64. 128 and 256 words.
Adults” text strings-

Childrens” text strings,

We have seen before, that a window of 128 words was the best 
compromise between sensitivity and lacii of stationai-i y. , 
thus not surprising, that in table 11.42 the significance level 
is highest for window-group 12B. Because of this, 1 would 
the position of the three peaks alpha, beta and gamma * 
under window 128 in table 11.42 to reflect the real 
for adults’ te«t strings rather than those stated under windows
64 and 256.
This feature is reflected again in table 1 1 . 4 3  which too »ho«® « 
higher level of significance In window-group 128 than in 
other two window-groups.-Thus, the positions of Peaks 
and gamma for childrens text strings are probably those stated 
in window-~group 128 rather than in window-“group»
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Another -feature of table 11.43, the COMPARATIVELY low signifi
cance levels in childrens window-group 256 as compared to the 
significance levels for adult window-group 256 (table 11.42), 
wotild suggest that childrens te>st strings are less stationary 
than those of adults.
As mentioned earlier, the peaks alpha, beta and gamma may indeed 
represent sub-generator functions of our linguistic device. On 
the other hand. going back to the initial explanation of Fourier 
analysis in chapter 7, you may recall, that when we Fourier 
transformed 'square' functions - as opposed to smooth functions - 
'spurious' peaks appeared in the high-frequency band of the power 
spectrum.
To assess if these peaks alpha, beta and gamma, and their posi
tions - however significant they are - are the result of 'square
ness' or whether they are indeed ripples created by sub-generator 
functions of our linqusitic device, the analysis above was car
ried out again after the 
differences were measured 
and 11.45 give the level 
tween the peaks of natural 
The analvses were carried

strings had been permutated and the 
with the Wilcoxon test. Tables 11.44 
of significance of the difference be— 
text and the peaks of permutated text, 

out on text strings of window-group 128
onlv. First for adults, next for children.
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peak frequency T Z

' alpha' 0.453 127 0.02
'beta' 0.422 87 0.99
'gamma' 0.375 77 1.61

Table 11 .44 Significance of change to 
when text strings are pen

significance level
497.
167.
5.47.

Adult, W=128

Table 11.45

significance level
2.97.

387.
387.

Significance of change to peaks in 0.33 to 0.50 band 
when text strings are permutated. Children, W-128

peak frequency T Z

alpha' 0.484 15 1.88
beta' 0.438 38 0.08
gamma' 0.375 35 0.31

It thus appears, that the last two analyses have dismissed, right 
away, peaks alpha and beta of adult text strings and peaks beta 
and gamma of childrens text strings. This is not to say, that our 
original findings were not significant, only that two of 
three peaks from both adults' and childrens' spectra are, most 
probably, high-frequency peaks resulting from 'squareness in e 
initial information array.
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Le-ft are the two peaks around F=0.375 (adults) and around F=0.484 
(children). It is again a question o-f temperament i-f one wants to 
accept as significant the 5,4’/. significance level of the adult 
peak at F=0.375. I am inclined to do so, partly because one of 
the peaks in the childrens spectra proved significant, but mostly 
because I carried the positioning of the individual ma>;ima out 
very critically during the test: If there was the slightest doubt 
about whether a maximum was indeed a maximum or just power which 
had dissipated from an adjacent frequency, the frequency point in 
question would not be included. This ’maximum demand’ approach 
did undoubtedly leave out some maxima which a less critical 
approach would have included. Given this knowledge, I think it is 
fair to tip the balance in favour of accepting the 5.4’-( as signi- 
f i c an t.
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Conseouent1V. we are no longer talking about a number of peaks in 
the 0,33 to 0.50 band, only about two - or mav be onlv one peak: 
It mav be that the linguistic sub-generator function which is 
represented bv the peak at F=0.4B4 in childrens spectra is of the 
same nature as the peak at F=0.375 in adults’ spectra and that 
the move from a higher frequency in childrens spectra towards a 
lower frequency in adults’ spectra is a developmental feature. 
However. this is sheer speculation. The two peaks may just as 
well represent two distinctly different sub-generator functions.
The same line of action could have been taken with regai^d to the 
minima of all the spectra. In this wav we would possibly have 
found sub-control functions or sub—filter functions instead 
sub-oenerator functions.

of

THE CORRELATION BETWEEN 
ANALYSIS AND MFD, CHI2.

A. B. AND VOC OF THE STATISTICAL 
AND RF OF THE FOURIER ANALYSIS.

Finally, I shall compare the results from the two different 
approaches to text structure analysis presented in this thesis, 
that of the relatively simple statistical methods of Chapter 5 
and that of the fourier analysis presented in the latter hal-̂  ̂ of 
the thesis. The most important values from the statistical ap
proach were: the intercept A, the gradient B and the vocabulary
VOC. The most important parameters resulting from the fourier 
analysis were: the mean power density MPD, the variance CHI2 and 
the reference field RF. To establish the correlation between the

B and VOC were found for each of the 
group 128 and compared with MPD, CHI2 
within each of the groups: children 
newspapers <N=5)• children’s books 

<N*34).

parameters in question. A, 
text strings used in window 
and RF for the same strings 
(N=12), scientists <N=9), 
(N=B) , and for all strings
First. each of the 12 samples of children’s stories, used in the 
analyses in window group 128, were analysed by the graph fitting 
program VOCOUT (see Chapters 5 and 6) to establish intercept A, 
gradient B and vocabulary VOC. In each case A, B and VOC were 
measured over the same 128 words used in the fourier analysis of

mean power density liPD, the variance 
RF. Secondly, the correlation be- 
B and VOC were measured against each 
RF. The result can be found in table 

for a sample of 12 can be

window group 128 to find the 
CHI2 and the reference field 
tween each of the groups A, 
of the groups MPD, CHI2 and 
11.46 
found

(a) and the significance level 
in table 11.46 (b>.
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CHILDREN (N=12) MPD
-0.6269
0.4867
0.0079

CHI2
0.0051 
O.1055 
0.2774

RF
-0.4494
0.7194
0.8949

Table 11.46<a) Coef-ficients o-f Correlation between A. B. VOC
and MPD, CHI! RF -for children’s text strings.

CHILDREN <N=12) MPD CHI2 RF

2.5V. ns ns
ns ns 0. 57.
ns ns 0.05 V,

Table 11.46(b) Sianificance levels (one-tailed) o-f Coe-f-fi
cients of Correlation in table 11.46 (a).

As we recall from Chapters 5 and 6, the intercept A was inverse
ly. and the gradient B directly. related to the structure of a 
text string. We would therefore expect a negative coefficient of 
correlation between the mean power density MPD - itself a measure 
of structure - and A. while we would expect the coefficient 
between the correlation of MPD and B to be positive. Conse
quently, the one-tailed significance levels apply. Likewise, we 
know from earlier measurements that the reference field RF is di
rectly related to the vocabulary VOC, so also here the one tailed 
level apply.
The following tables oive the results of the same measurements 
applied to the text samples written bv scientists (Table 11.47), 
Dfamcipgtper s (11,48). chil dren ’ s book's (11.49) and the cor r el at i on 
between A, B. VOC and MPD, CHI2, RF for all the samples involved 
in window aroup 128 (N=34).

SCIENTISTS (N=9) MPD
0.1271 
■O. 1730 
-O. 1491

c h i:
-0.0983 
-O. 1066 
-0.4061

RF
0.0819 
O.1483 
0.6796

Table 11.47(a) Coefficients of Correlation between A. B. VOC
and MPD, CHI2, RF for scientists’ text strings.

SCIENTISTS (N=9) MPD CHI2 RF

A ns ns ns
B ns ns ns
VOC ns ns 2.5*/.

Table 11.47(b) Sianificance levels of Coefficients of Cor
relation in table 11-47 (a).
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ALL SAMPLES <N=34) MPD
■0.2406 
0.1369 
■0. 1071

CHI2
-0.0771 
0.2234 
0.1834

Daae 320

RF
0.3132 
0-5018 
O.5250

Table 11.50(a) Coef-ficients of Correlation between A. B- VOC 
and MPD, CHI2, RF for all samples of w = 128.

•!l <
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I. , ■ ■ • * e  , • •

I V t) !•'

' . i  'i'l

ALL SAMPLES (N=34) MPD c h i: RF

Table 11.50(b) Significance levels of Coefficients of Cor
relation in table 11.50 (a).

DISCUSSION OF ANALYSES IN THIS CHAPTER.
After the text strings were analvsed with three different size 
windows: 64 words. 12B words and 256 words respectivelv, it was 
found that a window of 128 words gave the hiohest significance 
with reaard to the abilitv of the analvsis to distinguish between 
different catgories of writers, Presumablv. the lack of periodi“- 
citv in strings longer than around 200 words. would account for 
the failure of window—group 256 to pick up significant features 
found bv window—oroup‘ 128. Likewise, window—group 64 failed to 
pick up significant features due to lack of sensitivitv.
It was found too. that whatever the window sire, both Mean Power 
Density and Variance were higher for the more skilled — or older 
— writers. Adults showed persistentlv higher MPD and CHI^ than 
children, whatever the window size. This difference however, was 
not significant with regard to MPD, but was highly significant 
with regard to CHI2.
The difference between the 'sensitivity' of MPD and CHI2 to 
characteristics of the text strings was demonstrated again when 
MPD and CHI2 were measured before and after permutation of the 
text strings. Even though both MPD and CHI2 decreased with permu
tation of the strings,! the difference with regard to CHI2 was 
more significant than that of MPD.
The size of reference field established for each string in the 
window—group 128 turned out to be a highly significant measure of 
developmental features of the text strings. 'Children' showed 
significant differences to all adult categories. This is a far 
clearer picture than that yielded bv the measure of vocabulary in 
chapter 5.
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The hypothesis, that there are significant peaks positioned at 
frequencies common to all the spectra of all the window-qroups 
was evaluated. Even though the exact positions differed slightly 
between window-groups and between adult spectra and child spec
tra. three positions of peaks common to all the text strings were 
established with a high degree of significance in the high- 
frequencv band between F=s0,33 and F=0.50.
Further analysis of the impact of permutation on these peaks made 
it probable however, that only a peak at F*'O.404 in childrens 
text strings and a peak at F=0,375 in adults* text strings did 
indeed constitute a feature which, with some justification, can 
be seen as a graphical représentâtion of a sub-generator function 
of the human linguistic device.
Finally. for window-group 128. the values of intercept A, gra
dient B and vocabulary VOC were established with the program 
VOCOUT and compared to the mean power density MPD. the variance 
CHI2 and the reference field RF found with the Fourier analysis 
program INFOR for the same text samples. The correlations and 
levels of significance can be found in tables 11.46 to 11.50.
Where these measurements of correlation are significant they re
affirm our expectations: Vocabulary and reference field are high
ly correlated because a Iona reference field is the result of a 
hi oh vocabulary. The high negative correlation which we would 
have expected between A and MPD is onlv found in children's text 
strings (Table 11.46). and — less significant 
of all the samples together (Table 11.50). We 
that A was inversely, and B directly related
would thus expect to find a high positive correlation between 
and MPD. This is obviously not the case. Onlv in children's text 
strings (Table 11.46) is there anv indication of such a relation
ship and even there it is not significant. In Table 11.50 (All 
samóles) there is no indication that B is inversely related to 
MPD - or related at all for that matter. However, in the same
table it appears that there is a very significant relationship 
between B and the reference field of a text string. It thus

it has appeared before (Page 140). that B is more

V* Ij

- in the analysis 
found in Chapter 5 
to structure. We

B

». asappear
sensitive to vocabularv then to structure. On the whole, the 
comparabi1itV between the two methods, the relatively simple 
statistical analysis and the Fourier analysis, as expressed in 
the low levels of significance in tables 11.46 to 11.50, is 
disappointing. However, a number of factors make these results 
quite understandable.
First of all. we have seen in the past that the measurements of 
structure. bv the simple statistical methods employed in Chapter 
5, needed more than 300 words to become significant. If the 
values of A and B are measured over 128 words, as in this case, I 
would not expect the results to carry much weight, except perhaps 
for children's text strings, where a string of 128 words is much 
more typical of general language behaviour of the individual and 
much closer to exhaustion of vocabulary. Possibly for this reason 
we find the highest level of correlation between A and MPD in 
children's text strings (Table 11,46). It is, on the whole, clear 
that the more untypical a text string of 128 words is from the 
real life language behaviour, the less correlation we find be 
tween the values of MPD and A for that group, culminationg with 
the group of newspapers which shows a QOsi.ti.ye correlation be 
tween A and MPD. We recall, that newspapers had, by far, the
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hiahest vocabularv and sequential structure.

Apart -from the low sensitivit 
strings under 300 words, to fur 
lation in tables 11.46 to 11.50 
144 to 150) that the concept of 
statistical analvses. was not 
have hoped. In some-strings 
lower than that of a random t 
creased when we permutated th 
structure was higher than that 
ture decreased with permutation

V of the statistical analvsis to 
ther understand the lack of corre- 
it is important to recall (Pages 
structure, as seen bv the simple 
as straight forward as one could 

the sequential structure was kept 
ext strina and the structure in-,v-e string. In other strings the 
of a random string and the

In view of the sometimes more significant results of the simple 
statistical method used in Chapter 5, does this mean that the 
Fourier analvsis of text strings is merely redundant"'

- «1 '11 ‘ A . # •
•t

•>

This could well have been the case if it was not for the fact 
that in two important aspects the Fourier analvsis provides us 
with more information than does the simple statistical method: 1) 
With the Fourier analvsis we not onlv get the level of structure, 
but a picture of the distribution of this structure: 2) With the 
Fourier analvsis we get a measure of the variance CHI2, which in 
mv opinion is iust as valuable as the measure of structure be
cause I see it.as a measure of the filter functions and generator- 
functions of our linguistic device. As a matter of fact, the 
variance CHI2 is the only parameter of the four A, B, MPD and 
CHI2 to show a clear and significant correlation with linouistic 
development (pages 297 to 299).
So the answer to the question raised above is clearlv that the 
Fourier analvsis of text strings is far from superfluous. It 
obviouslv needs further development, but already at the present 
level it has provided us with several thought provoking results.
On the whole the analvses in this chapter have — I hope — sub
stantiated mv claim that the use of Fourier analysis - even in 
its present crude form — on the output from our linguistic de
vice, is not onlv feasable. but indeed opens up new venues to our 
understandi no of internal language processing. One such venue is 
presented in the next — and last — chapter, where I shall give an 
example of how Fourier analvsis may be used to expose grammatical 
oenerator and filter functions in our linguistic device.
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CHAPTER 12.
GRAMMATICAL CODING, A PILOT STUDY.

• * ^
k I I • •

In this chapter I shall demonstrate how the theory and methods 
developed in the second half of this thesis - from chapter 7 
onwards - can be applied to grammatical categories. This opens up 
a whole new field of possibilities, of which only a few examples 
shall be given in this chapter- The scope is considerable and the 
full evaluation of this application of Fourier analysis would in 
itself provide enough material for an additional thesis.
We have, up to this point of time, used the Fourier analysis only 
in the shape of the time series transform called INF0R25TIMESE- 
RIES. This transform was adequate for the simple evaluation of 
Mean Power Density - or mean structure - which we have performed 
so far. However, it did suffer from the serious limitation of 
only being able to analyse BINARY series, e.g. series of zeroes 
and ones, a limitation which made it a poor approximation of our 
linguistic device.
If we instead use a Fourier transform which can handle more than 
two energy levels we would presumably get a more realistic simu
lation of the processes which take place in our linguistic de
vice. The version of the Fast Fourier Transform, the INF0R25FFT 
presented in chapter 9, is such a Fourier transform. This version 
can handle ANALOG signals, and it is this transform which we 
shall be using for the analysis of grammatical categories pre
sented in this chapter.
For this particular piece of research, I wanted to increase the 
resolution of the spectrum to 64 frequency points. This would 
mean a serious loss of significance, 
windows to 400 words. This leaves us 
400/64 = around 6 degrees of freedom,
carried out with the special version of 
NORMALISED, Please refer to chapter

so I have increased the 
with a significance of 
This kind of analysis was 
INF0R25FFT called INFOR- 
9 for an account of the

slight difference bewteen these two programs.
As I shall hope to demonstrate features which are common to 
very different litterary styles, I picked the files PAD2 and 
RUSSl for this analysis because of their great stylistic differ
ence, so as to get as ’unfavourable' a data base as possible.

ALIGNMENT.
To preserve the continuity in the research presented in this 
thesis we would want - before we turn to the use of the FFT and 
analog coding — to check, that the spectra obtained by this 
method are basically the same as the spectra arrived at by the 
time series transform and the binary coding which we have been 
using up till now.

•

So to assess the difference between the 'old' spectra obtained in 
the usual binary way with the INF0R25TIMESERIES, and the 'new' 
spectra arrived at with the Fast Fourier Transform and analog
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; ' ( t ( »
coding f 
trum to

we shall 
assess the

superimpose 
di -f-f erence.

” new' spectrum on an 'old' spec-

Figure 12.1 is the result o-f such an alignment. First PAD2 was 
anaysed in the 'usual' binary way and the data transformed with 
the time series transform INF0R25TIMESERIES. Next, the same text 
string was analysed and again coded binary, but this time the 
data were transformed with the Fast Fourier Transform INFORNORM- 
ALISED. Thirdly, the two spectra were plotted in the same coordi
nate system.
The only major difference is in f=0.5. This difference arises, as 
I have explained in chapter 7, from the difference in the shape 
of the pulse between the binary and the analog signal:
When we analyse the text string with INF0R25TIMESERIES the infor 
mation array consists of only zeroes and ones and the binary 
signal thus obtained is transformed as a series of infinitely 
narrow peaks. When on the other hand we analyse the text string 
with INFORNORIiALISED (The Fast Fourier Transform) the information 
array - even if we have coded the I-modes binary - is being 
transformed as a train of square pulses- The 'corners' of these 
square pulses transform into power in the high frequency end of 
the power spectrum.

PAD2,201B600RF183 

POWER SPECTRUn

0T row* • la

t t i c  Ut I CS

a.i ■ .3 ■.3 a.4 a . S  FKWDCT

Figure 12.1 Alignment of spectra from time series and FFT,

If wfc disregard the power values obtained in f«0-5 we can thus 
apparently continue our research with the FFT as if nothing has 
changed', and it is with this Fourier transform we shall do the 
remaining analysis in this chapter because it gives us e 
possibility of analog coding.

obtained by 
in chap- 

figure 12.2
For reasons of clarity I have smoothed the spectra, 
INFORNORMALISED, with a lOV. Hamming Window as explained 
ter 9. The impact of such a smoothing can be sewhere the smoothed FFT spectrum has been superimposed on the 
'raw' FFT spectrum. The spectrum in figure 12.2 
the FFT in figure 12.1. The two spectra in figure NO WEIGHTING (RAW) and NO WEIGHTING (SMOOTHED) respectively. The 
'NO WEIGHTING' means that the coding of the I-modes was 1 as in 
the usual binary coding.

is the same as 
12.2 are marked
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ANALYSIS OF TEXT STRINGS WITH GRAMMATICAL CODING.
In chapter 7, during the examination o-f Fourier analysis, and 
again in chapter 9, during the examination of INF0R25FFT, I 
explained how the need for a program which could Fourier trans
form ANALOG signals arose from the realisation,, that the BINARY 
coding of I-modes and 0-modes is too crude a simulation of the 
processes which take place in our linguistic device. So to make 
our coding more graded, we want to rank some words higher than 
others. There are two problems here. The first one is; what 
values shall we attribute to the different ranks?. The second is; 
How do we do the ranking?

X>tl
*í¡; 1'1

• I-
■ii1
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I • '.M' r • • - • • ! .I*'. • . I •
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mauENCT
Fig. i: Spectrum before and after smoothing.

there, 
different

The first problem is the simplest to solve. I have decided, that 
considering the human limitation in judging a sensory continuum 
<see page 193) I shall stick to the findings presented 
that we are able to judge on average 7 plus minus 2 
sensory levels. If we take 8 as being near enough to the average, 
then we have got a nice round value in Information Theory terms 
since 8 is equal to 3 bit. In Information Theory terms there are 
then 4 integer levels of information transfer: 0,1,2 and 3. Not 
that I believe for one moment: a) that it is possible to imagine 
that the same word would have the same information value in 
different contexts, and b) that the information transfer would 
only take integer values. But to make it as simple as possible - 
and still plausible — we shall pretend just that.
The second problem is more difficult. To rank the words in a 
string realistical1y is not possible, because, at this stage, we 
simply do not know the function and coding of our linguistic 
device. However, we would expect some grammatical categories to 
have a greater information content than others. But do verbs 
transfer a greater amount of information than do nouns? Af er 
all, the verbs is the category which connect the other categories 
.ÍQ an action. Or are thp nouns, pronouns and proper nouns 
information rich since they are the agents, and we can not have 
the action without the agents? It is simply impossible to assess 
with any measure of confidence. So, I have refrained from sug

: '• ...

t •

‘ V r . ,• *.
' *V 4 ■; i ‘ •: ■■

• I .  ̂ •

* . • * .  I• >: < If ,
' • *• ¥  ‘  ̂, J

f *1' V I . * ■ ' ÍI

•• f > ;
I •  ' • •  •  •  •’ . • i • / i . • <

* , * *• • i.'* • • • . * ^  f «

‘ ' ‘.iT ’
• • ••.'.f* • ■■

« l|

'I;-.; /,•••)’ 1 ' .1v.
* i



page 325

gesting such a ranking procedure, which would be nothing more 
than an adventure into the realms of speculation.
Instead I shall be

Thisent angle, 
i nformati on 
’black box’ 
examples of 
a ’black bo

analysi ng 
shall not

the problem from a slightly differ—  
be an attempt to simulate real life

transfer. Rather is it an attempt 
of our linguistic device. We have 
Fourier analysis being used in the 

(chapter 7) and came to realise

to look into the 
already seen two 
analysis of such 
that the power

spectra resulting from the Fourier transformation revealed perio
dicities, and that in the case of the biological ’black box’ (the 
heart beat signal), these periodicities could be interpreted as 
biological sub-control systems.
My thesis is now, that if we pick a grammatical category (eg. 
verbs) and code any word in the text string belonging to this 
grammatical category with a higher transfer value in I-modes than 
the rest of the words, we might get one or more significant 
peak/s in the power spectrum and may or may not interpret it as a 
graphic representation of the specific sub—control system for 
this particular grammatical category.
Say we code al1 
the value ’8’ (3
is being read in I—mode, 
than verbs transfer only 
(verbs or not) transfer 
appearance of a verb in 
i nformati on 
signal (an

verbs in a text string in a way which transfers 
bit) to the information array every time a VERB 

Say furthermore, that all other I-modes 
the value ’1’ as usual, and the 0-modes 
the value ’0’ as usual. This marks each 
I—mode with a pulse of 8 (3 bit) in the 

array and should according to my theory result in a 
information array) with more information about the 

specific verb control mechanism in our linguistic device than 
about any other controls. We could then try to code words of 
another grammatical category and see if we got peaks in a diffe
rent part of the spectrum. Finally we could repeat the experiment 
on different text strings and see if there are inter-human simi
larities. The initial results from this research are presented on 
the following pages.
Three grammatical categories common to sentence analysisi nouns, 
subjects and verbs were coded in turn, and each time the result
ing spectrum was superimposed on the uncoded (no weighting) 
spectrum from the same string for comparison. The coding and 
analysis was done on two very different files, RUSl and PAD2. The 
coded text strings as well as the numerical power in each fre
quency point of the spectra and all statistics can be found in 
the appendix to this chapter.

NOUN WEIGHTING.
Figures 12.3 (a) and (b) are the spectra resulting from the
coding of NOUNS in text strings from PAD2 and RUSl respectively. 
In each case, the spectrum resulting from the weighting of the 
nouns has been superimposed on the spectrum resulting from the 
text version where the nouns were treated no differently from any 
other I—modes or 0-modes in the text string i.e. in the NOUN-

al1 nouns have been given the weight 8,I-modes 
weighted text

or 
string,

other I-modes have been giv< 
been given the weight zero 
string, the nouns have not

»n the weight 1 and the O-modes 
as usual. In the un-weighted 
been given special weighting,
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they have been treated like any other I-modes and 
been weighted 1 <I-modes) or zero <0-modes).

page 326

0-modes and

Pf̂ D2,201ft600RFJ85 
POWER SPECTRUn
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Figure 12.3(a) Nouns weighted 
and unweighted in PAD2

RUS1,301P700RF162 

POWER SPECTRUn

Figure 12.3(b) Nouns weighted 
and unweighted in RUSSl

In the weighted spectrum of both files PAD2 and RUSl the weight 
ing of the nouns have given rise to three peaks between f*0-3 and 
f=6.4. As we saw in chapter 7 and as explained above, such peaks 
in the power spectrum may reflect sub-control systems in the 
generation of the signal being analysed, in this case a tex 
string, and although it borders on speculation, it is feasable 
that the three peaks seen in the NOUN-weighted spectrum of both 
files might be the tell-tale of a common NOUN-generating sub 
function in our linguistic device.
If it is the case that the three peaks appearing in both spectra 
between f»0.3 and f*0.4 are indeed specific to a NOUN generating 
mechanism, we would expect another grammatical category to g ve
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1^1

-1JV fiV i
rise to another, but equally specific feature somewhere else in 

spectrum, and we would also expect such a feature to appear 
in the spectra from both PAD2 and RUSl.
To examine if such grammar— specific features could be established 
further, the analysis was repeated first with verbs weighted and 
later with subjects of sentences weighted.

VERB WEIGHTING.
Figures 12.4 (a) and (b) are the spectra resulting from the
coding of VERBS in text strings from PAD2 and RUSl respectively. 
In each case, the spectrum resulting from the weighting of the 
verbs has been superimposed on the spectrum resulting from the

■ w*

PAD2,201A600RFJ85

Figure 12.4<a) Verbs weighted 
and unweighted in PAD2

RUSJ,301A700RF162 
POWER SPECTRUn

Figure 12.4<b> Verbs weighted 
and unweighted in RUSSI
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te>it version where the verbs were treated no di-f-ferent 1 y -from any 
other I-modes or O~modes in the text string i.e. in the VERB- 
weighted text string, all verbs have been given the weight 8, 
other I-modes have been given the weight 1 and the 0-modes have 
been given the weight zero as usual. In the un-weighted text 
string, the verbs have not been given special weighting, i.e. 
thev have been treated like any other I-modes and 0-modes and 
been weighted 1 <I-modes) or zero <0-modes).

'.(i 1
. ; ‘ • i •» •

!i '•• •;» k*.
il V - i  I,-

I-f we look at figure 12.4 (a) we find that the most prominent 
difference between the two spectra - the VERB-weighted and the 
un-weighted from PAD2 is a peak arising around f=0.2 of the VERB- 
weighted spectrum. Looking at the spectra in figure 12,4 <b) from 
RUSl we find that the most prominent feature is that of a peak in 
the middle of the spectrum (around f=0.25) of the VERB-weighted 
spectrum.
This would again indicate, that some structures are common to the 
yERB-weighted versions of the two files, however different the 
text style of the two files. This lends credit to my suggestion, 
that we are indeed looking at the telltales of some of the sub
generator mechanisms of our linguistic device.

.J  '  -

WEIGHTING OF SENTENCE SUBJECTS.
Finally, the same analysis was carried out with the sentence 
subiects weighted and unweighted respectively. Figures 12.5(a) 
and" 12.5(b)

PAD2,2018600RF185

Fig- 12.5(a) Subjects weighted 
and unweighted in PAD2

show the SUBJECT-weighted and unweighted spectra of PAD2 and 
respectively. The weighting of subjects in a text string 
give rise to 3 or 4 peaks in the low-frequency of the
spectrum. This is clearly the case for both PAD2 and RUS .
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POWER SPECTRUM

Fig. 12.5(b) Subjects weighted 
and unweighted in RUSSI

DISCUSSION OF THE ABOVE ANALYSIS..
It is interesting to look at the spectra resulting from grammati
cal coding in terms of emission and absorbtion features. The 
peaks arising in different spectra, at very much 
tion for the same grammatical cathegory, may well 
sub—generator functions as explained in chapter 
which are specific to each grammatical cathegory.

the same posi- 
be telltales of 
11. Functions

Because of the fluctuation in the spectra arising from lack of 
stationarity in the data base before the Fourier transformatxon, 
it is difficult to assess whether the prominent peaks in the 
weighted spectra above (figures 12.3 to 12.5) do indeed rise from 
an already existing peak or a trough in the un-weighted spectra. 
In figure 12.3 (a) and (b) it could look like the three peaks 
between f=0.3 and f*0.4 arise from already existing peaks.
In figure 12.4 <a> and <b) the opposite seems to be the 
single peak arising in the middle of the spectrum from both files 
seems to rise from a feature which could be a minimum between two 
maxima or it could be a cut-off maximum.
If the findings here do indeed reflect factual structures, then 
clearly, there are structures much further towards the low end of 
the spectrum, than we had anticipated. The longest structures 
reflected in these two last spectra are of a periodicity ot 
around 60 to 120 words. It is difficult to anticipate, that our 
linguistic device should be so far ranging, when our natural 
sentence length is about an order of magnitude smaller.
On the other hand, looking at such structural lengths in terms of 
words may be misleading. Producing, or listening to, 100 J"
real time does not take more than around 20 seconds, and it i
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CHAPTER 13.
CONCLUSION.

1. AIM OF THE STUDY.
The aim o-f this studv has been to evaluate information 
and structures in text strings.

transfer

1.1 ”information' and 'structure' are here taken in the 
information theoretical sense. For this reason this thesis 
begins with an introduction to Information Theory with parti
cular emphasis on the concepts of information and structure 
originating from this theory <chapter 1). Another two chap
ters give an account of the use of Information Theory in 
linguistics <chapter 2) and linguistic models relevant to the 
present approach (chapter 3).
1.2 Although the data base of the present study has been in 
the form of written text strings, it is emphasised, that the 
meaning of 'text string' is the one usually accepted in 
linguistics i.e. not restricted to written communication.

2. METHODS.
To achieve the aim set out above, two principally different 
methods of analysis were used; the first - a relatively simple 
statistical approach (chapters 5 and 6) - based on the establish
ed static concept of vocabulary, the second - a pattern evalua
tion technique by Fourier analysis (chapters 9 to 12) - based on 
a concept of more dynamic cognitive word processing developed in 
this thesis (chapter 8).

2.1 The first method is based on my discovery that the 
vocabulary in a natural text string decreases exponentially 
with increasing length of string.

2.1.1 This relationship between length of text string 
and exponential 'decay' of vocabulary means that any 
natural text string can be represented graphically in a 
double-logarithmic coordinate system with great accuracy 
by a straight line of which only two parameters are 
needed to position the line: The intercept A and the 
gradient B.

2.2 The second method was developed after some considera
tions as to how the concept of sememes could be accommodated 
in a simplistic computer model of cognitive language proces- 
si ng.

2.2.1 No attempt was made to simulate genuine sememe 
recognition. A much more rudimentary, but — given the 
present level of computing power and knowledge - more 
re.U.tic .pproach, the ’«od.l oi b..t fit’ described tn
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chapter 8, was chosen.
2.2.1.1 The 'model of best fit' is based on the 
concept of sememes in as much as it recognises that 
a word may have several different connotations and 
that the connotation which best fits into the con
tent of the word will be chosen by our perception 
as the 'meaning' of the word.
2.2.1.2 Instead of trying to incorporate in a 
computer model the choise of the 'best fit’ from a 
number of connotations, the choise of 'best fit' is 
seen in terms of length of text string.

2.2.1.2.1 Given a word AAA in a text string
'KKK BBB AAA LLL MMM...... TTT ODD AAA FFF'

where AAA appears twice. It is reasonable to 
suggest that the identity between sememe 
AAAd'st appearance) and sememe AAA<2'nd 
appearance) depends on the length of text 
string between the two appearances.
2.2. 1.2.2 If AAAU'st appearance) is vbry 
close to AAA<2'nd appearance) the sememes 
AAA<1) and AAA<2) would probably be identical, 
in which case the second appearance of AAA 
would not transfer any new information to the 
linguistic device.
2.2.1.2.3 At the reappearance of AAA after a 
qreat number of different words it is reason
able to suggest that sememe AAA<2) has changed 
from sememe AAA(l) and that therefore sememe 
AAA(2) would transfer information to the lin
guistic device.
2.2.1.2.4 The information transfer from a 
text string can now be seen in terms of length 
of text string bewteen reappearances of words 
rather than cognitive choise between sememes.
2.2.1.2.5 Thus, a word in a text string ap
pearing for the first time would transfer in
formation to the linguistic device-
2.2.1.2.6 Within a given length of text 
string the word reappearing would not transfer 
any information to the linguistic device 
(because the sememe of the word would be the 
same.
2.2.1.2.7 After a given length of text string 
the word reappearing would again transfer 
information to the linguistic device because 
its sememe is considered to have changed.
2.2.1-2.8 This length of text string, the so 
called 'reference field', was chosen so that 
the number of words in a text string which
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transfer information is identical to the num
ber of words which do not transfer informa
tion. The reasons for this choise are ex
plained in chapters 8 and 10.
2.2.1.2.9 A glossary accommodating the fea
tures above was established« An 'I-mode’ re
fers to a word first time it appears within 
the reference field. Subsequent reappearances 
are called ’0-modes’.
2.2.1.2.10 Accordingly, the reference field is 
that length of string which results in the 
transfer of a steady ratio 1:1 of I—modes and 
0-modes to the ’linguistic device’.
2.2.1.2.11 An I-mode is defined as transfer 
ring a positive amount of information to the 
’linguistic device’. An 0-mode transfers zero 
bit of information. The shortcomings of this 
approach are discussed in chapters 8 and 9.

2.3 Within the second approach, that of Fourier analysis, 
two principally different methods of Fourier analysis were 
developed. that of timeseries analysis and that of direct 
pattern evaluation using the Fast Fourier Transform (chapters 
7 and 9).

2.3.1 Because of the lesser demand of the 
transform to the length of the text strings, 
series analvsis was used in all 
the analog coding in chapter 12 
Transform was used.

t i meser i es 
the time- 

the analyses except for 
where the Fast Fourier

2.3.2 The purpose of developing two different methods 
was basically that of my wanting to compare the results 
when the two different transforms were applied to the 
same text strings. The spectra from the different trans
forms of the same text strings were almost identical 
except for the frequency F=0.50. The difference has been 
accounted for in chapter 12, where an example is shown 
of a spectrum from a timeseries transform superimposed 
on the spectrum of the same text string resulting from 
the direct pattern evaluation algorithm based on the 
Fast Fourier Transform-

3. DATA BASE - SAMPLING AND CLASSIFICATION.
The data base of 60 text samples is divided 
That of childrens text samples <N*42) and 
samples (N»18).

into two main groups, 
that of adults’ text

3.1 Childrens text samples: The 42 samples were written spe
cifically for this study by kind cooperation of two primary 
schools in Central Region in Scotland. The age of the chil 
dren ranges from 6 to 14 years. In some of the analyses, the 
children have been divided into a younger age group <6 9 
years) and an older age group <10-14 years).
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3.1.1 Of the childrens text samples a total of 1900 
words were used in the analysis in chapter 5. Of the 42 
text samples written by children only 25 were long 
enough to be analysed by Fourier analysis in chapter 11. 
These 25 samples accounted for a total of 1600 words 
with 13 samples (632 words) written by the 6 to 9 year 
old, and 12 samples <768 words) written by the age group 
10 to 14 year.

•iV"'

i • - * % • •I, • * r ,1 ,

: ..r- ■ i, ’ >
\ * . *4 » .*

3,2 Adults” text samples: 
adults were taken from books 
a range of styles as possible, 
long. The categories were: Sci 
<5 samples) and books written 
total number of words of the 
Of this total all were used 
while around 6000 words formed 
analysis in chapters 11 and 12

4. RESULTS OF ANALYSES.

The 22 text samples written by 
and newspapers to coyer as wide 
Each text sample was 600 words 

entists (9 samples), newspapers 
for children <8 samples). The 
adult text strings were 13200. 
in the analysis in chapter 5 
the data base of the Fourier

As explained under 2. METHODS, the analyses fall in two parts. In 
chapter 5 the method is based on fairly simple statistics and a 
qraph fitting algorithm, while in chapters 11 and 12 the method 
is that of Fourier analysis. Common to the two approaches is the 
evaluation of structures before and after permutation of the text 
strings. In chapter 5 three different kinds of structure, present 
in text strings, were examined: ”distributiye”, 'sequential and 
’content' structure, and it was suggested that the structure 
measured by any of the methods used in this study is mainly that 
of sequential structure. It was argued too, that only the sequen
tial structure is affected by the permutation of a text string. 
Consequently, the difference in the amount of structure, before 
and after a text string has been permutated, as established in 
all the analyses of this study, is a measure of the change in 
sequential structure.

4.1 Analyses of text strings based on 
methods (chapter 5):

simple statistical

4.1.1 The numerical yalues of intercept A and gradient B 
were established with a graph fitting algorithm for all 
the 42 text samples of this study. High yocbulary gaye 
low yalues of A and high yalues of B. If A and B are 
related to early linguistic deyelopment, we would haye 
expected to see a difference in the yalues of A and B of 
younger children as compared to those of older children. 
This howeyer, did not seem to be the case. A and B were 
not significantly correlated with age. Tables 5.17 and 
5.18 confirmed that the two categories 'younger chil
dren’ and 'older children’ do not seem to be drawn from 
different populations with regard to A and B. Conse
quently we would assume that A and B are either not 
related to linguistic deyelopment or are related to 
deyelopments which take place later on in life i.e, 
during or after adolescence. The difference between 
children as a whole and adults as a whole, as measured 
with the Kruskal-Wallis test seemed to confirm the 
ter yiewi the difference in the features between the
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childrens and adults’ language as represented by A or 
B was confirmed on a better than 57. <A) and better than 
IV. <B) level, thus suggesting, that the parameters A and 
B are related to linguistic developments which take 
place sometimes between the age of the child writers and 
the adult writers. So much said, tables 5.18 (a) and <b) 
do show, that even if there are no significant differen
ces between the two categories 'younger children’ and 
’older children’ per se, these two categories tested 
against the different adult categories, gave that the 
’younger children’ consistently showed greater differ 
ence to the adult categories than the ’older children’ 
with regard to the gradient B, whereas the opposite was 
the case with regard to the intercept A (tables 5.17 (a) 
and (b)).
4.1.2. Not unexpectedly it was found that vocabulary is
a significant developmental feature of text strings, but 
only just! Children measured against adults gave that 
the difference is confirmed on a better than O.IV level. 
However, when the children were divided into 2 cate
gories: the younger <6 to 9 years, n=13) and the older
(10-14 years, n=12) it was found that when each category 
was tested against the adults (n=22), the difference 
between the younger category and the adults was confirm
ed on a better than O.OIV. level, while the difference 
between the older children and the adults did not guite 
make it to the 5V. level- This is interesting, since it 
means, that the strings written by the age group 10-14 
are not significantly different from the adult text 
strings with regard to vocabularv- Contrary to common 
belief, the text strings from newspapers came out as 
having the highest vocbulary of all the samples in this 
research. It was even the case, that the more dubious 
the litterary quality, the higher the vocabulary.
4.1.3. Each of the 42 text strings were then permutated 
and the parameters A and B measured as before. A11 
movements were tested with the Wilcoxon matched—pairs 
signed-rank test which established, on a better than IV 
significance level, that the overall movement of A and 
B, after the permutation of the strings, was towards 
higher values of A and lower values of B i.e. the 
straight lines representing the text strings generally 
tilted clockwise in the double-logarithmic coordinate 
system as a result of the permutation of the string. As 
the permutation of a text string breaks up the sequen
tial structure rather than the distributive or the con 
tent structure, and as the permutation of a string 
causes A to increase and B to decrease, it was concluded 
that intercept A is invertedly related, and gradient B 
directly related to sequential structure.
4.1.4. The analysis showed that newspapers had the low
est A mean values (A«1.20) followed by childrens books 
(A-1.35) and scientists <A*1.55>? children had the high
est A value (A-1.57). This suggests that text strings 
from newspapers have the highest degree of sequential 
structure while childrens text strings have the lowest 
degree of sequential structure, and indicates that a 
greater amount of internal sequential manipulation of
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text strings takes place during the writing 
papers and childrens books^ than during the 
scientists" and childrens text strings.
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of news- 
writing of

'V»]

4.1.5. The values found for the gradient B suggested 
the same distribution of sequential structure in the 
text samples: B values for children were the lowest 
<B=0.79) i.e. lowest amount of sequential structure, 
while B values for newspapers were the highest (B*0.90) 
again suggesting that newspapers have the highest degree 
of sequential structure, and confirming that a greater 
amount of internal sentence manipulation goes on during 
the writing of newspapers and childrens books than 
during the writing of the other categories of text 
strings in this study.
4.1.6. The mean length of runs of "new" words was 
measured in the text strings for the different cate
gories. Children had the longest runs followed by chil
drens books, scientists and finally newspapers which had 
the shortest run lengths.
4.1.7. It was established that the mean length of runs 
increased whith the permutation of a text string sug
gesting that in natural text the sequential structure 
keeps the run length "artificial1y" short.
4.1.8. It was established too, that there was a positive 
correlation (confirmed on a better than 1/. significance 
level) between the difference in run lengths before and 
after permutation, and the corresponding differences in 
the values of A and B.
4.1.9. The high vocabulary of newspaper text strings, 
combined with the high level of sequential structure 
found in these strings, suggests that much more sequen
tial manipulation goes on in the mind of the writers of 
the "popular" press than in the minds of the writers of

"serious" press, and certainly more than this cate
gory of journalists normally gets credit for.
4.1.10. The fact that the text strings of the 
press combined the highest vocabulary with the 
run length confirms that even if these strings 
cially exhibit litterary incompetence, they are 
sense — a highly specialised 
writing.

and sophisticated

popular 
shortest 
Buperfi- 

- in a 
form of

4 r >  
m  ^  m

Analysis of text strings based on Fourier 
(Power spectral analysis, chapters 10 to 12) i

analysis

of 34.2.1. Through practical trials, the optimal size 
of the parameters of the power spectral analysis: Refe
rence field, number of frequency pointi 
mesuring window.

width of
were established (chapter

4.2.1.1. Reference field: It was shown that the
optimal field is the one which gives a 1:1 ratio of 
zeroes and ones in the information transfer array.
4.2.1.2. Number of frequency points in power spec-
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trum; Minimum 32 points, 
(length of text string) vs 
it, then 64 points.

but if the combination; 
(reference field) allows

4.2.1.3. Width of measuring window: Minimum; Twice 
the number of frequency points (2 degrees of free
dom). Maximum; 6 to 9 times the number of frequency 
points (6 to 9 degrees of freedom), but if the 
window exceeds around 120 — 200 words, there may be 
lack of stationarity at some frequencies.

4.2.2. After the text strings were analysed with three 
different size windows; 64 words, 128 words and 256 
words respectively, it was found that a window of 128 
words gave the highest significance with regard to the 
ability of the analysis to distinguish between different 
catgories of writers. Presumably, the lack of periodici
ty in strings longer than around 200 words, would ac
count for the failure of window-group 256 to pick up 
significant features found by window-group 128. Like
wise, window—group 64 failed to pick up significant 
features due to lack of sensitivity (chapter 11).
4.2.3. It was found too, that whatever the window size, 
both Mean Power Density (MPD) and Variance (CHI2) of the 
power spectra were higher for the more skilled - or 
older - writers. Adults showed persistently higher MPD 
and CHI2 than children, whatever the window size. This 
difference however, was not significant with regard to 
MPD, but was highly significant with regard to CHI2 
(better than 17. significance level).
4.2.4. The difference between the 'sensitivity' of MPD 
and CHI2 to the characteristies of the text strings was 
demonstrated again when MPD and CHI2 were measured be
fore and after permutation of the text strings. Even 
though both MPD and CHI2 decreased with permutation of 
the strings, only the difference with regard to CHI2 was 
significant (better than a 57. significance level).
4.2.5. The size of reference field established for each 
string in the window-group 128 turned out to be a highly 
significant measure of developmental features of the 
text strings. 'Children' showed significant differences 
to all adult categories. This was a far clearer and 
more reliable picture than that yielded by the measure 
of vocabulary in chapter 5.

power
'ab-4.2.6. Two significant features present in all th 

spectra in this study are those of 'emission' an 
sorbtion', graphically represented by the peaks and the 
troughs respectively in the spectra.

4.2.6.1 It is suggested that the peaks in the power 
spectra, being emission features, represent sub
generator functions of the 'lingusitic device 
while the troughs, being absorbtion features, re
present sub—control, filter or lexical functions.
4.2.6.2. The view that the peaks and troughs in the 
spectra are indeed the graphical representations of
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sub-generator and sub-control functions of the 
’linguistic device’ is supported by the fact that 
the variance of the spectra decreased significantly 
with the permutation of the text strings.

4.2.7. The hypothesis, that some peaks in the power 
spectra are positioned at frequencies common to all the 
spectra of all the window—groups was evaluated. Even 
though the exact positions differed slightly between 
window—groups and between adult spectra and child spec
tra, three positions of peaks common to all the text 
strings were established with a high degree of signifi
cance in the high—frequency band between F=0.33 and 
F=0.50.
4.2.8. Further analysis of the impact of permutation on 
these peaks made it probable however, that only a peak 
at F=0.484 in childrens text strings and a peak at 
F=0.375 in adults’ text strings did indeed constitute a 
feature which, with some justification, can be seen as a 
graphical représentâtion of a sub—generator function of 
the human linguistic device.
4.2.9. To evaluate the hypothesis under 4.2.6.1., two 
text strings, of verv different style, were coded so 
that a 3 bit pulse was transferred to the information 
array every time a noun was encountered in the text 
strings, and the resulting spectra were superimposed on 
the normal spectra where nouns had not been given spe
cial weighting (chapter 12).

4.2.9.1. In the two spectra based on the two 
different text strings, wich had been noun-weight
ed, three peaks appeared in the high-frequency band 
of both spectra (around F=0.3), suggesting that 
some generative and control principles were common 
to the two different text strings.
4.2.9.2. The same weighting was then given to verbs 
and sentence subjects respectively in the two text 
strings. The weighting of verbs gave rise to a peak 
in the frequency band around F*0.2 in both spectra, 
while the weighting of sentence subjects gave rise 
to 4 peaks in the low-frequency band of the two 
spectra, again suggesting that identical, but gram 
mar specific, sub-generator and sub-filter (lexi
cal) functions were involved in the generation of 
the two different text strings.

LIMITATIONS AND FURTHER DEVELOPMENT.
emphasi sed 
cognitiveThe limitations of the present approach have been 

throughout this study. The task of analysing h
information transfer is overwhelming and, as I have s a e 
before, I have not attempted anything like a full description of 
cognitive language processing.
What I h.ve done ie I) to point out th.t one very important
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•feature o-f language perception - the sememe evaluation o-f our 
linguistic device - probably is a -function, amongst others, of 
the length of te>?t string between neat— identical sememes, and 2) 
incorporated this feature in a model which lends itself to the 
very sensitive analysis of Fourier analysis.
That the length of text string between near— identical sememes is 
just one of presumably myriads of factors involved in the sememe 
evaluation which goes on in our linguistic device means that only 
a fraction of the structure present in text strings will be 
picked up by this analysis. As such this method is both crude and 
simplistic; not because it is simple in itself - I am sure you 
did not get that impression - but because it only deals with one 
particular feature of the overwhelming complexity of natural 
1anguage.
So much said, the results of this study 
of all the incompleteness of the "model 
sectral analvses do indeed pick up some 
we know must be present in natural text

suggest that in 
best fit", the 
the structures

spi te 
power 
which

The "model of best fit" could be improved in two wayss
1) The first obvious li 
of the reference field 
words in a text string 
touched upon in chapter 
and small words like ’ 
long strings of text 
while huge, vaguely def 
like "love" should have

mitation of the model is the inflexibility 
, It is not terribly realistic that all 
should have the same reference field. As 
8, the sememes of numerals, prepositions 
and", "or" etc. are relatively stable over 
i.e. should have long reference fields, 
ined concepts with highly unstable sememes 
rather shorter reference fields.

2) The second obvious limitation of the "model of best fit is 
the fact that we have attributed one of onlv four levels of 
information transfers O, 1, 2, and 3 bit. It has been in chapter 8 that resent research suggests that the human sensory 
continuum can only bee divided into 8 (3 bit) distinct levels. 
This is the reason for our maKimum transfer of information being 
set to 3 bit. There is however no reason why the amount of 
transferred information should be an integer. Most 
mode would probably transfer between 1 and 2 bxt of when their "best fit" was established, while numerals and Prepo 
sitions would transfer less information, say between O and 1 bit.
Only the big and vague concepts like "love , » «h t hitwould have enough sememe variety to transfer ®nd 3 bit
of information when their "best fit" was established by the
linguistic device.
Since both limitations are a function of ’sememe 
limitations could be remedied by the inclusion of • 
where each word could be looked up by the program an .»*,*0(1».a weighting according to some predetermined scale of sememe
stabi1i ty".
However, given that the analyses presented in this 
been a contlonuous struggle against the lack »7,f
at my disposal, I have not contemplated the addition of such an
•«xJtensive lexicon to my program.
It is my hope that someone who reads 
teresting and convincing - or chall<

this study shall find it in- 
rnging ~ enough to continue
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OUTPUT FROM VOCOUT(IOO) 
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Childrens text strings page
C62. C70. C71............. ............. 343
C73- C77. C80............. .............344
nR2. CSS. C90...... ......... ............. 345
C91 . C94. C95.......... . ............. 346
C96- CIOO. ClOl........ . ............. 347
C 102 . C103. C104............ .......... . 348
nio. rill. C113........... ............ . . 349
C114. Cl30. Cl40............ ............. 350
C141....................... .
Statistics........... .
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Scientists' text strings p a g e l

RUSSl, RUSS2, RUSS3...................... 353
RUSS4, RUSS5, BRUNER..................... 354
LABOV, FRANKENA, CHOMSKY.................355
Statistics......... ..............  356

Newspaper text strings p a g e l
DRECl, DREC2, MAIL....................... 357
HERALD, GUARDIAN......................... 358
Statistics.........     359

Text strings from Childrens books
PADl, PAD2, PAD3........... -
PAD4, POOH, ALICEB......... .
ALICEL, SEAGULL............ .
Statistics.................
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•M 1 '

b: c62. t>jt!
AT WORD 
AT WORD 
AT WORD 
AT WORD 
AT WORD 
AT WORD 
AT WORD 
AT WORD 
AT WORD 
AT WORD

NR; 10 VOCABULARY; 10NR: 20 VOCABULARY: 17NR; 30 VOCABULARY; 26NR; 40 VOCABULARY; 29NR; 50 VOCABULARY; 34NR; 60 VOCABULARY; 38NR; 70 VOCABULARY; 41NR; 80 VOCABULARY; 43NR; 90 VOCABULARY; 48NR; 100 VOCABULARY; 53
2. 1361leO * X TO THE 6.‘

10 VOCABULARY 10
20 VOCABULARY 16
30 VOCABULARY 24
40 VOCABULARY 29
50 VOCABULARY 34
60 VOCABULARY 38
70 VOCABULARY 40
80 VOCABULARY 45
90 VOCABULARY 48
100 VOCABULARY 51

F(>i) = * X TO THE 6.98960e-l POWER
COEFFICIENT OF CORRELATION = 0.9944 
STANDARD ERROR OF ESTIMATE = 0.0580

B:C70.TXT:
AT WORD NR 
AT WORD NR 
AT WORD NR 
AT WORD NR 
AT WORD NR 
AT WORD NR 
AT WORD NR 
AT WORD NR 
AT WORD NR 
AT WORD NR
F<>;) = 1.99414e0 * X TO THE
COEFFICIENT OF CORRELATION « 
STANDARD ERROR OF ESTIMATE = 0.0452

E«;C71.TXT:
AT WORD 
AT WORD 
AT WORD 
AT WORD 
AT WORD 
AT WORD 
AT WORD 
AT WORD 
AT WORD 
AT WORD
F<y) =
COEFFICIENT OF CORRELATION * 0.9974 
STANDARD ERROR OF ESTIMATE = 0.0425

7.12844e-l POWER 
0.9967

NR; 10 VOCABULARY: 9
NR; 20 VOCABULARY: 16
NR I 30 VOCABULARY: 22
NR: 40 VOCABULARY: 28
NR: 50 VOCABULARY: 32
NR: 60 VOCABULARY: 38
NR: 70 VOCABULARY; 42
NR: 80 VOCABULARY: 46
NR: 90 VOCABULARY: 47
NR: 100 VOCABULARY; 50
1 . 6 6 378e0 * X TO THE 7.!
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B;C73.TXT:
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AT WORD 
AT WORD 
AT WORD 
AT WORD 
AT WORD 
AT WORD 
AT WORD 
AT WORD 
AT WORD 
AT WORD

7.03120e-l POWER 
COEFFICIENT OF CORRELATION = 0.9961 
STANDARD ERROR OF ESTIMATE = 0.0486

NR; 10 VOCABULARY: 9
NR; 20 VOCABULARY; 16
NR; 30 VOCABULARY oo
NR; 40 VOCABULARY 26
NR; 50 VOCABULARY 32
NR: 60 VOCABULARY 34
NR; 70 VOCABULARY 39
NR; 80 VOCABULARY 40
NR: 90 VOCABULARY 43
NR; 100 VOCABULARY 47
1.90879e0 ♦ X TO THE 7.
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B:C77.TXT:
AT WORD NR 
AT WORD NR 
AT WORD NR 
AT WORD NR 
AT WORD NR 
AT WORD NR 
AT WORD NR 
AT WORD NR 
AT WORD NR 
AT WORD NR

VOCABULARY; 10 
VOCABULARY; 16 
VOCABULARY; 22 
VOCABULARY; 29 
VOCABULARY; 37 
VOCABULARY; 43 
VOCABULARY; 47 
VOCABULARY; 51 
VOCABULARY; 56 
VOCABULARY; 61

F<x) = 1.48464e0 * X TO THE 8.09649e-l POWER
COEFFICIENT OF CORRELATION * 0.9979 
STANDARD ERROR OF ESTIMATE = 0.0409

B;C80.TXT;
AT WORD NR 
AT WORD NR 
AT WORD NR 
AT WORD NR 
AT WORD NR 
AT WORD NR 
AT WORD NR 
AT WORD NR 
AT WORD NR 
AT WORD NR

VOCABULARY; 10 
VOCABULARY x 14 
VOCABULARY: 19 
VOCABULARY; 26 
VOCABULARY x 33 
VOCABULARY x 38 
VOCABULARY; 44 
VOCABULARY; 51 
VOCABULARY x 57 
VOCABULARY; 62

F<>{) = 1.25126e0 * X TO THECOEFFICIENT OF CORRELATION * 0.9917 
STANDARD ERROR OF ESTIMATE * 0.0846

8.37209e-1 POWER
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B:CB2.TXT:
AT WORD 
AT WORD 
AT WORD 
AT WORD 
AT WORD 
AT WORD 
AT WORD 
AT WORD 
AT WORD 
AT WORD
F(>i) =
COEfRICIENT OF CORRELATION = 0.9955 
STANDARD ERROR OF ESTIMATE = 0.0518

1 •
NR; 10 VOCABULARY; 10NR; 20 VOCABULARY: 18NR; 30 VOCABULARY; 21NR; 40 VOCABULARY: 27NR; 50 VOCABULARY: 29NR: 60 VOCABULARY; 35NR: 70 VOCABULARY: 38NR; 80 VOCABULARY: 43NR; 90 VOCABULARY: 48
NR: 100 VOCABULARY: 54
2.03783e0 * X TO THE 6.97

hM  ♦ I ‘ .1 ’ j •
* i * f _ ;

^ ’ 'A'I

i i?. t'!. ■
' • 4 -I

• .. .

' 'I.

BsC85.TXT:
WORD NR; 10 VOCABULARY 10
WORD NR; 20 VOCABULARY 18
WORD NR; 30 VOCABULARY 25
WORD NR: 40 VOCABULARY 31
WORD NR; 50 VOCABULARY 38
WORD NR: 60 VOCABULARY 44
WORD NR; 70 VOCABULARY 47
WORD NR; 80 VOCABULARY 53
WORD NR; 90 VOCABULARY 58
WORD NR; 100 VOCABULARY 64
) = 1.63892e0 * X TO THE 7.

COEFFICIENT OF CORRELATION = 0.9994 
STANDARD ERROR OF ESTIMATE = 0.0221

B:C90.TXTr
WORD NR: 10 VOCABULARY: 9
WORD NR: 20 VOCABULARY: 18
WORD NR: 30 VOCABULARY: 24
WORD NR: 40 VOCABULARY: 30
WORD NR: 50 VOCABULARY: 36
WORD NR: 60 VOCABULARY: 41
WORD NR; 70 VOCABULARY: 47
WORD NR: 80 VOCABULARY: 53
WORD NR: 90 VOCABULARY: 58
WORD NR: 100 VOCABULARY: 61
) a= 1.44i310e0 $ X TO THE 8.:

COEFFICIENT OF CORRELATION * 0.9985 
STANDARD ERROR OF ESTIMATE * 0.0348
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B:C91.TXT:

AT WORD NR 
AT WORD NR 
AT WORD NR 
AT WORD NR 
AT WORD NR 
AT WORD NR 
AT WORD NR 
AT WORD NR 
AT WORD NR 
AT WORD NR
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VOCABULARY 
VOCABULARY 
VOCABULARY 
VOCABULARY 
VOCABULARY 
VOCABULARY 
VOCABULARY 
VOCABULARY 
VOCABULARY I 
VOCABULARY: 60

F<x) = l.llBOBeO » X TO THE 8.73500e-l POWER 
COEFFICIENT OF CORRELATION = 0.9976 
STANDARD ERROR OF ESTIMATE = 0.0467

• 'F
■’'"Xd

1

•»
. <1 r, .«

I .

B;C94.TXT;

AT WORD NR 
AT WORD NR 
AT WORD NR 
AT WORD NR 
AT WORD NR 
AT WORD NR 
AT WORD NR 
AT WORD NR 
AT WORD NR 
AT WORD NR

VOCABULARY
VOCABULARY
VOCABULARY
VOCABULARY
VOCABULARY!
VOCABULARY:
VOCABULARY:
VOCABULARY;
VOCABULARY:
VOCABULARY:

F<x) = 1.34000e0 » X TO THE B.02407e-1 POWER
COEFFICIENT OF CORRELATION * 0.99i54 
STANDARD ERROR OF ESTIMATE = 0.0602

*. !

. •• 1
f '*• * I

. vV

..1••v • * I
B:C95.TXT;
AT WORD 
AT WORD 
AT WORD 
AT WORD 
AT WORD 
AT WORD 
AT WORD 
AT WORD 
AT WORD 
AT WORD

NR: 10 VOCABULARY: 10
NR: 20 VOCABULARY: 16
NR; 30 VOCABULARY: 22
NR: 40 VOCABULARY: 27
NR: 50 VOCABULARY: 34
NR: 60 VOCABULARY: 41
NR: 70 VOCABULARY: 47
NR: BO VOCABULARY: 54
NR: 90 VOCABULARY: 60
NR: 100 VOCABULARY: 63
1.37391e0 » X TO THE B.28790e-1 POWERF<>!) =

COEFFICIENT OF CORRELATION «= 0-9970 
STANDARD ERROR OF ESTIMATE * 0.0501

»• * t ' -j.'■ * 1

•••



B:C96.TXT;
AT WORD NR 
AT WORD NR 
at WORD NR 
at word NR 
AT WORD NR 
AT WORD NR 
AT WORD NR 
AT WORD NR 
AT WORD NR 
AT WORD NR

page 347

10 VOCABULARY:
20 VOCABULARY:
30 VOCABULARY I
40 VOCABULARY
50 VOCABULARY
60 VOCABULARY
70 VOCABULARY
80 VOCABULARY
90 VOCABULARY 1
100 VOCABULARY:

F(>i) = 1.47470e0 » X TO THE 8.24044e-l POWER
COEFFICIENT OF CORRELATION = 0.9991 
STANDARD ERROR OF ESTIMATE = 0.0266

i •) ¡»mV. .

1«. .

I V •

• f )
■ i \\

B:CIOO.TXT:

AT WORD Nl 
AT WORD Nl 
AT WORD Nl 
AT WORD Nl 
AT WORD Ni 
AT WORD N 
AT WORD N 
AT WORD N 
AT WORD N 
AT WORD N

VOCABULARY: 
VOCABULARY: 
VOCABULARY: 
VOCABULARY: 
VOCABULARY: 
VOCABULARY: 
VOCABULARY: 
VOCABULARY: 
VOCABULARY: 
VOCABULARY:

FOi) = 1.51607eO * X TO THE B.42227e-1
COEFFICIENT OF CORRELATION = 0.9989 
STANDARD ERROR OF ESTIMATE = 0.0311

POWER

I :» 'k •'

• i *  4 i

i
1 •.!».. «. ■« .* ji f 4
' • ' 1:.'•• ̂ -.1, ,;J

B:C101.TXT:
AT WORD 
AT WORD 
AT WORD 
AT WORD 
AT WORD 
AT WORD 
AT WORD 
AT WORD 
AT WORD 
AT WORD

NR: 10

NR: 90 
NR: 100

VOCABULARY: 10 
VOCABULARY: 17 
VOCABULARY: 25 
VOCABULARY: 29 
VOCABULARY: 32 
VOCABULARY: 37 
VOCABULARY: 44 
VOCABULARY: 49 
VOCABULARY: 56 
VOCABULARY: 60

F<>;) = 1.73046e0 * X TO THE 
COEFFICIENT OF CORRELATION - 
STANDARD ERROR OF ESTIMATE *

7.63447e-l POWER 
0.9970 
0.0460

♦  ! 1-



B:C102.TXT:

WORD
WORD
WORD
WORD
WORD
WORD
WORD
WORD
WORD
WORD

NR: 10 
NR: 20 
NR: 30 
NR: 40 
NR: 50 
NR: 60 
NR: 70 
NR: 80 
NR: 90 
NR: 100
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VOCABULARY: 10 
VOCABULARY: 17 
VOCABULARY: 23 
VOCABULARY: 30 
VOCABULARY: 35 
VOCABULARY: 39 
VOCABULARY s 44 
VOCABULARY: 47 
VOCABULARY; 52 
VOCABULARY: 56

F(vi) = 1.81970e0 » X TO THE 7.47847e-l POWER
COEFFICIENT OF CORRELATION - 0.9992 
STANDARD ERROR OF ESTIMATE - 0.02~.h

•1■ ' ‘.'9'' V .
■:n 'tJ

.r.'

••

• '‘t!
*• . • ki

B:C103.TXT;

AT WORD NR: 
AT WORD NR; 
AT WORD NR; 
AT WORD NR: 
AT WORD NR; 
AT WORD NR: 
AT WORD NR: 
AT WORD NR: 
AT WORD NR; 
AT WORD NR:

VOCABULARY
VOCABULARY
VOCABULARY
VOCABULARY
VOCABULARY
VOCABULARY
VOCABULARY
VOCABULARY
VOCABULARY
VOCABULARY!

F(>!) = 1.71142eO * X TO THE 7.79519e-l POWER
COEFFICIENT OF CORRELATION * 0.9993 
STANDARD ERROR OF ESTIMATE = 0.0233

B:C104.TXT:
AT WORD Nl 
AT WORD Nl 
AT WORD Nl 
AT WORD Nl 
AT WORD Nl 
AT WORD N 
AT WORD N 
AT WORD N 
AT WORD N 
AT WORD N
F < >5) = 1.______
COEFFICIENT OF CORRELATION *= 0.9970 
STANDARD ERROR OF ESTIMATE * 0.0487

10 VOCABULARY: 10
20 VOCABULARY: 19
30 VOCABULARY: 27
40 VOCABULARY: 35
50 VOCABULARY: 40
60 VOCABULARY: 43
70 VOCABULARY: 49
80 VOCABULARY: 54
90 VOCABULARY: 62
100 VOCABULARY: 68

^701e0 * X TO THE 8.
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• Y

I t.. ' I 1 |.

F 'f ■ -*•, *• ' j



page 349

B:C110.TXT:
at word NI 
at word NI 
at word NI 
A1 WORD NI 
at word NI 
at word N 
at word Ni
AT WORD N
at word N
AT WORD N

F < xi) = 1COEFFICIENT OF CORRELATION = 0.9956 
STANDARD ERROR OF ESTIMATE = 0.0558

10 VOCABULARY; 10
20 VOCABULARY; 20
30 VOCABULARY: 26
40 VOCABULARY; 33
50 VOCABULARY; 39
60 VOCABULARY; 45
70 VOCABULARY; 49
80 VOCABULARY; 51
90 VOCABULARY; 57
100 VOCABULARY; 61

?790e0 * X TO THE -7
m POWER

•ri,- s

EcClll.TXT;

AT WORD 
AT WORD 
AT WORD 
AT WORD 
AT WORD 
AT WORD 
AT WORD 
AT WORD 
AT WORD 
AT WORD
F<x) =

'' ’ ' •.4|
r . • ••> • ll

I. ' .NR 10 VOCABULARY 9 '■ •
NR 20 VOCABULARY 17 •«* f
NR 30 VOCABULARY 24
NR 40 VOCABULARY 31 •
NR 50 VOCABULARY 38 i *•

' -• »  '

NR 60 VOCABULARY 45 j *

NR 70 VOCABULARY 53 ’V
NR 80 VOCABULARY 58 '4

NR 90 VOCABULARY 64
NR 100 VOCABULARY 69

r*.'
1. 16394e0 * X TO THE 8.91480e-l POWER • ‘i .4 '• ' i 1« i' ■*'IENT OF CORRELATION « 0.9998 1- •-

D ERROR OF ESTIMATE = 0.0150
•V

B:C113.TXTi
AT WORD NR: 
AT WORD NR; 
AT WORD NR; 
AT WORD NR; 
AT WORD NR; 
AT WORD NR; 
AT WORD NR; 
AT WORD NR: 
AT WORD NRI 
AT WORD NRI

VOCABULARY; 9 
VOCABULARY; 19 
VOCABULARY; 27 
VOCABULARY; 35 
VOCABULARY ; t40 
VOCABULARY; 44 
VOCABULARY; 51 
VOCABULARY; 55 
VOCABULARY; 61 
VOCABULARY; 62

F<m ) = 1.51848eO * X TO THE 8.25223e 1 POWER
COEFFICIENT OF CORRELATION * 0.9936 
STANDARD ERROR OF ESTIMATE » 0.0731

• I ’ ■*■■’1
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B:C114.TXT:

at word NI
AT WORD NI 
AT WORD NI 
AT WORD NI 
AT WORD NI 
AT WORD NI 
AT WORD NI 
AT WORD N 
AT WORD N 
AT WORD N

VOCABULARY
VOCABULARY
VOCABULARY
VOCABULARY
VOCABULARY
VOCABULARY
VOCABULARY
VOCABULARY
VOCABULARY
VOCABULARY

F<x) = 1.06023e0 * X TO THE 9.30204e-l POWER
COEFFICIENT OF CORRELATION <= 0.9995 
STANDARD ERROR OF ESTIMATE = 0.0223

I :

A ‘,1
I -f

B:C130.TXT:
at word NI 
AT WORD NI 
AT WORD NI 
AT WORD NI 
AT WORD N 
AT WORD N 
AT WORD N 
AT WORD N 
AT WORD N 
AT WORD N

VOCABULARY: 10 
VOCABULARY: 19 
VOCABULARY: 25 
VOCABULARY; 29 
VOCABULARY: 33 
VOCABULARY: 37 
VOCABULARY: 40 
VOCABULARY: 47 
VOCABULARY: 52 
VOCABULARY: 56

F(x) = 2.09279e0 * X TO THE 7.09968e-l POWER
COEFFICIENT OF CORRELATION =
STANDARD ERROR OF ESTIMATE = 0.05-u6

B:C140.TXT:
AT WORD 
AT WORD 
AT WORD 
AT WORD 
AT WORD 
AT WORD 
AT WORD 
AT WORD 
AT WORD 
AT WORD

NR: 10 VOCABULARY: 10
NR: 20 VOCABULARYi 18
NR: 30 VOCABULARY: 26
NR: 40 VOCABULARY: 36
NR: 50 VOCABULARY; 42
NR: 60 VOCABULARY: 46
NR: 70 VOCABULARY: 52
NR: 80 VOCABULARY: 54
NR: 90 VOCABULARY: 61
NR: 100 VOCABULARY: 63

1.63549e0 * X TO THE 8.09742e-l POWERF<x) =
COEFFICIENT OF CORRELATION * 0.9952 
STANDARD ERROR OF ESTIMATE * 0-0622

C. • '̂ ; '1

i : *1
* I* .*

* -  I !1
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' I l-J

B:C141.TXT:

WORD
WORD
WORD
WORD
WORD
WORD
WORD
WORD
WORD
WORD

NRs 10 VOCABULARY: 10
NR: 20 VOCABULARY: 19
NR: 30 VOCABULARY: 26
NR: 40 VOCABULARY: 30
NR: 50 VOCABULARY; 3^
NR: 60 VOCABULARY: 41
NR: 70 VOCABULARY: 45
NR: 80 VOCABULARY: 49
NR: 90 VOCABULARY: 54
NR: 100 VOCABULARY: 57

1.97809e0 ♦ X TO THE 7.7.3727Be-l POWER 
COEFFICIENT OF CORRELATION = 0.9970 
STANDARD ERROR OF ESTIMATE = 0.0444

I,



p a g e  35^

V0UN6ER CHILDREN'S TEXT BTRir4GB:

A MEAN; 
S.DEV.:
L-; me:AN; 
B.DEV.;

A

1.6050 
0 .32-̂  2
O.7814
O.0606

VOCABULARY MEAN: 
B.DEV.;

B VOCABULARY <PR 100)

1 3 6 1 0 - 6 9 8 9 5 3
1 . 9 9 4  1 0 . 7 1 2 3 51
1 . , 6 6 3 B 0 . 7 5 3 6 5 0
1 .. 9 0 8 7 0 - 7 0 3 1 4 3
1 ,, 4 8 4 6 0 . 8 0 9 6 61
1 .. 2 5 1 3 0 . 8 3 7 2 ¿ 2

r“,
 ̂ 1. 0 3 7 B 0 . 6 9 7 5 5 4

1 ,.  6 3 S 9 0 . 7 9 6 4 6 4
1 ,.  4 4 3 1 0 . 8 2 0 5 6 1
1 - 1 1 8 1 0 . 8 7 3 5 6 0
1 .  3 4 0 0 0 . 8 0 2 4 5 3
1 .  3 7 3 9 0 . 8 2 8 8 6 3
1 .  4 7 4 - 7 0 - 8 2 4 0 6 6

57.3077 
6. 16E 6

>
Kill

;]

 ̂fu

i*’‘ \

* -

■ >

□ IDER CHILDREN'S TEXT STRINBSi

Cl 00

A
1.5161

B
0.8422

VOCABULARY
72

Cl 01 1.7304 0.7634 60c L.
C102 1.8197 0.7478 56
C103 1.7114 0.7795 60
Cl 04 1.6770 0.8027 68 

i A
C l i o 1.8879 0.7644 61
Cl 11 1.1639 0.8915 69
Cl 13 1.5185 0.8252 62

73
56Cl 14 1.0602 0.9302

Cl 30 2.0928 0.7100
Cl 40 1.6355 0.8097 63

57C141 1.9781 0.7373

A MEAN: 
S.DEV.:
B MEAN: 
B.DEV.:

1.6493
0.3045
0.8003 
0.0644

VOCABULARY MEAN; 
S.DEV.:

63.0833
6.0221

: '■Vj--' *

• .< V * 1• ■ . I

 ̂  ̂Ó ■*-•1
:'Vr.K



page 353
■ 1":
' ‘'fiF'lM

t" •M
B:RUSS1.TXT:
at word NR: 10 
at word NR: 20 
at word NR: 30 
at word NR: 40 
at word NR: 50 
at word NR: 60 
at word NR: 70 
at word NR: 80 
at WORD NR: 90 
at WORD NR: 100
F <>;) = 1 . 17697
COEFFICIENT OF 
STANDARD ERROR

I 1, - I’l
VOCABULARY: 
VOCABULARY: 
VOCABULARY: 
VOCABULARY: 
VOCABULARY: 
VOCABULARY: 
VOCABULARY: 
VOCABULARY: 
VOCABULARY; 
VOCABULARY:

eO * X TO THE CORRELATION = 0.9975 
OF ESTIMATE = 0.0488

8.90556e-l POWER

■f: ■

B:RUBS2.TXT:
AT WORD Nl 
AT WORD Nl 
AT WORD Nl 
AT WORD N 
AT WORD N 
AT WORD N
at word N
AT WORD N 
AT WORD N 
AT WORD N

VOCABULARY: 
VOCABULARY: 
VOCABULARY: 
VOCABULARY: 
VOCABULARY: 
VOCABULARY: 
VOCABULARY: 
VOCABULARY: 
VOCABULARY: 
VOCABULARY:

F<X) = 1.20734e0 » X TO THE 8.70024e-l POWER
COEFFICIENT OF CORRELATION - 
STANDARD ERROR OF ESTIMATE - 0.0716

B:RUSS3.TXT:
AT WORD NR: 10 
AT WORD NR: 20 
AT WORD NR: 30 
AT WORD NR: 40 
AT WORD NR: 50 
AT WORD NR: 60 
AT WORD NRI 70 
AT WORD NR: 80 
AT WORD NR: 90 
AT WORD NR: 100
FOO = 1.40527^0.« X TO THE 8.42651e-l POWER
COEFFICIENT OF CORRELATION * 0.999c 
STANDARD ERROR OF ESTIMATE ® 0-0.t8B

VOCABULARY: 10 
VOCABULARY: 18 
VOCABULARY: 24 
VOCABULARY: 30 
VOCABULARY: 37 
VOCABULARY: 44 
VOCABULARY: 50 
VOCABULARY: 58 
VOCABULARY: 64 
VOCABULARY: 69

x» 4  I

- r'

t  ̂A

•  ' -I
•• > 1 '■. 'I.* J ' • .'• V 1•  ̂ .'i

• • W I* •

•: 1
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B:RUSB4.TXT;
AT WORD Ni 
AT WORD N!
AT WORD NI 
AT WORD NI 
AT WORD NI 
AT WORD NI 
AT WORD NI 
AT WORD NI 
AT WORD NI 
AT WORD NI
F<x) = 1.57206e0 »• X TO THE 7.97275e-l POWER
COEFFICIENT OF CORRELATION = 0.9953 
STANDARD ERROR OF ESTIMATE = 0-0605

10 VOCABULARY; 9
20 VOCABULARY; 18
30 VOCABULARY; 26
40 VOCABULARY; 32
50 VOCABULARY; 35
60 VOCABULARY; 40
70 VOCABULARY; 44
80 VOCABULARY; 51
90 VOCABULARY; 56
100 VOCABULARY; 62

V'

• ' ‘.I J

. :r.-\4

i" 1

V, '•

- .
>:Vij -J

B:RUSS5.TXT:
AT WORD 
AT WORD 
AT WORD 
AT WORD 
AT WORD 
AT WORD 
AT WORD 
AT WORD 
AT WORD 
AT WORD

10 VOCABULARY
20 VOCABULARY
30 VOCABULARY
40 VOCABULARY
50 VOCABULARY
60 VOCABULARY
70 VOCABULARY
80 VOCABULARY
90 VOCABULARY
100 VOCABULARY

2650e0 * X TO THEF<x) = 1-COEFFICIENT OF CORRELATION = 0.9989 
STANDARD ERROR OF ESTIMATE = 0.0315

B.74244e-1 POWER

B:BRUNER.TXTs
AT WORD NR; 1 
AT WORD NR; 2 
AT WORD NR; 3 
AT WORD NR; 4 
AT WORD NR; 5 
AT WORD NR; 6 
AT WORD NR; 7 
AT WORD NR; 8 
AT WORD NR; 9 
AT WORD NR; 1

VOCABULARY; 10 
VOCABULARY; 20 
VOCABULARY; 25 
VOCABULARY; 26 
VOCABULARY; 31 
VOCABULARY; 36 
VOCABULARY; 42 
VOCABULARYi 48 
VOCABULARY; 48 
VOCABULARY; 50

F<>{) = 2.29933e0 * X TO THE 6.78168e-l POWER
COEFFICIENT OF CORRELATION * 0.9893 
STANDARD ERROR OF ESTIMATE * 0.0777

 ̂ : < -*• ? •I

•1. j
4* "'-■"•'J• ; 1

' . w f  il 
■ f lit  Is

' I

••T. r .v
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page 354
• » '  1

I -
n F  V

■ rI ' l  1

■ilh* ' 'H;

: I'V- v

TXT:
NR 10 VOCABULARY: 9
NR 20 VOCABULARY: 18
NR 30 VOCABULARY: 26
NR 40 VOCABULARY: 32
NR 50 VOCABULARY: 35
NR 60 VOCABULARY: 40
NR 70 VOCABULARY: 44
NR 80 VOCABULARY: 51
NR 90 VOCABULARY: 56
NR 100 VOCABULARY: 62
1.57206e0 t X TO THE 7.F<>;) =COEFFICIENT OF CORRELATION = 0.9953 

STANDARD ERROR OF ESTIMATE = 0.0605
1 POWER

• * I *• <1

;  f'

B:RUBS5.TXT:
•• 10 VOCABULARY 10
•■ 20 VOCABULARY 18
•• 30 VOCABULARY 25
•• 40 VOCABULARY 33
•• 50 VOCABULARY 42
•• 60 VOCABULARY 50
mm 70 VOCABULARY 56
m• 80 VOCABULARY 61
•m 90 VOCABULARY 66
m 100 VOCABULARY: 72
32650e0 » X TO THE 8.

AT WORD 
AT WORD 
AT WORD 
AT WORD 
AT WORD 
AT WORD 
AT WORD 
AT WORD 
AT WORD 
AT WORD
F (>j) = 1COEFFICIENT OF CORRELATION = 0.9989 
STANDARD ERROR OF ESTIMATE = 0.0315

?-l POWER

BrBRUNER.TXT:
AT WORD NR: 1 
AT WORD NR: 2 
AT WORD NR: 3 
AT WORD NR: 4 
AT WORD NR: 5 
AT WORD NR: 6 
AT WORD NR: 7 
AT WORD NR: 8 
AT WORD NR: 9 
AT WORD NR: 1

VOCABULARY: 10 
VOCABULARY: 20 
VOCABULARY: 25 
VOCABULARY: 26 
VOCABULARY: 31 
VOCABULARY: 36 
VOCABULARY: 42 
VOCABULARY: 48 
VOCABULARY: 48 
VOCABULARY: 50

F<>5) « 2.29933e0 * X TO THE 6.78168e-l POWER
COEFFICIENT OF CORRELATION - 0.9893 
STANDARD ERROR OF ESTIMATE « 0.0777

* ' ' i I- .1

.-•K'll

■ • ■ I .vT
■ ,* ’ .

V ' • 4 :|

I-.

i • !•' I ' •• •
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L*i ̂

B:LABOV.TXT:

at word NI
AT WORD NI 
AT WORD NI 
AT WORD NI 
AT WORD NI 
AT WORD NI 
AT WORD N!
AT WORD N 
AT WORD N 
AT WORD N

I .
VOCABULARY
VOCABULARY
VOCABULARY
VOCABULARY
VOCABULARY
VOCABULARY
VOCABULARY
VOCABULARY
VOCABULARY
VOCABULARY

F<x) = l,60724e0 * X TO THE 8.11292e 1
COEFFICIENT OF CORRELATION = 0.9981 
STANDARD ERROR OF ESTIMATE = 0.0390

POWER
1

B:FRANKENA.TXT:

AT WORD NR; 10 
AT WORD NR: 20 
AT WORD NR: 30 
AT WORD NR: 40 
AT WORD NR: 50 
AT WORD NR; 60 
AT WORD NR: 70 
AT WORD NR: 80 
AT WORD NR: 90 
AT WORD NR: 100

VOCABULARY
VOCABULARY
VOCABULARY
VOCABULARY
VOCABULARY
VOCABULARY
VOCABULARY
VOCABULARY
VOCABULARY
VOCABULARY

F<>{) = 1.61118e0 * X TO THE 7.87362e-l POWER
COEFFICIENT OF CORRELATION * 0.9953 
STANDARD ERROR OF ESTIMATE = 0.0597

B:CHOMSKY.TXT;
AT WORD 
AT WORD 
AT WORD 
AT WORD 
AT WORD 
AT WORD 
AT WORD 
AT WORD 
AT WORD 
AT WORD

NR; 10 VOCABULARY; 10
NR; 20 VOCABULARY; 19
NR: 30 VOCABULARY; 25
NR; 40 VOCABULARY; 33
NR; 50 VOCABULARY; 37
NR: 60 VOCABULARY; 44
NR; 70 VOCABULARY; 48
NR: 80 VOCABULARY; 53
NR: 90 VOCABULARY; 58
NR; 100 VOCABULARY; 62
1.74646e0 * X TO THE 7.F (>{) = __ _

COEFFICIENT OF CORRELATION * 0.9983 
STANDARD ERROR OF ESTIMATE * 0.0356

4 I

♦ .

r[ *:

■ r-, u  •

• ■. .r*.. p i-• vf!•* • ' 'I

•  •

.'.jj





page 357

WORD
WORD
WORD
WORD
WORD
WORD
WORD
WORD
WORD
WORD

TXT:
NR 10 VOCABULARY: 9
NR 20 VOCABULARY: 18
NR 30 VOCABULARY: 28
NR 40 VOCABULARY: 36
NR 50 VOCABULARY: 41
NR 60 VOCABULARY: 47
NR 70 VOCABULARY: 53
NR 80 VOCABULARY: 59
NR 90 VOCABULARY: 65
NR 100 VOCABULARY: 72

1.28485e0 » X TO THE 8.F < >; ) =COEFFICIENT OF CORRELATION = u .yvoo 
STANDARD ERROR OF ESTIMATE = 0.0563

B;DREC2.TXT:
AT WORD NR: 
AT WORD NR: 
AT WORD NR8 
AT WORD Nl 
AT WORD Nl 
AT WORD Nl 
AT WORD Nl 
AT WORD N!
AT WORD Nl 
AT WORD N

VOCABULARY: 
VOCABULARY: 
VOCABULARY8 
VOCABULARY: 
VOCABULARY: 
VOCABULARY: 
VOCABULARY: 
VOCABULARY: 
VOCABULARY: 
VOCABULARY:

FO;) = 8.70253e-l * X TO THE 9.ei356e-l POWER
COEFFICIENT OF CORRELATION “ 0.9982 
STANDARD ERROR OF ESTIMATE = 0.0458

I ’'’

•1 'A

, I,.*-

A ‘.I

I *• <1I

•4*1 <1
'll •

*  4  I

.

B:MAIL.TXT:
AT WORD NR: 
AT WORD NR: 
AT WORD NR: 
AT WORD NR: 
AT WORD NR: 
AT WORD NR: 
AT WORD NR: 
AT WORD NR: 
AT WORD NR: 
AT WORD NR:

VOCABULARY: 10 
VOCABULARY: 19 
VOCABULARY: 26 
VOCABULARY: 35 
VOCABULARY: 44 
VOCABULARYi 52 
VOCABULARY: 60 
VOCABULARY: 64 
VOCABULARY: 69 
VOCABULARY: 75

FOO = 1.31360.0 » X TO THE 8.88350e-l POWER
COEFFICIENT OF CORRELATION * 0.9986 
STANDARD ERROR OF ESTIMATE * 0.0361

«««I



B:HERALD.TXT:
AT WORD Nl 
AT WORD N!
AT WORD Nl 
AT WORD Nl 
AT WORD Nl 
AT WORD N 
at WORD N 
AT WORD N 
AT WORD N 
AT WORD N
F(m ) = 1COEFFICIENT OF CORRELATION * O.W/D 
STANDARD ERROR OF ESTIMATE = 0.0489

10 VOCABULARY: 9
20 VOCABULARY: 19
30 VOCABULARY: 28
40 VOCABULARY; 35
50 VOCABULARY: 42
60 VOCABULARY: 48
70 VOCABULARY: 55
80 VOCABULARY: 61
90 VOCABULARY: 68
100 VOCABULARY: 73

6552e0 » X TO THE 8.

page 358 '• I ,

•» I

B:GUARD.TXT:
AT WORD Nl 
AT WORD Nl 
AT WORD Nl 
AT WORD Nl 
AT WORD Nl 
AT WORD N 
AT WORD N 
AT WORD N 
AT WORD N 
AT WORD N
F<>{) = 1.27938e0 * X TO THE 8.54727e-l POWER
COEFFICIENT OF CORRELATION = 0.9983 
STANDARD ERROR OF ESTIMATE - 0.0392

10 VOCABULARY: 9
20 VOCABULARY: 17
30 VOCABULARY: 25
40 VOCABULARY: 29
50 VOCABULARY: 34
60 VOCABULARY: 41
70 VOCABULARY: 49
80 VOCABULARY: 55
90 VOCABULARY: 60
100 VOCABULARY: 67 I • • •

' ; < C . f I

• 1■.1%-» ■ «1''■ ‘'I' •.••■I





page 360

'.'I,' ■'•■1« I■ r ■ .I'J

B:PrtDl.TXT:
AT WORD Nl 
AT WORD Nl 
AT WORD Nl 
AT WORD Nl 
at WORD N!
at word N
AT WORD N 
AT WORD N 
AT WORD N 
AT WORD N

VOCABULARY8
VOCABULARY!
VOCABULARY
VOCABULARY
VOCABULARY
VOCABULARY
VOCABULARY
VOCABULARY
VOCABULARY
VOCABULARY

F<>;) = 1.56629e0 » X TO THE 8.24691e-l POWER
COEFFICIENT OF CORRELATION * 0.9977 
STANDARD ERROR OF ESTIMATE = 0.0432

S. P !

. f-*• J

' ; •. i*,, .’1

B:PAD2.TXT:

at WORD Nl 
AT WORD Nl 
AT WORD Nl 
AT WORD Nl 
AT WORD Nl 
AT WORD N 
AT WORD N 
AT WORD N 
AT WORD N 
AT WORD N

VOCABULARY; 
VOCABULARY; 
VOCABULARY: 
VOCABULARY: 
VOCABULARY: 
VOCABULARY: 
VOCABULARY: 
VOCABULARY: 
VOCABULARY: 
VOCABULARY;

F<>;) - 1.47679e0 » X TO THE 8.44597e-l POWER
COEFFICIENT OF CORRELATION * 0.9989 
STANDARD ERROR OF ESTIMATE = 0.0312

* 4

* ■ ' i *• ̂ '1

i

t- ' A

I • • •
• - i-*: 1■i 'l-Vi'* 1

i4 1

B:PAD3.TXT:
AT WORD NR: 
AT WORD NR: 
AT WORD NR: 
AT WORD NR: 
AT WORD NR: 
AT WORD NRI 
AT WORD NR: 
AT WORD NR: 
AT WORD NR: 
AT WORD NR:

VOCABULARY: 10 
VOCABULARY: 20 
VOCABULARY: 27 
VOCABULARY: 36 
VOCABULARY: 43 
VOCABULARY: 47 
VOCABULARY: 54 
VOCABULARYi 59 
VOCABULARY t 63 
VOCABULARY: 67

F<k ) - 1.64496*0 » X TO THE 8.18935*-1 POWER
COEFFICIENT OF CORRELATION * 0-9966 
STANDARD ERROR OF ESTIMATE * 0.0529

*1



page 361
‘J ’ i'ljlr.

B:PAD4.TXT:

AT WORD Nl 
AT WORD Nl 
A7 WORD Nl 
AT WORD Nl 
AT WORD Nl 
AT WORD Ni 
AT WORD Nl 
AT WORD N 
AT WORD N 
AT WORD N

VOCABULARY
VOCABULARY
VOCABULARY
VOCABULARY
VOCABULARY
VOCABULARY
VOCABULARY
VOCABULARY
VOCABULARY
VOCABULARY

F<>') = 1.25981 eO * X TO THE 8.eill5e-l POWER
COEFFICIENT OF CORRELATION = 0.9990 
STANDARD ERROR OF ESTIMATE = 0.0308

i •y

<1 •

»•

B:POOH.TXT;
AT WORD NR: 
AT WORD NR; 
AT WORD NR; 
AT WORD NR; 
AT WORD NR; 
AT WORD NR; 
AT WORD NR; 
AT WORD NR; 
AT WORD NR; 
AT WORD NR;

VOCABULARY
VOCABULARY
VOCABULARY
VOCABULARY
VOCABULARY
VOCABULARY
VOCABULARY
VOCABULARY
VOCABULARY
VOCABULARY!

F<>;) « 9.87037e-l » X TO THE 8.42179e
COEFFICIENT OF CORRELATION * 0.9779 
STANDARD ERROR OF ESTIMATE = 0.1401

-1 POWER

B;ALICEB.TXT;
AT WORD NR; 1 
AT WORD NR; 2 
AT WORD NR; 3 
AT WORD NR: 4 
AT WORD NR; 5 
AT WORD NR: 6 
AT WORD NR; 7 
AT WORD NR; B 
AT WORD NR; 9 
AT WORD NR: 1

VOCABULARY; 9 
VOCABULARY: 16
VOCABULARY; 24 
VOCABULARY; 31 
VOCABULARY; 37 
VOCABULARY; 45 
VOCABULARY; 51 
VOCABULARY; 56 
VOCABULARY; 61 
VOCABULARY; 67

F<>{) « 1.17858e0 $ X TO THE 8.81953e-l POWER
COEFFICIENT OF CORRELATION * 0-9995 
STANDARD ERROR OF ESTIMATE « 0.0221

; . 4'« '-'il•• •  ̂ • il
. .1 ■

I ■ •«

'4!
* , '•.•'.I-. - ’»U
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page 362

B:ALICEL.TXT:
at word nr 
at word nr
AT WORD NR
at word nr 
at word nr 
at word nr 
at word nf 
at word nf 
at word nf 
at word nf

COEFFICIENT OF CORRELATION = 0.9V60 
STANDARD ERROR OF ESTIMATE = 0.0597

10 VOCABULARY: 10
20 VOCABULARY: 16
30 VOCABULARY: 21
40 VOCABULARY; 30
50 VOCABULARY: 38
60 VOCABULARY: 45
70 VOCABULARY; 51
80 VOCABULARY; 55
90 VOCABULARY: 60
100 VOCABULARY: 65
>627e0 » X TO THE 8.52 POWER

• m u
'■'hv'-i;,

*̂•1

I ■

• ̂ I
B : SEAGULL.TXT:

WORD N 
WORD  ̂
WORD I' 
WORD  ̂
WORD f 
WORD r 
WORD t 
WORD I 
WORD I 
WORD NR:

10 VOCABULARY; 10
20 VOCABULARY: IB
30 VOCABULARY; 24
40 VOCABULARY: 31
50 VOCABULARY; 38
60 VOCABULARY: 45
70 VOCABULARY; 52
80 VOCABULARY: 59
90 VOCABULARY; 66
100 VOCABULARY: 72

F(>{) = 1.34062
COEFFICIENT OF 
STANDARD ERROR

eO * X TO THE 8.60550e-l POWER 
CORRELATION «= 0.9992 
OF ESTIMATE = 0.0270

• - r W, ’ ’N .■; I -vl

i’• .< • /  * .

i.-

I< ’i «1
■ i. • • •I' •
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page 36'

i' '>H

CHILDRENS' BOOKSi
VOCABU!. ARV (PR I >

PADl i .5663
PAD2 1 . 4 7 6 8
PAD3 1 . 6 4 5 0
PAD 4 1 . 2 5 9 8
POOH 0 . 9 8 7 0
ALICEB 1 . 1 7 8 6
AL T CEL 1.3063
SEAGULL 1.3406

A MEAN: 1 . 3 4 5 1
S .  DEVL : 0 . 2 1 4 1

B MEAN: Ci. 8 5 0 8
S .D E V .; 0 . 0 2 3 3

VDCAEa.lLARV MEAN:
B.DEV.:

0 . 8 2 4 7  
0 . 8 4 4 6  
O . 8 1 8 9  
0 . 8 8 1 1  
0 . 8 4 2 2  
O . 8 8 2 0  
O . E ' 5 2 4  
O . 8 6 0 6

: 'i

66. '5
7 . 2 6 5 0

iL,.

‘i-'A

/ e f - T C T M T  + PAPERS C H . POOPS): ADULT TEXT STRINGS (SCIENT.+ FAft

A MEAN: 
S.DEV.:
B MEAN: 
S.DEV.:

1.3968 
0 . 2 9 4 0

0 . 8 4 7 1  
0 . 0 5 7 6

VDCABUALRY MEAN: 
S.DEV.:

6 7 . 0 9 0 9  
6 . 8 0 2 7

I  4

^  I.



page 364

. . .

OUTPUT FROM VOCOUT(600) 
Index

C h i l d r e n s  t e x t  s t r i n g s  p ^ g e t

........   366
....................................... .367

...............................   ...369
...................:! . . . 3 7 0Statistics.............. ........

S c i e n t i s t s '  t e x t  s t r i n g s  p a g e :
RUSSl................................... -^,2RUSS2.................................. .
RUSS3.................................. .
RUSS4..................................
RUSS5..................................
BRUNER...........     '^yy
............................................................. .
FRANKENA............................... .
CHOMSKY...........................  ,.380Statistics..........................

. page:Newspaper text strings
.........381

.................................... ...382DREC2................................  yox
HERALD.................................
GUARDIAN............................... .
m a i l............................... .Statistics..... .................

Text strings from Childrens Books page:
.........387

.................................. . .388PAD2................................... .

........................................................

........................................ 391
............................... ...392

ALICES......... ........................ .
s e a g u l l.............................. .
Statistics........ ............. .

• -
i ■«.

!• - \

'  • » • •
.. lifl- i



pace 3»i>5

I'.

B:C05.TXT:

AT WGF.D NR 
AT WORD NR
at word nr
AT WORD NR 
AT WORD NR 
AT WORD NF 
at word NF 
AT WORD NF 
AT WORD NF 
AT WORD Nf' 
AT wort:» NF

r (K)

50 VOCABULARY: 38
100 VOCABULARY: 64
) 50 VOCABULARY: 84
200 VOCABULARY: 99
250 VOCABULARY: 114
300 VOCABULARY: 127
350 VOCABULAR V: 134
A 00 VOCABULARY: 152
450 VOCABULARY: 168
500 VOCABULARY: 188
55'0 VOCABULARY; 201

^36SeO ♦. X TO THE 6.6S909e-l POWER
COEf^n C1 Et!l OK CORRELATION = 0.9978 
SfAMI'ARr.' ERROR OR EPTIMATE - U.Oj-̂ 9

• r

B: CB5. PRli:
AT WORD NF 
AT WORD NF 
AT WORD NR 
AT WORD NR 
AT WORD NR 
AT WORD NR 
AT WORD NF 
AT WORD NR 
AT WORD NF 
AT WORD NR 
AT WORD.NF

VOCABULARY
VOCABULARY
VOCABULARY
VOCABULARY
VOCABULARY
VOCABULARY
VOCABULARY
VOCABULARY
VOCABULARY
VOCABULARY
VOCABULARY

Fi>;> = 2.884B0f?0 * X TO THE 6.81854e-l POWE *
COEFFICIENT OF CORRELATION ' 0.9967 
STANDARD ERROR OF ESTIMATE = 0.0435

i < i--V f I

r\-!i  ̂1

» ■.„‘■■i. -I•4», ■ \ ^

> * r ' T••*I•, I,

i!-.- f



P:C^5.TXT:

page 366
1.1

WORD NR: VOCADULARY: 34
WORD NR: 100 VOCABULARY: 63
WORD NR: 150 VOCABULARY: 78
WORD NR: 20C> VOCABULARY: 95
WORD NR: 250 VOCABULARY: 116
WORD : 300 VOCABULARY: 139
WORD NR: 350 VOCABULARY: 159
WORD NR: 400 VOCABULARY: 179
WORD NR: 4 50 VOCABULARY: 198
WORD NR: 500 VOCABULARY: 217
WORD NF';: 550 VOCABULARY: 236

•i) ~ 1.47109e0 * X TO THE 7.99715e-l POWERF (;
COEFFICIENT OF 
STANDARD ERROR

CORRELATION 
OF ESTIMATE

0.9977 
= 0.0423

L 1

Ti

B;C95.PRM;
WOF’;D NR: 50 VOCABULARY: 40
WORD NR: 100 VOCABULARY: 74
WORD NR: 150 VOCABULARY: 104
WORD NR: 200 VOCABULARY: 119
WORD NR: 250 VOCABULARY: 137
WORD NR: 300 VOCABULARY: 153
WORD NR: 350 VOCABULARY: 171
WORD NR: 400 VOCABULARY: 194
WORD NR: 450 VOCABULARY: 210
WORD NR: 500 VOCABULARY: 221
WORD NR: 550 VOCABULARY: 236

K) = 2.60563e0 » X TO THE 7.177B9e-l POWERF (
COEFFICIENT OF CORRELATION = 0.9969 
STANDARD ERROR OF ESTIMATE = 0.0446

T’ i.':



page 367

P:C130.TX1 

AT WORD NR
at word nr

WORD NR 
A1 WORD NF; 
AT WORI> NF 
AT WORD NF 
AT WORD NF 
AT WORD NF 
AT WORD NF 
AT WORD NF 
AT WORD NF

VOCABULARY: 
VOCABULARY; 
VOCABULARY: 
VOCABULARY; 
VOCABULARY: 
VOCABULARY; 
VOCABULARY; 
VOCABULARY; 
VOCABULARY; 
VOCABULARY; 
VOCABULARY;

56

F<k ) - 2,05672e0 »• X TO THE 7.09918e-
COEFF 1 C1E NT OF CORRELAIT I ON ~ 0.99S5 
STANDARD ERROR OF ESTIMATE = 0.0309

1 POWER

B;C130.PRM;
AT WORD NR; SO VOCABULARY: 33
AT WORD NR; 100 VOCABULARY: 58
AT WORD NR; 150 VOCABULARY; 76
AT WORD NR: 200 VOCABULARY: 93
AT WORD NR ; 250 VOCABULARY: 107
AT WORD NR ; 300 VOCABULARY: 123
AT WORD NR; 350 VOCABULARY; 142
AT WORD NR; 400 VOCABULARY; 151
AT WORD NR: 450 VOCABULARY: 160
AT WORD NR; 500 VOCABULARY; 171
AT WORD NR: 550 VOCABULARY; 178

F(>c) = 2.20871e0 » X TO THE 7.03078e-1 POWER

STANDARD ERROR OF ESTIMATE * 0.0308

•R.-■

I

j
' T  .<• • t

■ 1 ' * ' •V
•*

' f
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i -* Fv i* ,
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page 366

£•:: C140. TX'l :
AT WGFa'D NR: 50 
AT WORD NR: 100 
at wo rd NR: 150 
AT WORD NR; 200 
AT WORD NR: 250 
A1 WORD NR: 300 
AT WDF’:D NR: 350 
AT WORD NR: 400 
AT WORD NR: 450 
AT WORT' NR: 500 
AT WORD N£:: 550

VOCABULARY: 
VOCABULARY: 
VOCABULARY; 
VOCABULARY; 
VOCABULARY: 
VOCABULARY: 
VOCABULARY: 
VOCABULARY: 
VOCABUl-ARY: 
VOCABULARY: 
VOCABULARY:

= 3.6C395eO * X TO
COEFFICIENT OF CORRELATION = 0.999O 
STANDARD ERROR OF ESTIMATE = 0.0211

THE 6.02967e-l POWER

B: Cl 40.RRM:
AT WORD NRI C)
AT WORD NR: 100 
AT WORD NR: 150 
AT WORD NR; 200 
AT WORD NR: 250 
AT WORD NR: 300 
AT WORD NR: 350 
AT WORD NR: 400 
AT WORD NR; 450 
AT WORD NR: 500 
AT WORD NR: 550

VOCABULARY; 
VOCABULARY: 
VOCABULARY: 
VOCABULARY; 
VOCABULARY; 
VOCABULARY; 
VOCABULARY; 
VOCABULARY; 
VOCABULARY; 
VOCABULARY; 
VOCABULARY;

F(ji) - 3.3867BeO » X TO THE 6.284B8e-l POWER
COEFFICIENT OF CORRELATION = 0.9993 
STANDARD ERROR OF ESTIMATE * 0.0178

7ri
I. '

li

i \

! 'k *■

•l. ') Mi

t -

j'



paqe 369

li'H'li!

B:Cl4i.TXT:

A1 WORD NR: 
.̂1 WORD NR: 
at word NR: 
at word 
f . l  WOr;D NR: 
at  word NR: 
at word NR: 
at word NR: 
AT WORD NRI 
at word NRi 
AT WORD NR

VDCALiULARY : 
VOCABULARY: 
VOCABULARY: 
VOCABULARY: 
VOCABULARY: 
VOCABULARY: 
VOCABULARY: 
VOCABULARY; 
VOCABULARY: 
VCtCABULARY: 
VOCABULARY:

36

F(>;) = 1.9065Be0 X TO THE. 7.35S43e-
COEFFICIENT OF CORRELATION = 
sta n d a r d  er r o r  o f ESniMATE -

•1 POWER

<-><=; I

B ; C 14 1. f̂ ‘Rri:

AT WCF'D NR:
AT WORD NR:
AI WORD NR:
AT WORD NR:
AT WORD NR:
AT WORD NR:
AT WORD NR:
AT WORD NR;
AT WORD NR;
AT WORD NR:
AT WORD NR:

F(x) = 2.16623^0 » X TO THE 7.24594e-l POWER
COEFFICIENT OF CORRELATION =
STANDARD ERROR OF ESTIMATE * 0.01B9

VOCABULARY: 38
VOCABULARY: C-9
VOCABULARY:-81 
VOCABULARY: 101 
VOCABULARY: 118 
VOCABULARY: 132 
VOCABULARY: 152
VOCABULARY: 167 
VOCABULARY: 184
VOCABULARY: 199
VOCABULARY: 208

..K

I 4 1
t-• i- * uif.'i I ,* ■

' m i



page 370

r ' ■'•J yi:'.-

CH1LDREN=’B TEXT STRINGS;
A T̂EXT) A(PERM) DELTA A DEV FROM TOT Al

(̂ 05 2 . B 4 3 7  
0 9 5  1 . 4 7 1 O 
C110 2 . i->567 
5 5 4 0  3 . 3 E I 4 0  
Cl 41 1 . 9 5 6 6

2 . B B 4 9  
2 . 6 0 5 6  
2 . 2 0 8 7  
3 . 3 8 6 8  
2 . 1 6 6 2

0 . C)4 1 1 
1.1 3 4 6  
0 . 1 5 2 0  

- 0 . 4 9 7 2  
0 . 2 0 9 6

- 0 . 3 4 0 ' . ' )
0 . 7 5 3 5  

- 0 . 2 2 9 1  
- 0 . 8 7 8 3  
- 0 . 1 7 1 5

A ( TEXT)  MEAN ( T H I S  
VAF' ] ANCE : 0 . 8 9 1 9

G R O U P ): 2 . 4 4 2 4

S . DE V . : 0 . 9 4 4 4
A ' E' E. R N ) M E A ̂1 ( T H I S G R O U P ); 2 . 6 5 0 4
VAI-.] ANGE; 0.2572 
B.IiEiV.: 0„5071
detta a MEAN GROUP):
VAF-IANGE: 0.3467
B.nrv.: 0.5S3S

O.2080

i *’• V

i' '1

■ Y t- ̂ .'-1

CHTLDREN'S TEXT ETRINGB:
B(TEXT) B<PERN)

0.66B9 
0.7997 
0.7099 
0.6030 
0.735B

0.6B1B 
0.737B 
0.7031 
0.6285 
0.7246

P(TEXT) MEAN <THIS GROUP); 
VARIANCE; 0.0054 
S.DEV.: 0.0735
B(PERM) MEAN (THIS GROUP): 
VARIANCE; 0.0015 
B.DEV.: 0.0387
DELTA B MEAF4 (THIS GROUP): 
VARIANCE; 0.0017 
B.DEV.: 0,0417

DELTA B
0.0129 
-0.0819 
-0.0068 
0.0255 
-0.0112

O.7035

0.691

-O.0123

DEV FROM TOTAL MEAN
0.0418 

-O.0530 
0.0221 
0.0544 
0.0177

• ' F'l'

f ■ .1 ■*:

•it. f-'l



.F Rli:

page 371
•Kh

4
E«: RUESl. TX'! :
AT WORD NF 
AT WORD Nf 
AT WORD Nf 
AT WORD Nl 
AT WORD Nl 
A f WORD Nl 
AT WORD Nl 
AT WORD Nl 
AT WORD N!
AT WORD Nl 
AT WORD N!
AT WORD N
F < -  1
COEFFICIENT OF 
STANDARD ERROR

■ . i '  j ' ,  • ■

50 VOCABULARY
100 VOCABULARY
150 VOCABULARY
200 VOCABULARY
250 VOCABULARY
ZOO VOCABULARY
35 C) VOCABULARY
400 VOCABULARY
450 VOCABULARY
500 VOCABULARY
550 VOCABULARY
6'0'T VOCABULARY

3534eO » X TO THE
CORRELATION 
OF ESTIMATE =

257
266
7.69619e-l POWER 

= 0.9996 
0.0179

4|

M«.

I

WORD
WORD
WORD
WORD
WORD
WORD
WORD
WORD
WORD
WORD
WORD
WORD

—F i'A ) 
COEFFICIENT OF 
STANDARD ERROR

50 VOCABUi-AR Y: 43
100 VOCABULARY: 74
150 VOCABULARY; 102
200 VOCABULARY: 118
250 VOCABULARY; 141
300 VOCABULARY; 157
350 VOCABULARY; 172
400 VOCABULARY; 191
450 VOCABULARY; 211
500 VOCABULARY; 234
550 VOCABULARY: 251
600 VOCABULARY; 266

5574eO » X TO THE 7. 1 POWER
CORRELATION 
OF ESTIMATE

=• 0.9989 
= 0.0262

. r j-v- I

i; •> 1

11



page 37:

p.: RUBS2.TXT :

AT WDRD NF 
at WDRD NF 
at WDRD NF 
at word NF 
AT WDRD NF 
AT WDRD NF 
at word NF 
AT WORD NF 
Al WORD Ni 
AT WORD NI 
AT WDRD NI 
AT WORD N

F < ) = 1

50 VOCABULARY: 39 4 1

100 VOCABULARY: 69
>

** 1

150 VOCABULARY: 98 ; , f. • '
200 VOCABULARY: 123 4« ‘* .
250 VOCABULARY: 151 . \ .

« i
- 1

300 VOCABULARY: 174 i  t1 1 ‘

350 VOCABULARY: 192 #«

.(

1 , ' 
♦J

400 VOCABULARY: 215 * '̂.Fn i]

450 VOCABULARY: 237 ' ?' •
* • *4%' ' ■1

50C> VOCABULARY: 261
■4

'■ ii
• d

550 VOCABULARY: 278 4* “i
1 •

600 VOCABULARY: 296

1316e0 # X TO THE 8 . 17425e-l POWER
f  •'
i *

OF CORRELATION = 0.9998 . -S
».

ROR OF ESTIMATE = 0.0138 # -
t •. ' •1 •

1 j
■ I • ' 1

Ì50

E:;RU5S2.RRN:

AT WORD NR: 
AT WDRD NR: 
AT WORD NR: 
AT WORD NRr 
AT WORD NR: 
AT WORD NR: 
AT WDRD NR: 
AT WORD NR: 
AT WORD NR: 
AT WORD NR: 
AT WORD NR: 
AT WORD NR:
Fiv'i = 2.3574: 
COEFFICIENT OF 
STANDARD ERROR

VOCABULARY: 
VOCABULARY: 
VOCABULARY: 
VOCABULARY: 
VOCABULARY: 
VOCABULARY: 
VOCABULARY: 
VOCABULARY: 
VOCABULARY: 
VOCABULARY: 
VOCABULARY: 
VOCABULARY:

155

>eO t  X TO THE 7.58016e  
CORRELATION = 0.9994  
OF ESTIMATE = 0 .0213

-1 POWER

;• f

. .1 I.]



paae 373

B:RUSS3.TXTi
AT WORD NRI 
AT WORD NR 
AT WORD NR 
AT WORD NR 
AT WORD NR 
AT WORD NR 
AT WORD NR 
AT WORD NR 
AT WORD NR 
AT WORD NR 
AT WORD NR 
AT WORD NR

VOCABULARY
VOCABULARY
VOCABULARY
VOCABULARY
VOCABULARY
VOCABULARY
VOCABULARY
VOCABULARY
VOCABULARY
VOCABULARY!
VOCABULARY!
VOCABULARYI

GEOMETRIC REGRESSION ANALYSIS!
F<>c) «= 2.3B872eO * X TO THE 7.28700e-l POWER
COEFFICIENT OF DETERMINATION <R-SQUARED) - 0.9885 
COEFFICIENT OF CORRELATION * 0.9942 
STANDARD ERROR OF ESTIMATE - 0.0624

',1

. ' ti 'I
I,

V

.. i
B:RUSS3P.TXT!
AT WORD NRI 5 
AT WORD NR! 1 
AT WORD NR! 1 
AT WORD NR! 2 
AT WORD NR! 2 
AT WORD NR! 3 
AT WORD NR! 3 
AT WORD NR! 4 
AT WORD NR! 4 
AT WORD NR! S 
AT WORD NR! S 
AT WORD NR! 6

VOCABULARY
VOCABULARY
VOCABULARY
VOCABULARY
VOCABULARY
VOCABULARY
VOCABULARY
VOCABULARY
VOCABULARY
VOCABULARY
VOCABULARY
VOCABULARY

GEOMETRIC REGRESSION ANALYSIS!
F<k ) «= 2.93395e0 * X TO THE 6.B7247«-! POWER
COEFFICIENT OF DETERMINATION <R-SQUARED) - 0.9984 
COEFFICIENT OF CORRELATION * 0.9992 
STANDARD ERROR OF ESTIMATE ■ 0.0217

•: r
f fi »

1

•I » ‘

f  ''-I ■*> ^ ' 1* *J L. • Ivl

. i

#•‘11



page 574 1*̂

■ •>.1 
‘ !iJ

B:RUSS4.TXT:
AT WORD NR: 
at word NR: 
at wo rd NR: 
at wo rd NR: 
at wo rd NR: 
AT WORD NR: 
at w o r d NR: 
AT WORD NR: 
at w o r d NR: 
at w o r d NR: 
at wo r d NR: 
AT WORD NR:

VOCABULARY: 
VOCABULARY: 
VOCABULARY: 
VOCABULARY: 
VOCABULARY : 
VOCABULARY: 
VOCABULARY s 
VOCABULARY: 
VOCABULARY: 
VOCABULARY: 
VOCABULARY: 
VOCABULARY:

GEOMETRIC REGRESSION ANALYSIS:
.r/ . 1 » X TO THE B.65273e-1 POWER

OF d e t e r m i n a t i o n
COEFFICIENT OF CORRELATION - ».9998 
STANDARD ERROR OF ESTIMATE « 0.0153

B:RUSS4P.TXT:
AT WORD NR: 5 
AT WORD NR: 1 
AT WORD NR: 1 
AT WORD NRI 2 
AT WORD NR: 2 
AT WORD NR: 3 
AT WORD NR: 3 
AT WORD NR: 4 
AT WORD NR: A 
AT WORD NR: : 
AT WORD NR: !! 
AT WORD NR: 6

VOCABULARY:
VOCABULARY:
VOCABULARY:
VOCABULARY:
VOCABULARY:
VOCABULARY:
VOCABULARY:
VOCABULARY:
VOCABULARY:
VOCABULARY:
VOCABULARY:
VOCABULARY:

GEOMETRIC REGRESSION ANALYSIS:
F<m ) - 1.56054e0 * X TO THE ®-23929e-lCOEFFICIENT OF DETERMINATION <R-SQUARED) » 0.9983 
COEFFICIENT OF CORRELATION * 0.9991 
STANDARD ERROR OF ESTIMATE - 0.0271

* .V •■ a •  j ̂ ,

I . . .  .



B: RÜBSti, T > T :
AT WORD NR: 
at word NR: 100 
AT WORD NR: 150 
AT WORD NR: 200 
A1 WORI' NR: 250 
AT WORD NR: 300 
at WORD NR: 350 
AT WORD NR: 400 
AT WORD NR: 450 
AT WORD NR: 5'00 
AT WORD NR: 550 
AT WORD NR: 600

VOCABULARY: 
VOCABULARY: 
VOCABULARY: 
VOCABULARY: 
VOCABULARY: 
VOCABULARY: 
VOCABULARY: 
VOCABULARY: 
VOCABULARY; 
VOCABULARY: 
VOCABULARY: 
VOCABULARY:

page 375

F(v;i = 2.05733e0 » X TO THE
COEFFICIENT OF CORRELATION = 0.999B 
STANDARD ERROR OF ESTIMATE = 0.0106

7.70970e-1 POWER

;!? IJ

.»• j

••.I
'»* ■ i-i. I
i *’■ \

. •

Y

F;R'USS5. PRM:
AT WORD NR: 50 v o c a b u l a r y: 43
AT WORD NR: 100 VOCABULARY: 7B
AT WORD NR: 150 VOCABULARY: 107
Â WGF;D NR: 200 VOCABULARY: 136
A'r WORD rsIR: 250 VOCABULARY: 153
AT WORD NR: 300 VOCABULARY: 169
AT WORD NR: 350 VOCABULARY: 191
AT WORD NR: 4 00 VOCABULARY: 215
AT WORD NR: 450 VOCABULARY: '"'TOŵ*0
AT WORD NR: 500 VOCABULARY: ^ w<0
AT WORD NR: 550 VOCABULARY: 272
AT WORD NR: 600 VOCABULARY: 287

F (>;) = 2.3R'B51eO * X TO THE 7.5
COEFFICIENT OF CORRELATION = 0.99¡
STANDARD ERROR OF ESTIMATE = 0.03

.. f
Lj-s";.* i' I(■ ll J

4 1

I.



page 376

D:BRUNER.TXT:
AT WORD NR: -*0 
AT WORD NR: 100 
AT WORD NR: 100 
AT WORD NR: 200 
AT WORD NR: 200 
Af WORD NR; 300 
AT WOF.’IT NR: 350 
AT WORD NR: 400 
AT WORD NR: 450 
AT WORD NR; 500 
A1 WORD N?
AT WORD NF

550
6'00

VOCABULARY: 31 
VOCABULARY: 50 
VOCABULARY: 78 
VOCABULARY: 103 
VOCABULARY: 126 
VOCABULARY: 147 
VOCABULARY: 165 
VOCABULARY: 186 
VOCABULARY: 208 
VOCABULARY: 232 
VOCABULARY: 253 
VOCABULARY: 273

= 8,88720e-l ♦  X TO THE 8 . 9 4 0 2 9 e - l  POWER
COEFFICTENT OF CORRELATION =  0 . 9 9 8 B  
STAfiDARD ERROR OF E BT I NA T E = 0 . 0 3 4 4

PM

i 1,
' ■:= .J

•

V 1
B:BRUNER.PRN;
AT WOr;I) NR: '¿■0 vo ca bu lar y 43
AT WORD NR; 1 oc» VOCABULARY 82
AT WORD NR: 1 5 0 VOCABULARY 107
AT WORI' NR: 200 VOCABULARY 131
AT WOF.T) Nf’.: 2 5 0 vo cabulary 1 5 3
4.T WORD NR: 3 0 0 VOCABULARY 177
AT WORD NF;; 3 5 0 VOCABULARY 192
AT WORD NR; 4 0 0 VOCABULARY 211
AT WOF'D NT;: 45'U VOCABULARY w*
AT WORD NR: 5 0 0 VOCABULARY 243
AT WORD NR; 5 5 0 VOCABULARY 258
AT WORD NR: 6 0 0 VOCABULARY 273
r- ) = *7A. * /7 S 7 7 f ? 0 *; X TO THE 7.2 i2e-l POWER
COEFFICIENT OF CORRELATION 0.9975 
STANDARD ERROR OF ESTINATE = 0.04US

j ■.

* ■ •’ I



page 377 ' ' '  ' I

.'P' ■('

P L A W n ' TXT •

WCTRD NR:  
AT WORD NR;  
a t  word NR;  
a t  word NR;  
at word NR:  
AT WORD NR:  
A1 WORD NR:  
at word NR:  
at  word T4F;: 
at  ViORD NFV: 
at WiTR'D TTR;; 
AT WORD NR;

VDCAE-iUL ARV: 
VOCABULARY: 
VOCABULARY: 
VOCABULARY: 
VOCABULARY: 
VOCABULARY: 
VOCABULARY: 
VOCABULARY: 
VOCABULARY: lAB
VOCABULARY: 269 
VOCABULARY: 284 
VOCABULARY: 302

f.-,,) = 3.49 3 58eO » X TO THE 8.35772e-l POWER
COEFFICIENT OF CORRELATION -- 0.999c.
£?TANDARD EF.’ROR OF ESTIMATE - U.0.i4/

.»‘j

•■;11 .

Ti

B:lAB0V.PRM:

AT WORD NR: VOCABULARY: 43
AT WORD NR: 3 00 VOCABULARY: 72
AT WORD NR: 150 VOCABULARY: 101
AT WORT' Ni\: 200 VOCABULARY: 127
AT WOF.D 4̂R: 250 VOCABULARY: 150
AT WORD NR: 300 VOCABULARY: 177
AT WORD NR: 350 VOCABULARY: 194
AT WORD NR: 400 VOCABULARY: 217
/'T WORD NR: 450 VOCABULARY: 240
AT WORD MF';; 500 VOCABULAF:Y: 261
A'.T WORD NF;: 550 VOCABULARY: 261
AT WORD NR: 600 VOCABULARY; 302

FOc) = l.SJ342eO »• X TO THE 7.99855e-l POWER 
CDEFFICIENT OF CORRELATION - 0-9999 
STANDARD ERROR OF ESTIMATE = 0.0095

.  • ' » • .



paae 378

J ’I

BrFRANKENA.TXT:
AT WORD NR I 
AT WORD NR 
AT WORD NR 
AT WORD NR 
AT WORD NR 
AT WORD NR 
AT WORD NR 
AT WORD NR 
AT WORD NR 
AT WORD NR 
AT WORD NR 
AT WORD NR

VOCABULARY I 
VOCABULARY: 
VOCABULARY: 
VOCABULARY: 
VOCABULARY: 
VOCABULARY: 
VOCABULARY: 
VOCABULARY: 
VOCABULARY: 
VOCABULARY: 
VOCABULARY: 
VOCABULARY:

GEOMETRIC REGRESSION ANALYSIS:
F(>i) * 1.76030e0 * X TO THE 
COEFFICIENT OF DETERMINATION 
COEFFICIENT OF CORRELATION * 
STANDARD ERROR OF ESTIMATE *

7.73369e-l POWER 
(R-SQUARED) * 0.9985 
0.9993 
0.0236

t ’

B:FRANKP.TXT:
AT WORD NR: 5 
AT WORD NR: 1 
AT WORD NR: 1 
AT WORD NR: 2 
AT WORD NR: 2 
AT WORD NR: 3 
AT WORD NR: 3 
AT WORD NR: 4 
AT WORD NR: 4 
AT WORD NR: S 
AT WORD NR: 5 
AT WORD NR: 6

VOCABULARY:
VOCABULARY:
VOCABULARY:
VOCABULARY:
VOCABULARY:
VOCABULARY:
VOCABULARY:
VOCABULARY:
VOCABULARY:
VOCABULARY:
VOCABULARY:
VOCABULARY:

GEOMETRIC REGRESSION ANALYSIS:
F<x) « 2.10008e0 * X TO THE 7.44580e-l POWER
COEFFICIENT OF DETERMINATION <R-SQUARED) * 0.9978 
COEFFICIENT OF CORRELATION - 0.9989 
STANDARD ERROR OF ESTIMATE - 0.0276

<■ if ;.-v.
i v ‘-H

\ ■* * .1. 1 ‘-I

i**
T . I ■



pace 379

L ; : C H D i i , T > ' T :

WORD
WORD
WORD
WORD
WDRl'
WORD
WORD
WORD-
WORD
WORD
WORl>
WORD

VOCAEiULARV: 
VOCABULARY: 
VOCABULARY: 
VOCABULARY: 
VOCABULARY: 
VOCABULARY: 
VOCABUL ARY: 
VOCABULARY: 
VOCABULARY: 
VOCABULARY; 
VOCABULARY: 
VOCABULARY:

. 1.9178<»e0 » X TO THE 7.59907e-l POWER
rOEPFTCIEtiT OF CDRRELftTIDN = 0.9995 
81AWI.AKU EPHOR OF ESTIMATE - 0.U19,

■ *1

i 1

iv.

B:CHDWSKY.PRM:
{-\J WGRI> I'iR: SO 
AT WORD NR: 10 
A1 WORD NR: 15 
AT WORD NR: 20 
AT WORD NF’.’; 2C 
AT WORD NR: 3C 
at word NR: 3i! 
AT WORD NR: 4C 
AT WORD NR:
AT WORD NR: 5( 
AT WORD NR: 5! 
AT WORD NR: 6(

VOL ABUL ARY: 
VOCABULARY; 
VOCABULARY: 
VOCABULARY: 
VOCABULARY: 
VOCABULARY: 
VOCABULARY: 
VOCABULARY: 
VOCABULARY: 
VOCABULARY: 
VOCABULARY: 
VOCABULARY: 242

F<x) = 2.70357e0 X TO THE 7.06924e-l POWER
COEFFICIENT OF CORRELATION - 
STANDARD ERROR OF ESTIMATE - V.0^34

• <. ♦I

> i  \

"f • ]• !’• 1* • i I



page 380

irClENT :iSTB;
A<TEXT)

RUSE 3
FUJESr
PUB53
RUES'T
fUJBSS
BRUNER
Lri&L'V
FRAN» ENA
CHOMSKY
A (TEXT) MEAN ( T H I S  
'.'ARlANr.E: 0 . 2 1 6 9
B .K E V .:  0 . 4 6 5 7
A (PERM) MEAN ( T H I S  
VAI’; 1 ANCE: O. 2 1 4 7
B .D E V . :  0 . 4 6 3 4
I;E! T A A MEAN (T H I S  
VARIANCE: 0 . 2 4 1 9
E .D E V . :  0 . 4 9 1 7

A(PERM) DELTA A

1 . 9 S 5 3 2 . 6 5 5 7 0 . 6 7 0 4
1 . 6 1 3 2 2 . 3 5 7 4 0 . 7 4 4 2
2 . 3 8 8 7 2 . P 3 4 0 0 . 5 4 5 3
1 . 1 6 0 0 1 . 5 6 0 0 0 . 4  0 0 0
2 . 0 5 7 3 2 . 3 9 8 5 0 . 3 4 1 2
0 . B 8 S 7 2 . 7 7 S S 1 . 8 9 0 1
1 . 4 9 1 6 1 . 8 1 3 4 0 . 3 2 1 8
1 . 7 6 0 3 2 . lOOU 0 . 3 3 9 7
1 . 9 1 7 9 2 . 7 0 3 6 0 . 7 8 5 7

G R O U P):  1 . 6 9 5 P

GROUP')! 2 . 3 6 6 8

GROUP):  0 . 6 7 0 9

DEV FROM TOTAL MEAN
0 . 2 8 9 3  
0 . 3 6 3 1  
O . 1 6 4 2  
0 . 0 1 8 9  

- 0 . 0 3 9 9  
1 . 5 0 9 0  

- O . 0 5 9 3  
- 0 . 0 4 1 4  
O. 4(j46

'I ■

. f-

i T

SCIENTISTS:

B(TEXT) P(PE R M )

RUBS 1 0 .  7 6 9 6 0 . 7 1 B 1RUSS2 0 . 8 1 7 4 0 . 7 5 B 0RLISB3 0 . 7 2 8 7 0 . 6 8 7 2RUSB4 0 .8 6 5 3 0 . 6 3 2 3 9RUSS5 0 . 7 7 1 0 0 . 7 5 1 1BRUNER 0 . 8 9 4 0 0 . 7 2 2 21. ABOV 0 . 8 3 5 8 0 . 7 9 9 9FRANKENA 0 . 7 7 3 4 0 . 7 4 4 6CHOMSKY 0 . 7 5 6 0 0 . 7 0 6 9

B(TEXT) MEAN (THIS GROUP)rVAR IANCE! 0 . 0 0 3 0S.DEV.: 0 . 0 5 5 0

B(PERM) MEAN (THIS GROUP)!VARIANCE! 0 . 0 0 1 9B.DEV.: 0 . 0 4 4 0

DELTA B
-O.0515 
-0.0594 -O.0415 
-0.0414 
-0.0199 -O.1718 
-0.0359 
-O.0288 
-0.0491

0 . 8 0 1 2

O.7458

d e l t a  B MEAN ( T H I S  G ROUP):  
VARIANCE! 0 . 0 0 2 0  
8 . DEV.!  0 . 0 4 5 2

■O. 0555

DEV FROM TOTAL MEAN
-0.0226 
-O.0305 
-0.0126 
-0.0125 
O.0090 

-0.1429 
-0.0070 
O.0001 

- 0.0202

4 1

» » * .«•J

r"



page 381
V'

B:DRECl.TXTi t *■ I

AT WORD 
AT WORD 
AT WORD 
AT WORD 
AT WORD 
AT WORD 
AT WORD 
AT WORD 
AT WORD 
AT WORD 
AT WORD 
AT WORD

VOCABULARY!
VOCABULARY!
VOCABULARY!
VOCABULARY!
VOCABULARY!
VOCABULARY!
VOCABULARY!
VOCABULARY!
VOCABULARY!
VOCABULARY!
VOCABULARY!
VOCABULARY!

GEOMETRIC REGRESSION ANALYSIS!
F(x) « 1.601lOeO * X TO THE 8.26290e-i
COEFFICIENT OF DETERMINATION <R—SQUARED) 
COEFFICIENT OF CORRELATION * 0.9996 
STANDARD ERROR OF ESTIMATE * 0.0179

-1 POWER 
» 0.9993

Bi DRFC1„PRM:
A7 tvDFD NR: b'i VOCABULARY 4 3
AT NDRD rjR: 100 VOCABULARY 79
Af W'JRL f4R: ISO VOCABULARV 115
AT WORD NR; 2 0 0 VOCABULARY 142
AT WORD NR : 250 VOCABULARY 171
AT WORD NR ; 300 VOCABULARY 194
AT WORD NR : 35(.) VOCABULARY 220AT WORD NR: 400 VOCABULARY 237
AT WORD I-4R: 4 50 VOCABULARY 266
AT WORD NR: 500 VOCABULARY 285
AT WORD NR : 550 VOCABULARY 308
AT WORD NR : ¿>00 VOCABULARY 324
F <K ) = 1.93458eO » X TO THE 8.057
COEFFICIENT OF CORRELATION = 0.9989
STANDARD ERROR OF ESTIMATE = 0.0298

I •

'O' Ĵ. e.

»

.t

0 :



B:DREC2.TXT:

page 3B̂

 ̂* • !

AT WORD NR 
AT WORD NR 
AT WORD NR 
AT WORD NR 
AT WORD NR 
AT WORD NR 
AT WORD NR 
AT WORD NR 
AT WORD NR 
AT WORD NR 
AT WORD NR 
AT WORD NR

VOCABULARY
VOCABULARY
VOCABULARY
VOCABULARY
VOCABULARY
VOCABULARY
VOCABULARY
VOCABULARY
VOCABULARY
VOCABULARY
VOCABULARY
VOCABULARY

FOi) = 2.01720e0 » X TO THE 7.77076e-l POWER
COEFFICIENT OF CORRELATION = 0.9994 
STANDARD ERROR OF ESTIMATE = 0.0222

. ‘I i • i-. - I

n «.

AT

AT

DREC2. PRM:
WORD NR 50 VOCABULARY;
WORD NF‘; i 00 VOCABULARY:
WORD NF: 150 VOCABULARY:
WORD NR 200 VOCABULARY;
WORD NR 250 VOCABULARY;
WORD NR 300 VOCABULARY:
WORD NR 350 VOCABULARY;
WORD NR 400 VOCABULARY:
WORD NR 450 VOCABULARY;
WORD NR 500 VOCABULARY;
WORD NR 550 VOCABULARY;
WORD NR 600 VOCABULARY:

>;) 1.76276€?0 t X TO THEF<>;) 1.76276€?0 t X TO THE 7.96281e-l POWER
COEFFICIENT OF CORRELATION « 0.9995 
STANDARD ERROR OF ESTIMATE = 0.0206

• . • •- I

*'■ t

■t •V

« I +.



EcHERALD.TXT:

page 383

h7 WORD NR; 50 VOCABULARY 42
A1 WORD NR; 100 VOCABULARY 73
AT WORD NR; 150 VOCABULARY 98
AT WORD NR; 200 VOCABULARY 126
A7 WORD NR; 250 VOCABULARY 147
AT WORD NR; 300 VOCABULARY 165
AT WORD NR; 350 VOCABULARY 177
AT WORD NR; 400 VOCABULARY 203
AT WORD NR; 450 VOCABULARY 227
AT WORD NR; 5<:>o VOCABULARY 248
AT WORD NR; 550 VOCABULARY 267
AT WORD NR; 600 VOCABULARY 285
F ) = 2. 16311 eO » X TO THE 7.61 i96e-l POWER
COEFFICIENT OF 
SSTANDARD ERROR

CORRELATION = 
OF ESTIMATE =

0.9993
0.0232

ErHERALC.FRM:
WDRI.»
WORD
WORD
WORD
WORD
WORD
WORD
WORD
WORD
WORD
WORD
WORD

NR: 50 VOCABULARY; 40
NR; 100 VOCABULARY; 70
I'if-.; 150 VOCABULARY; 99
NR; 200 VOCABULARY; 131
NR; 250 VOCABULARY: 154
NR; 300 VOCABULARY: 176
NR; 350 VOCABULARY; 196
NR; 400 VOCABULARY: 216
tNlR; 450 VOCABULARY; X . w* w*
NR; 50C> VOCABULARY: 251
NR; 550 VOCABULARY; 268
NR; 600 VOCABULARY: 285

F(>:) = l.S7063c?0 » X TO THE 7.91454e-l POWER
COEFFICIENT OF CORRELATION = 0.9987 
STANDARD ERROR OF ESTIMATE = 0.0319

9

A .  • .  •



page 384

GEOMETRIC REGRESSION ANALYSISt
F(>{) * 1.47574eO * X TO THE 
COEFFICIENT OF DETERMINATION 
COEFFICIENT OF CORRELATION - 
STANDARD ERROR OF ESTIMATE *

8.16292e-l 
<R-8QUARED> 
0.9909 
0.0300

POWER 
* 0.9979

BiGUARDP.TXT:

( ..
i

•fi VJ
GUARD. TXTi
WORD NR: 50 VOCABULARY: 34
WORD NR: 100 VOCABULARY: 67
WORD NR: 150 VOCABULARY: 90
WORD NR: 200 VOCABULARY: 114
WORD NR: 250 VOCABULARY: 133
WORD NR: 300 VOCABULARY: 151
WORD NR: 350 VOCABULARY: 178
WORD NR: 400 VOCABULARY: 198
WORD NR: 450 VOCABULARY: 218
WORD NR: 500 VOCABULARY: 236
WORD NR: 550 VOCABULARY: 250
WORD NR: 600 VOCABULARY: 268

.’t
:i t

AT WORD NR 
AT WORD NR 
AT WORD NR 
AT WORD NR 
AT WORD NR 
AT WORD NR 
AT WORD NR 
AT WORD NR 
AT WORD NR 
AT WORD NR 
AT WORD NR 
AT WORD NR

VOCABULARYI 
VOCABULARYI 
VOCABULARYI 
VOCABULARYI 
VOCABULARYI 
VOCABULARYI 
VOCABULARYI 
VOCABULARYI 
VOCABULARYI 
VOCABULARYI 
VOCABULARY I 
VOCABULARYI

* »•! • *

GEOMETRIC REGRESSION ANALYSI81

F<x) « 1.95017e0 * X TO THE 7.70623»-! POWER
COEFFICIENT OF DETERMINATION <R-8QUARED) - 0.9992 
COEFFICIENT OF CORRELATION - 0.9996 
STANDARD ERROR OF ESTIMATE - 0.0172



WORD NR 50 VOCABULARY: 44
WORD NR 100 VOCABULARY: 75
WORD NR 150 VOCABULARY 105
WORD NR 200 VOCABULARY 128
WORD NR 250 VOCABULARY 153
WORD NR 300 VOCABULARY 176
WORD NR 350 VOCABULARY 199
WORD NR 400 VOCABULARY
WORD NR 450 VOCABULARY 244
WORD NR 500 VOCABULARY 273
WORD NR 550 VOCABULARY 293
WORD NR 600 VOCABULARY 316
) = 1.97516e0 » X TO THE 7.90052e-l POWER

COEFFICIENT OF 
ANDARI/ ERROR

CORRELATION = 0.9997 
OF ESTIMATE = 0.0157

B:MAIL.PRMs

page 385

B:MAIL.TXT: r'f' VI

WORD ivJR 50 VOCABULARY 40
WORD NR 100 VOCABULARY 78
WORD NR 150 VOCABULARY 112
WORD NR 200 VOCABULARY 142
WORD NR 250 VOCABULARY 175
WORD NR 300 VOCABULARY 196
WORD- NR 350 VOCABULARY 216
WORD NR 400 VOCABULARY 243
WORD NR 4 50 VOCABULARY 263
WORD NR 500 VOCABULARY 280
WORD NR 550 VOCABULARY 300
WORD NR 600 VOCABULARY 316
) = 1.75419e0 * X TO THE 8.2

COEFFICIENT OF CORRELATION = 
SÌANDARD ERROR OF ESTIMATE =

1041e-l 
0.9973 
0.0479

POWER

* tl

t--

.  » ,

r



paqe 386

NEWSí-’'APERS:
A(TEXT) A(PERM) DELTA A DEV FROM TOTAL MEAN

G.HERALD 2.1631 1.8706 -0.2925 -0.6736
GUARD I ÂJ 1 . fl’:'57 1.9500 0.4743 0.0932
D.NAIL 1.P752 1.7542 -0.2210 -0.6021
D. RECGRD1 1.6011 1.9346 0.3335 -0.0476
D.RECORD2 2.0372 1.7628 -0.2544 -0.6355

A (TE >' T > MEAN (THIS GROUP): 1.8465
VARIANCE: 0.0859
B.DEV.: 0.2931

A (PERN) MEAN (THIS GROUP): 1.854 4
VARIANCE: O.0086
B.DEV.i (■). 0926

DELTA A MEAN (THIS GROUP): 0.0080
VARIANCE ; 0.1337
B.DEV.: 0.3657

i---A

NEWSPAF-ERSs
B(TEXT)

G.HERALD 
GUARDIAN 
D.MAIL 
D.RECORD 1 
D.REC0RD2

0.7613
0.8163
0.7901
0.8263
0.7708

8<PERM)
0.7915 
0.7706 
0.8210 
0.8058 
0.7963

B'TEXT) mean (THIS GROUP): 
VAR IANCE! 0.0008
B.DEV.: 0.0281
B(PERM) mean (THIS GROUP): 
VARIANCE: 0.0003
S.DEV.: 0.0186
delta B mean (THIS GROUP): 
VARIANCE: 0.0012
S.DEV.: 0.0352

DELTA B
0.0302

-0.0457
0.0309

-0.0205
0.0255

0.7930

0.7970

0.0041

DEV FROM TOTAL MEAN
0.0591

-0.0168
0.0598
0.0084
0.0544

• *1

.■1

•r, * .

0. i



B:PAD1.TXl:

page 387

« I

4

AT WORD NR 
AT WORD NR 
AT WORD NR 
AT WORD NR 
AT WORD NR 
AT WORD NR 
AT WORD NR 
A1 WORD NR 
AT WORD NR 
AT WORD NR 
AT WORD NR 
AT WORD NR

50 VOCABULARY; 41
100 VOCABULARY; 70
150 VOCABULARY: 98
200 VOCABULARY; 126
250 VOCABULARY: 151
300 VOCABULARY; 169
350 VOCABULARY; 188
400 VOCABULARY; 209
450 VOCABULARY; OOCr^ ̂ w*
500 VOCABULARY; 241
550 VOCABULARY: 263
600 VOCABULARY; 278

A

F<>i) = 2.05S71e0 X TO THE 
COEFFICIENT OF CORRELATION = 
STANDARD ERROR OF ESTIMATE =

7.70377e-l
0.9993
O.0230

POWER

BrPADl.PRM:
AT WORD 
AT WORD 
AT WORD 
AT WORD 
AT WORD 
AT WORD 
AT WORD 
AT WORD 
AT WORD 
AT WORD 
AT WORD 
AT WORD

200

VOCABULARY;
VOCABULARY;
VOCABULARY;
VOCABULARY;
VOCABULARY;
VOCABULARY;
VOCABULARY I
VOCABULARY
VOCABULARY
VOCABULARY
VOCABULARY
VOCABULARY

= 3.00989e0 » X TO THE 7.11363e-l POWER
COEFFICIENT OF CORRELATION = 0.9992 
STANDARD ERROR OF ESTIMATE = 0.0225

. *. (.



page 388

B:PAD2. TXT »w
AI WORD NR 50 VOCABULARY: 42
AT WORD NR 100 VOCABULARY: 70
AT WORD NR 1 50 VOCABULARY: 92
AT WORD NR 200 VOCABULARY: 115
AT WORD NR 250 VOCABULARY: 136
AT WORD NR 300 VOCABULARY: 156
AT WORD NR 350 VOCABULARY: 177
AT WORD NR 400 VOCABULARY: 195
AT WORD NR 450 VOCABULARY: 217
AT WORD NR 500 VOCABULARY: 239
AT WORD NR 550 VOCABULARY: 256
AT WORD NR 600 VOCABULARY: 0*7

F <Vi > = 2.12562e0 t X TO THE 7.56 1 POWER
coefficient of
STANDARD ERROR

CORRELATION = 0.9995 
OF ESTIMATE == 0.0189

V

-Ji.

B: F‘AD2, F’RM:
AT WORD NR 
AT WORD NR 
AT WORD NR 
AT WORD NR 
AT WORD NR 
AT WORD NR 
AT WORD NR 
At WORD NR 
AT WORD NR 
AT WORD NR 
AT WORD NR 
AT WORD NRI
F<>;) = 2 . U
COEFFICIENT OF CORRELATION = 0.9993 
STANDARD ERROR OF ESTIMATE = 0.0231

50 VOCABULARY 41
100 VOCABULARY 71
150 VOCABULARY 99
200 VOCABULARY 126
250 VOCABULARY 148
300 VOCABULARY 166
350 VOCABULARY 185
400 VOCABULARY 207
450 VOCABULARY 227
500 VOCABULARY: 239
550 VOCABULARY; 255
600 VOCABULARY: 273
629eO » X TO THE 7.59671e-l POWER

'■»'I



B : F - A D 3 .  T X  f  :

P«ge 389

•Mi

Al WORD 
AT WORD 
AT WORD 
AT WORD 
AT WORD 
AT WORD 
AT WORD 
AT WORD 
AT WORD 
AT WORD 
AT WORD 
AT WORD
F (; : >
COEFFICIENT OF 
STANDARD ERROR

NR 50 VOCABULARY 43
NR 100 VOCABULARY 67
NR 1 50 VOCABULARY 93
NR 200 VOCABULARY 1 14
NR 250 VOCABULARY 138
NR 300 VOCABULARY 156
NR 350 VOCABULARY 178
NR 400 VOCABULARY 197
NR 450 VOCABULARY 208
NR 5*00 VOCABULARY 228
NF.- 550 VOCABULARY 245
NR 600 VOCABULARY 260
2.33112e0 ♦ X TO THE 7.37312e 1 POWER

CORRELATION = 0.9995 
OF ESTIMATE = 0.0189

J

h1
1

■•Ji,

5̂1

BiPAD3.PRN:
AT WORD NR 
AT WORD NR 
AT WORD NR 
AT WORD NR 
AT WORD NR 
AT WORD NR 
AT WORD NR 
AT WORD NR 
AT WORD NR 
AT WORD NR 
AT WORD NR 
AT WORD NR
F < X ) == 2
COEFFICIENT OF CORRELATION « 0.9987 
STANDARD ERROR OF ESTIMATE * 0.0299

50 VOCABULARY: 39
100 VOCABULARY: 72
150 VOCABULARY: 94
200 VOCABULARY: 119
250 VOCABULARY: 131
300 VOCABULARY: 150
350 VOCABULARY: 171
400 VOCABULARY: 190
450 VOCABULARY: 210
500 VOCABULARY: 229
550 VOCABULARY: 242
600 VOCABULARY: 260
388e0 * X TO THE 7.44503e-l POWER

'••• I

,-•1



page 390 .r

B:PAD4.TXTi
AT WORD Nl 
AT WORD Nl 
AT WORD N! 
AT WORD Nl 
AT WORD Nl 
AT WORD Nl 
AT WORD Nl 
AT WORD N! 
AT WORD N! 
AT WORD Nl 
AT WORD Nl 
AT WORD Nl
F <>;) = 2.
COEF'FICIENT OF 
ST ANDARD ERROR-

50 VOCABULARY 41
1 00 vocabulary 73
1 50 VOCABULARY 97
200 VOCABULARY l i e
250 VDCABUL ARY 144
300 VOCABULARY 163
350 VOCABULARY 184
400 VOCABULARY 203
450 VOCABULARY 1i
500 VOCABULARY 2:35
550 VOCABULARY 24 B
600 VOCABULARY 269
4 15e0 ♦. X TO THE 7.49 POWER

CORRELATION O. 9991
OF ESTIMATE = 0.0190

DrPADA.PRM:
WORD
WORD
WORD
WORD
WORD
WORD
WORD
WORD
WORD
WORD
WORD
WORD

F(m ) =

NR: 50 VOCABULARY
NR: 100 VOCABULARY
NR: 150 VOCABULARY
NR: 200 VOCABULARY
NR: 250 VOCABULARY
NR: 300 VOCABULARY
NR: 350 VOCABULARY
NR: 400 VOCABULARY
NR: 450 VOCABULARY
NR: 500 VOCABULARY
NR: 550 VOCABULARY
NR: 600 VOCABULARY
!Z • 58192e0 * X TO THE 7.34094e-l POWER

COEFFICIENT OF CORRELATION = 0.9980 
STANDARD ERROR OF ESTIMATE = 0.0364

1 '

-<•'1

•V ■

,t

'•t

0 :



B:POOH.TXT:

page 391
v|

AT WORD 
AT WORD 
AT WORD 
AT WORD 
AT WORD 
AT WORD 
AT WORD 
AT WORD 
AT WORD 
AT WORD 
AT WORD 
AT WORD

NR 50 VOCABULARY: 26
NR 100 VOCABULARY: 50
NR 150 VOCABULARY: 71
NR 200 VOCABULARY: 91
NR 250 VOCABULARY: 107
NR 300 VOCABULARY: 122
NR 350 VOCABULARY: 138
NR 400 VOCABULARY: 161
NR 450 VOCABULARY: 175
NR 500 VOCABULARY: 188
NR 550 VOCABULARY: 202
NR: 600 VOCABULARY: 215

■.

GEOMETRIC REGRESSION ANALYSIS:
F<>i) = 1.01524e0 * X TO THE 8.41574e--l POWER
COEFFICIENT OF DETERMINATION <R-SQUARED) - 0.9983 
COEFFICIENT OF CORRELATION * 0.9992 
STANDARD ERROR OF ESTIMATE = 0.0274

1:; F-'OOH. F-'Rli:

WORD
WORD
WORD
WORD
WORD
WORD
WORD

VOCABULARY
VOCABULARY
VOCABULARY
VOCABULARY
VOCABULARY
VOCABULARY
VOCABULARY
VOCABULARY
VOCABUi_ARY
VOCABULARY
VOCABULARY
VOCABULARY

I ̂ 1

PRO = 2.54259eO t X TO THE 7.00563e-l POWER
COEFFICIENT OF CORRELATION = 0.99S5 
STANDARD ERROR OF ESTIMATE = 0.0302



page 392

B:ALICEL.TXTi
AT WORD 
AT WORD 
AT WORD 
AT WORD 
AT WORD 
AT WORD 
AT WORD 
AT WORD 
AT WORD 
AT WORD 
AT WORD 
AT WORD

NR: 50 VOCABULARY: 38NRi 100 VOCABULARY: 65NR: 150 VOCABULARY: 90NR: 200 VOCABULARY: 108NR: 250 VOCABULARY: 126NR: 300 VOCABULARY: 139NR: 350 VOCABULARY: 156NR: 400 VOCABULARY: 166NR: 450 VOCABULARY: 182NR: 500 VOCABULARY: 198NR: 550 VOCABULARY: 209NR: 600 VOCABULARY: 222

GEOMETRIC REGRESSION ANALYSISi
F(>{) * 2.61388e0 * X TO THE 6.96739e-l
COEFFICIENT OF DETERMINATION <R~SQUARED) 
COEFFICIENT OF CORRELATION * 0.9988 
STANDARD ERROR OF ESTIMATE ■ 0.0276

POWER 
- 0.9975

B:ALlCEL.PRh:
WORD
WORD
WORD
WORD
WORD
WORD
WORD
WORD
WORD
WORD
WORD
WORD

F Or) = 
COEFFICIENT OF 
STANDARD ERROR

NR 50 VOCABULARY 36
NR 100 VOCABULARY 66
\m 150 VOCABULARY 8B
NR 200 VOCABULARY 111
NR 250 VOCABULARY 131
NR 300 VOCABULARY 147
NR 350 VOCABULARY 162
NR 400 VOCABULARY 174
NR 450 VOCABULARY 188
NR 500 VOCABULARY 203
NR 550 VOCABULARY 210
NR 600 VOCABULARY
2.32417pt* * X TO THE 7.2 POWER

CORRELATION 
OF ESTIMATE

0.9971^ 
= 0.0437

t

'• •: ii’«
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B:ALICEB.TXT:
AT WORD 
AT WORD 
AT WORD 
AT WORD 
AT WORD 
AT WORD 
AT WORD 
AT WORD 
AT WORD 
AT WORD 
AT WORD 
AT WORD
GEOMETRIC REGRESSION ANALYSISi
F(>j) = 2.42983e0 * X TO THE 7.09971e .
COEFFICIENT OF DETERMINATION <R-SQUARED) 
COEFFICIENT OF CORRELATION * 0.9973 
STANDARD ERROR OF ESTIMATE * 0.0414

NR: 50 VOCABULARY: 37NR:* 100 VOCABULARY* 67NR: 150 VOCABULARY* 86NR: 200 VOCABULARY* 101NR: 250 VOCABULARY* 126NR* 300 VOCABULARY* 148NR: 350 VOCABULARY* 164NR* 400 VOCABULARY* 171NR* 450 VOCABULARY* 178NR: 500 VOCABULARY* 194NR: 550 VOCABULARY: 2 11NR* 600 VOCABULARY* 224

-1 POWER 
* 0.9946

) ! I

. r-

B:ALICEBP.TXT«
AT WORD NR* 50 
AT WORD NR* 10 
AT WORD NR* 15' 
AT WORD NR* 20' 
AT WORD NR* 25' 
AT WORD NR* 30' 
AT WORD NR* 35' 
AT WORD NR* 40' 
AT WORD NR* 45' 
AT WORD NR* 50' 
AT WORD NR* 55< 
AT WORD NR* 60<

VOCABULARY*
VOCABULARY*
VOCABULARY*
VOCABULARY*
VOCABULARY*
VOCABULARY*
VOCABULARY*
VOCABULARY*
VOCABULARY*
VOCABULARY*
VOCABULARY*
VOCABULARY*

GEOMETRIC REGRESSION ANALYSIS*
F(x) * 2.53646e0 * X TO THE 7.038B8«~1 POWER
COEFFICIENT OF DETERMINATION <R-SQUARED) • 0.9919 
COEFFICIENT OF CORRELATION - 0.9959 
STANDARD ERROR OF ESTIMATE - 0.0504

P
■

i:
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B:SEA6ULL.TXT:
AT WORD NR: 50 VOCABULARY: 38
AT WORD N!'; : 100 VOCABULARY: Tr*' / ̂
AT WC(RD NR: 1 5<J VOCABULARY: 102
AT WORD NR: 200 VOCABULARY: 126
at WORD NR: 250 VOCABULARY: 146
AT WORD ITR: ZOO VOCABULARY: 173
AT WORD NR: 350 VOCABULARY: 196
AT WORD NR: 40C) VOCABULARY: 21B
AT WORD NR; 4 50 VOCABULARY:
AT WORD NR: 500 VOCABULARY: 252
AT WORD NR: 550 VOCABULARY: 265
AT WORD NR: 600 VOCABULARY: 283

= K78ine0 * >; 10 THE 
CDEFf-1C1EW7 OF CORRELATION = 
STANDARD ERROR OF ESTIMATE =

7.9B634e-l 
O.9985 
0.0346

POWER

B:SEAROLL.. T■'RM:
AT WORD riw 5'j VOCABULARY: 46
AT WORD r.T-; 3 00 VOCABULARY; / ̂
A1 WORD NR 3 50 VOCABULARY: 100
AT WORD NR 2T>0 VOCABULARY: 122
AT WORD NR 250 VOCABUL ARY: 14 1
AT WORD NR 30C) VOCABULARY: 169
AT WORD NR 350 VOCABULARY: 191
AT WORD NR 400 VOCABULARY: 208
AT WORD NR 450 VOCABULARY: A.
AT WORD NR 500 VOCABULARY: 247
AT WORD NR 550 VOCABULARY; 266
AT WORD NR 600 VOCABULARY: 283

= 2.40 3 62e0 t X TO THE 7.44S56e-l
COEFFICIENT OF CORRELATION = 0.9993 
STANDARD ERROR OF ESTIMATE = 0.0223

POWER
• «•>

• • • «♦I



BOOKS WRITTEN FOR CHILDREN:
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PADl 
PAD2 
PAD3 
PAD̂ i 
POOH 
AL I CEP 
ALI CEL 
SEAGULL

A(TEXT) A(PERM) DELTA A DEV FROM TOTAL
2.0557 3.0099 0.9542 0.57312.1256 2.1663 0.0407 -0.3404
2.3311 2.2139 -0.1172 -0.4983
2.2541 2.5919 0.3279 “0.0533
1.0152 2.5429 1.5277 1.1466
2.4298 2.5360 0.1062 -O.2749
2.6139 r> *T r ' A  0 -0.2897 -0.6708
1.7811 2.4016 0.6205 0.2394

A'TEXT) MEAN (THIS GROUP): 2,0758 
VARIANCE: 0.2466
E.DEV.: 0.4966
A <PERM) MEAN (THIS GROUP) 
VARIANCE: 0.0711
S.DEV.: 0.2666

2.4721

DELTA A MEAN (THIS GROUP) 
VARIANCE: 0.3702
B.DEV.: 0.6084

0.3963

BOOKS WRITTEN FOR CHILDREN:
B(TEXT) B(PERM) DELTA B
0.7704 0.7114 -0.0590
0.7564 0.7597 0.0033
0.7373 0.7445 0.0072
0.7493 0.7341 -0.0152
0.8416 0.7006 -0.1410
0.7099 0.7038 -0.0061
0.6967 0.7209 0.0242
0.7986 0.7449 -0.0537

PADl
PAD2
PAD3
PAD4
POOH
ALICES
alicel
BEAGULL

B(TEXT) mean (THIS GROUP): 
VAR1ANCE: 0.0022
S.DEV.: 0.0469

B(PERM) mean (THIS GROUP): 
VARIANCE: 0.0005 
S.DEV.; 0.0216

B MEAN (THIS GROUP): 
VARIANCE: 0,0028 
S.DEV.: 0.0534

0.7575

0.7275

-0.0300

DEV FROM TOTAL MEAN
“0.0301 
0,0322 
0.0361 
0.0137 

“O.1121 
0.0228 
0.0531 

-0.0248

t
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RUNS BEFORE AND AFTER PERMUTATION
Index

. text strings
before perm, 

page
after perm 

page
C85...... ...... ....... 397....... ...... 3PR
C«?5............. ...... 399........ ...... Ann
C130.......... . ...... 407
C140............ ...... 404
C141...........

•t-

Scientists’ text strings
RUSSl.................. 407.
RUSS2.................. 409.
RUSS3.................. 411.
RUSS4.................. 413.
RUSS5.................. 415.
BRUNER................. 417.
LABOV.................. 419.
FRANKENA............... 421.
CHOMSKY................ 423.

Newspaper text strings
DRECl.......... ........425....... ........426
DREC2.......... ........428
HERALD......... ........430
GUARDIAN.......
MAIL...........

Text strings from Childrens Books
PADl.......... ....... 435....... ........436
PAD2.......... ........438
PAD3.......... ....... 439....... , .......440
PAD4.......... ....... .442
POOH.......... ....... 443....... ........444
ALICEL........ ....... 445....... ........446
ALICEB........ ....... 447....... ........448
SEAGULL.......

®^*^i*tics (all categories)•••••.page 451
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LETMGTH OF RUN5 OF- ONES

LEOOTH NOKPER 
OF RLiii OF RONS

3 7F W 1 1 1  X. t * X xxnxxx X X X X X * X X XX XX X X X X * X X X X X X X X )F; ♦  X X X X X  X X X X X X X X X X X X X X X  X X
2 2~̂  XXX X X  X X X  X X * X X XX X X X  X X  X X X X X  X X
3 6 t :i * X X X

LENGTH OF RUNE OF ZEROES

1 ' f

length NUMBEROF RUN OF RUNS1 4 5 X X X X4L 2C» X X X X
2 7 X X X X

A
c 13 X X X X
w* 4 X X X X6 X X X7
P X. XXW
9 ij

1 X10 X X X11 012
13 1 X
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1 E550F>f
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.ENGTfi DF- RUNS OF ONES
L E!'i6T H NUMBER 
OF RUN OF RUNS

] 6 3  * *  1 1 1 1 1  *  *  t  * IK t  1 1  i t  *  K  i f t t K - t t  t  i  *■  t  t t K t  1 1 1 1  * K  t  K  K  *  K  K  K 1 1 1  K 1 1  K  K  K t  »• 1 1  %

2 34 t %
3 '7 K % K
4 2 * t
5 2 tt

if-K
6 0

B
jL .

0
9
1 Ti 0
I '-J
II

u
0

12 0
13 0
14 0
13 0
16 0
17 1
BIJM= 201

length of runs of zeroes 
length number
OF RUN OF RUNS 
1 40

14 »: * * t ♦ K. * ¡r.
^ 12

4 » 11
^ 3 ♦ Jr JT
 ̂ 2 Kif
® 5 ♦ * ♦ *
° 1 »
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1 t 
1
1 *
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LEinT;-! huMOER
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3 7 9 »
2 3 3 !♦'. ♦  IT x: * ? » ̂  11 *.:
~ 14 * »n X < XJi X 1» * X X-
4 2 X X
5 4 X X X X
6 1 X

X X X: X X X; X X X X X X X X X X

• * n

LENGTH OF RUNS OF ZEROES
lei-jbth

RUN
1

Sjr'|=r 314

nunber 
OF RUNS 
5 S
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I S  XX X X X X X X X X X X X X X X X X 
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e XXXXXXXX 
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:th NUMOER
<UN OF RUNS
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13 if * ♦ 11 if if K t ii a if if
if. 11 K. t

5 if if. if; if. if

if if.
o

1 if
1= 2 3 6

h-ENGTH OF RUNS OF ZEROES

leng th
OF RUN 

1
NUMECR 
□F RUNS>=:-7
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--VI/".'
! .. -  V * .  ,•

W * I* 'f 'V '
' i lC L r i  ' - T
.‘»I  ̂; I' ■! .1■ • i 1



p ag e  432 i' i

PrGLJARDF'.TXT 
1 BtOORFO

I I .

n  1 1  m 30 i n  2 1 1  o o i i n  1 1 1 1 1 1 o io 1 1 o 1 1 1 o io n o ic > 1 1 o 1 1 1
11 0011 1 001 1 00 1 1 1 1 1 0 1 1 1  C> 1 1  1 1 0 0 1 0 1 0 1 0 0 1 1 0 0 1 0 0 0 1 1 0 0 1  1 
1 C> 1 1  C» 001 1  OO'OCi 1 0 1  1 0 0  1 1 1  0 0 1 1 0 1 0 1 0 0 1 0 0 1  1 1 0 1 0 0  J 0 1 0 1 0 1 o  
1 1 1 1 1 0 1  C> 1 1 0 0 0 1 1 0 1 0C>01 1 0 0 1 0 0 0 1 0 0 0 1  1 0 0 0 0 1 1 1 1 0 0 1 1 0 1 0 1  
0 1000011010 0 0 1 Ci 1 C> 11 0 10 10 1001 110 10001 10011111001 100
00000000001C) 1 n  C> 1 oo 110 1 l o o  l o o  l l l l l O l O l  O O O O 110001C» 1 
010<:> 100 3 10111 0001010C>00C> 11010 0 11010100000000110100 
C>01 '0010 10 0 0 0 0 0 0 0 1011000>01 10 0 0 1 0 1 0 0 1 0 0 0 1 0 1 1 0 0 110 0 10 
C)00000'00() 11 3 0 10110 1 OOO'OC) 3 C»010000001100101001000001 
101 OOOCi 100000000000 K) 10 110100 111 0 100000101010 1OOC» 1 
0 0 1 0 0 3 3 0 0 0 1 0 ’OOOO 101  0010 10 0 0  3 C>0010 1 10013 01001000110 
110 11010 0 0 0 1 t'xOOOO 1 'j 1 1 01 0000011110 0 1 0 1 1 0 0 10 0 0 10010 0

LENGTH OF RUNS OF ONES

LENGTH NUMBER 
OF RUN OF RUNS

1 90
2 42
3 11 * * 4
4 3 » » »
5 5 t  *■» *
6 1 ♦
7
S 1 t
9
K-' 1 »

U

■'h’L-
r !ij t Ior

-»• t
•  •  ■ * II- ...

.v.i. ;■

.'• V

•» • •aI• •...'••Or *1

length of runs  o f  z e r o e s

/ J‘i ,i * rV • • ̂"11  ^  r r .
‘ '1

length
OF RUN
1o

NUMBER 
OF RUNS 
74

18 t%t% ♦. % %. % % % » %%%% t ♦ 
S ♦ »♦ ♦ ***♦
7 * » » f .)»;»: f

-J
• ' . f H• • I

I** »JL «0* i,.

t *

**••,; .Vi.t
.. ■ I. •



page 433

E - . I  L. TXT
1B600F̂ ;F0

11113 1111111111011111011111001 11111101111111111101 
11101111101110111110100010001100110110011010101101 
11 010111 <:> 3 110111010100 3 11 1 011 1 01 00100113 11 C)C» 10100 
101001010110101 C)001 0010110000001 11 1 1 1000 111 0C)0010 1 
1 OOOCt 3 113 000000101 OOOO1 3 C> 1 1 110 3 1 00011111001101001 1 
C>0100111 OC)OC< 10110100010111100010001 C> 11001110101100 
ICH 1003 3 1 00C<011001111011011 000000110101 OOCi 100010 1 o 
0011101 C> 110101C) 111100101000C> 1000 111 C>OOOOC) 110100110 
1 CK>0C»010 3 OC) 13 01C) 11 1 011 001 C)000101101 000100100101101 
111010 3 01 3 1 101 OC) 11 1 C)00010111011 C)011 C»01 1 001 1 C> 3 1110 0  
0003101011 0001 0 10101 0100 1 00 003 001 0011 100 0 0 0 003 1110 
1101010010001C) 13 1C) 1 001 3 0000011 1 C> 1 3 1 OC) 11 C> 1001000001
LENGTH OF RUMS OF ONES

LENGTH 
OF RUN 

1

NUMBER 
OF RUNS
75 
3 6
2C) t ♦!( * Hf. t  Hf. t  » Hf. i. ¡f10 ♦ . ♦  ♦ * 111  

6 t )T 11 !♦. )♦
1 *
1 *
C)
C)Ij
1 t
0
0 
0
1 *

1= 3 1 6

length OF RUNS OF ZEROES 

length number
L'F RUN OF RUNS

8 2  ♦. ♦ t 11 t%tt t»1

15 I f - t tnt* Iff t  t t t t l r  
9  
4 
4
1 *

if . if t t ». 1 1 1  if

t i f t t

• ••'LC
I.1-̂ • , 1. 'A 3:' I; .

•. I. T ..1•' •'• * .,1J
7.’r*/04» • \'ll «i •
-r -.«•■Tf’* , ̂i * 1,* *' «■ i-'
-■A-:''.’•fo.i. A,7 ■> :■

■A ' ■'■I
‘7-/, L-. ’l l
• ' K .' :* "I ./ .1

■*v T A• ■ ' ‘1
■:r7V :

■ .V !'• » ’

f* . *1

- 'T• j • • ■ r '•TV. ' •",
V I  ■ ,:n. «1*1 • '.• I j. •

■ I •  J . . •
-‘'i •-" • ’.i

♦ ; i-'



page 434 .r
. ]̂ I ?

r *4 ** It\ * *' < ! • •. »1
B : f'1 AIL. F'Rh
I E(i>C-ORF U

l l l l l l i 111111110103 n i l  101013 3 01001101111101101111 
113 111111010111 10101 110111011101111011011110101110
II 103 003111100011 1 3 1 1 0103 1103 001 101 1101011110101 11
III C)C>0 3 0 0 11 Ci 111 1 10 0 1 OO'O l l l l l l i n o i  O O 1 0 0 1 K> 1 1 111 ooc> 
01111111101 1 1 10101 1010111110003 0100101001011111011 
10 0 0 10 0 0 0 1C) 111 1 OOCiO'01 1 OCi 1 C»0<:>C> l l l l 11OOOO1011 l l ooooo 
103 110011 1OOC/01 3 0 0 0 0 0 0 0 1 10 0 0 1 1 100010 0 0 0 0 0 0 1 1 111000 
011111000111101110011 '0100100010  3 C>0001101101111001 0
113 1 0 0 0 1  C*00001 1 1  0 0 1  0 0 1  1 0 0 0 1 0 1 1 001 0 0 0 0 1 0 1  ooooo 1 1 0 0 1  
10C»C> 10 0 0 0 0 0 0 0 0 1 10001 OOC) 10110 110 3 3 00001 ooooo 1 C> 10 11 o 
0 0 0110011101 ‘00 111 O'01 1 <0010C>011 113010 0 ‘0‘0 0 0 0 0 0 0 0 0 01 3 o 
0010 0 0 1 OOOO'OOOO 11O O 11 3 C* 3 0000 3 OOOOO 10 0 1011100010010

LENGTH OF RLINS OF ONES

LENGTH
CF' RUN 

3

NUNBER 
OF RUNS

10
* * ♦.»t * 11 t t t t  1 1»: 11  

111 3̂:
* » t »t »t  i.
» ♦ * »

OO

■ 'I.T! L v'l
i •• ii. ' I. • •:

* ■* '* * 1 
' .i-L ;•

•• • ••• •''•*1

1= 31,
O'. 7

LENGTH OF RUNS OF 2ER0EET

LENGTH 
OF RUN 

1
number
OF RUNS 
62
25 t ♦ .»».IB ir.*:)r.#11 

6

i. »i* '► / * j*
f  • •• <1

•1. , 0 9

■ Vl7V
« «* •  . . »  M I

■ /V.‘ i •*♦ : • 1 • I; *

a-' ••'•I.;'

1= 284

.'I. V|

' IH.• •.Ml ■ r‘ 
!■ V . .  ,



page 435 ■»« .I .• I».' • - j 1 r f  .I 'Í V

EPAD1.TXT
1 1 iOC<r’.F o

n n i i n i i i i i i i i i i i i i i i i  lo io o o io io io i  i lo i  1 1 1  lo i  1 1 1  
0013  0 0 110000111001 00 1 1 0 1 1 1 1 1 1 1 1 1 1  o 1 C) l i l i  OOCíO 1 1 o 1 o 1 
113 11110000000101101111110100001011 o 101110010111 00 
1 o 1 1 0 1 1 1 001 o 1 1 oc> 1 1 0 1  o 1 c> 1 1  o 1 1 <:> 1 Cí 1 c> 1 1 o i ooc> i oo i o 1 1  o 1 1  
1 o 3 10111 C>01 1 o 1 C>0001 o 1 0'0c>01110111 C»01 o 100101 C)010111 o 
00100 3 OOOOlO j o 1001 o 1 1 001 1010010001001 o 1 00111000001 o
o  1 1 0 0 0 1 0 0 0 0 0 0 0 0 1  o 1 1 0 0 0 0 0 0 1 1 1 0 0 0 l i l i 0 0 0 1 0 1 0 0 1 0 0 1 1 1 o
C> i o 3 o  1OOOC? i i o 1 10C> 1 C> 111 i OC>CíOO 1110 0 10 0 1 0 0 0 101 0000 l i o0 1 OOOOC! 1 1 1 0 0 0 100 3 C> 1 10 3 00001100000000001 0 0 1 o 1 C>01100
00 1 C )0 0 1 o 1 1 3  o  1 0 0 0 00 1 00 0 00 0 1 o 1 1 1 0C)<:> 1 1 0C> 1 0 0 0 0 0 1 0 0 0 0 1  o  
3 00 3 0C< 1 o  3 00 3 0 1 1 00001 0 1 1 1 0  3 0 0 C>01 0 1 0 1 1 0 1 0 0 0 1 0 1 C> 1 1 1  «UO 
000010000 i 10001C) 10000000 l i l i  0000010010001011000100

LENGTH ÜF RÜNS OF ONES

RUN
3

NL-fiFER 
ÜF RUNE 
87
30

t
$

:S ii:F

I. .•

1̂. '. •
. •

: I « . •«•jj ' J • 14

- 7-• ¡ r V
V \

• * s •« • • 1

•0» . '!l'i • :• ..•f.
• . i !

• « • . . . i

• • t. • ‘ ' .. '•' t¿ *
r. ■-.*->* . .J
r , i. ••• ► / J 1í */l* • * f  ^ !|

24
SUM= 278

LENGTH OF RUNS OF ZEROES
LENGTH OF RUN 

1 
2
3
4
5

10
SUM- 322

number
OF RUNS
68 **»*»****».***»»»t»».*****»»»********»*»****f.|!*****[)r»*»*#**»*****» 
36 * * t t * t * t t t * t t * t t t M t t t * t t t t t * * * * * t t t *
15
13
7

* 3 ♦  Í •
2 «*
1 *
0
1 *
h  / /

’ k* ’ . • ■ . I

' V
• ••> ' . X

L • • y-é  ■

1..



p a g e  436

E: PAD i . PRf1 
1 BiOORFO

j 113 H i  1 i u o i  i i n i i i i i i i i i  11011111111111111111101 
1 jOl 11111011001111011010100110101011100111111lO lO l  
0 0 1 11 0 0 11 0 0 0 1 0 0 1 0 111 1 C> 11 10 11 1 1 1 C> 10 100C»011010 0 1001 o 
1 01  ':><:»'0 1 1 01 1 001 1 0 C)0 1 1 r>io io io o 1 1 o o io i o o l o i i o o o o o i  n o
0 0 1 i 1 1 111 1 1 11 C) 1 1 0 0 1 1 0 0 1 0101 0 0 1 1 C) 1 11C» 1001 0 1 0 0 10100 
001001 10110 1 o o o o o  1010 101110 1 1 00110101101 (jO'OO 100C)O0 
00 ' iOOO 1 0000 j o o  101110'01 1 0 1 1 000010 10 10010010111 OOOOO 
0 10 0 11 CiOOOOOO 10 0 0 111011OOC; 10 0 101 0 0 1 0 10110 0 0 11010 0 0  
001 0 1 C»001 OOOOOOOOOOOOj OOO  1 o o  1 00001 1 1 00001 1000000101 
0110100 3 000 111 00010 0 1011 0 0 0 0 1 0 0 1 00010000001 1000C> 11 
C'OC'OO 1 00000001 O'OOOO 1 001 00101 01001 1 1 001 100001111111
0001 o o o o o  .1 O O 1 0 0 0 0 1 ooooo 1 001 o o o o o  1 00 111 000000001101

LENGTH OF PUNS OP ONES

LEf.GTH NUNEER 
OF PUf'J OF RIJNS
1 £2
2 32
3 14 t ♦  ♦  ♦  * ♦  t If » ♦  »4 3 » # ♦

.-iV""-• ‘ 4» . .
.̂1

.o-l

• O’ *i. ' M  i »  f • 'VJ . • •
■f; r ■•,r ♦

•»'

• •• A

h‘ f

1- 27& ...: •• • i . *1 . ‘ «1

length of runs  o f  z e r o e s

length
OP RUN 

1

NUMBER 
OF RUNS 
62 ♦».».») » •• -*• *»• *»' *T' «r* «r* *r' «r* T» »f* if» *|w #f. I37 » * * » » * » . * » * # * » » » . » * # : * * * * » #12
11 *■***■$$.$$$$$
8
3 ».**
2 »»
1

>»*•,- ..I;/

.•■’.■■.'I ;■ '•1
! . ♦

• 7  I I  -* ♦
•* * *•1.

•> '. -V ■

. w  * . >



page 437 i -.fl '»H.-

PAD2.TXT
I F.:6'j'jRF0

1 1 1  n  j 1 2 1 1 1 1 1  l o m  1 3.11 1 0 1 1 1100103 1 l o o i 1 1 1 1 1 1  lo i  1 1 1  
0 0 1 1  1 1 10 i 1 1 '01010 0 0 1 1 10 1OOC) 1001 o 11111011 OC> 10 0 1011 o 1II 3 0 0 110 0 0 11 10 0 1 i c>ooooo 111 o 11 o 11 o i ooo 11 o i c> i o
1 100010100.1 1 01010 10 1 10 1 OOOOOOOO101 1CH 1 1 10000101110 
00 '.>0 0 1 o 3 1 OO'-i 1011001 0 0 0 0 0 10 0 0 0 0 0 1011111103 01010 1011 
01000(i 3 00 111 0 0 0 0 0 1 OC) 10 1 010 0 0 0 10 0 101101000001101111 
0 1 OCi 01 0  3 010 0 1 0 0 100010 3 111011 0 0 11101001 10000100001 o 
0 0 0 10 10 3 11 tj .1 0100C)010 0 10 10 0 0 0 0 10 0 0 10 0 0 0 0 1011010 0 0 1 1 
010('01 (JOCf 10 3 0 0  3 01 1 1 1 OCiOO 3 000010 3 1 3 000001011111001 1 
1 1 1 110 3 11 1 OOOOOOOO  1 10'OOOO  10 100C> 101001 1010 0 0 10 101C» 1 
100(>01 010 0 1 3 0 1 3 10 1 OiOO 3 oO 11 1 0 1 0 0 0 0 0 1C) 1 OOOOOOOO 1 0000 
00 3 3 0  3 OO OO10 '0 1O O O 1 0 0 0 1 1 i 0001 <01 0 0 10 0 0 0 0 0 10110 0 11000

LEitSTH OF RUNS OF ONES

lensth
or RiJI'3 
1

NUMBER 
OF Rl.tNS 
93
14
7
3 H *
1 ♦.
1 »
2 
0 
0
o

'l!;F = i- ••
1̂3.

-I

• W . » ■ * ' *

1= 'T''7'r

LENGTH OF RUNS OF ZEROES 
LENGTH NUMBEROF RUN OF1 74

26T
w* 214 115 S6 5
*7
t 0e ~ T

SUM= 327

t t t t  % % t t t t t t  t  % ». ♦ » » ». ♦
f . ♦  f. y K. if. if. if.
1 1 1 1»

0.»

■y i.  ̂ J J ■i •O'JO'/.i ;l# •' 'I

. *t •-  ̂ r» V- i •  •  - . . J4 /  i , » A *  « 1

I >  /. /•.‘IK'r:> I

.r. 1;



page 436

B:PAD2.PRM 
i P¿'v'’OR'F 0

i 4>.
V .1

1:1 i 111 1111111011111111111011011111111110111001000 
1 110110111 C»011000111101 01C) 110 0 1001111110011OC) 1C) 11
1 0001 01 0 1 1 1 1 0 0 1 0 0 1 1 0' 01 1 1 1 1 1 0 0 0 0 1 0 1 1 1 0 1 1 0 1 1 1 1 1 0 0 1  <:>o 
0010 1 1 C> 1001 0 1 1 1  o 10 0 0 11010110010 0 1111 1 C> 1 o 111001010 1 
0001 11 011 <:» 101 00001 OO l l OOO111 l O l OOOOO l OOO11 l O O 1 1001 
10011 OOO 1 1 OOO 10 0 0 0 0 0 0 0 0 10 0 0 0 110 0 0 0 0 0 1 C> 10 1 1C) 110 K> 1 1 
011000C» 1 C> 1 10 1 C> 1 001 OOOOO  1 1 C>0C)0110 0 1 0 0 1 OOO  111 0010100 
10111001 10'OOO 11010000001001 OOO 100111010 0 1111 OOO  10 1 
001 OOO 1 (j 1 0 1 C< 1011 0C» 10 101110111 C)000C)0C» 1000000C» 111100 
OOO 1011 0000000C)C»í:>00 l OOOOO11OOO l OO10010100000001010 
00  i 001 OOO 1 010 0 1 OOC) 1 1 1 0(j0C> 10 10<:»00100000001110110000 
1000010011 11CXIXDOOOO1 OOO 111 OOOOO  101110 0 100C»00001110

LENGTH DF RUN5 OF ONES

LENGTH NUMBER 
OF PUN OF RUNS

1 76
2 31
3 18 * $ > t t$ t* * . t t4 f* * . t* * * * .4 6 * ♦ * if * ♦

t ■ f'I'*"'r'■̂1' • [ Í • 'IJ
1

t J

■ ^  »  T  •

■’ /'t'

VA:>;Lv ,• • I ♦ .:

.TV.'

u

length OF RUNS OF ZEROES
length
OF RUN 

1

o

NUMBER 
OF RUNS

18 t t t t t t t t t t t t t t t t t t
11
5 W t t t t  
2 t t
6

I l 9

♦ i. %

• •• r

'1H,*'- • - 1 ! .Ti - • .

• * *

• I' f ‘
.1 ■



page 439 ■ fi ‘ V %l

E:PAD3.TXT
] Tir(>OF';rO
1 n m  1 j 13111111 1 11111 1110 103  01110111111 lo i io n  loi
001 OOo i 0 1  1 1 1 13 J 0 1OC* 1 o  111 OCi 1 0010001101010 1 0 0 100010 1 
C»0 3 3 10 0  3 3 113 0 101113 3 001 103 00 3 00100 3 1010010 0 1100010 
013 0101 100100000010101100100110 0 0 0 0 0 0 0 0 11 110011101 
3 103 01 C> 3 3 01 3 C< 10 10C>011110 0 0 0 0 10 0 0 10'0100101101010 110 
0110C>010 0 0 0 0 0 01 0 1 10000000000101010011000111100101 1

• I,

ill! 0 0 0 0 1 0 1 010 0 0 0 0 010 0 1  0 0 0 1101100 111 00010 0 0 0 0 0 0 110
0000 3 0 0 0  3 000 3 0 0 0 0 0 0 100100001 <0110 100000000000010010 
3 0 103 10 1 1 0<:> 10 1 >001000C)010 0 0 0 100 111 0 0 0 0 0 10100 111 0 0 0 1
1 1 OOOOOOOOiOOOOO 1001 0001 001001001 0010 1 1000100111011 
0 0 0 0 10 0 0 0 10 0 1 10010 0 0 1 C)001 C>OC) 10 1010 0 0 110 0 0 0 0 0 0 1 1001

LENGTH OF RUNS OF ONES

LENGTH 
OF RUN OF 

1 92
’-.cp

3 13 » 1 4  ♦ » ♦ »: ♦
4 4 ♦  ♦

»

t t
B 0
9

1 i“i
0

i
11

0
0

12 0
33 Ij
n 0
15 0
16 0
17 0
18 0
19 0
20 0
21 0

0
X. 1.» 0
24 0
25 1 t

SUM= 260 »
1

f •'

I r ,(. • I ' ■ . •
..

■i.

J. ;;;

• • • • . •'* •M.• .I

OENGTH OF RUNS OF ZEROES

length
OF Rukj 

1 RUNE
*»*♦.*♦♦» **»»♦.*»»** **«r.*»*»#*|: »*»»**»* ***|t*<C***»*****»****»» 

t t * .

(■ ■ *1

i :
'.i ■■oU-i

*** 0 y . 1
-- f.



page 440

P:FAD3.PRh
1B600RF0
1 n 1 1 1 1 1 1 1 0 1 1 1C) 1 31 1 1 0 1 1 1 1 1 1 1 1 1 1 1 1 0 1 1 1 1 1 1  o 11 C)OC>oo i 
11110110111111110101110011110010110010110111000101 
000110 0 1000010 3 0013 100000010111101010011 1000 3 00 3 11 
111110 0 0 010 1 0 0 11101OC) 11 C> 1 101 10101OC) 111010 0 10010000 
000001100013 01000100000000000010000 111 000001100000 
001011000 3 01 C> 10000 111 0 0 0 0 0 1 100C)0100111100010100100
10000 ] 3 01 1000 111 0001 10011 3 0001 10001001101010000100 
11100101100010 10 0 0 11011OOOOO11101 C>00010000000001C) 1 
3 0013 0111000000101010010000000100111 00011011110000 
000011001001 11001011101001101100011OOO10 0 0 0 0 0 0 0 0 10
010 0 0 1 C>01000(. )01000000001 0100 111 0000000100010110000 
010111 OOO 10 0 0 0 100111101 OOCiOO 101110010 0 0 0 0 0 110 0 0 0 0 0

LENGTH OF RUNS OF ONES

LENGTH 
OF FUN 

1

NUMBER 
OF RUNS 
67

20 f $ t % 1 % t t t t t t
Z
2 %t 
1 *
Cf
2
1 t
0
0
1 ♦

260

• ..¡I t-1 :
*> Sf ui
I '* I • *! • •• IJi:>

^  U  / ■•’ IV,*.3-

•F.l ,
t i *

LENGTH OF RUNS OF ZEROES

• • r %,• • •*’ •#!
.. ' .
• t, . ' •:v-.

length
OF RUN 

1

NUMBER 
OF RUNS

19
9
7

A *)|e4c«

4 -NV'.fVT T.'i* •'

.V L

.'7 A . • • j

•  I .*.*,• • , .
. r - i1« : /.'Li '•

/. V• * > . '  • i ■ '



page 441

B:PAD4.TXT
1B600RFO

i

n 1 J n ] 1 1 1 1 1 0 0 1 1 0 1 1 1 1 1 1 1 1 0 1 0 0 1 1 1 1 1 looi1 1 loi1 1 1 1 1 1 1
1001111001101001 111 1101010101110110100111101101101n C> 1 1 OC» 1 0 1 0 0 1 1 1 1 0 1 0 0 1 o i oo 1 1 1  o i o 1 1 1 1  oo i oooo i oo i ooc>o
(Till 00111100000101 C»011 <01 10C> 1000010000000001 (0110111
1 Cl 111 0001 01011 001 0010011110001101110010001 1110010101101 1 Ch:>0 1C) 10000001 l oo l oooo 111CH 1001010001 C> 1001000 
0 1 1 0 0 0 1  oooo 1 1  'TOO 1 1 1 0 1 1 1  OO'01 1 0 0 0 0 0 0 0 0 1 1 1 1 1 0 1 0 0 1 0 1 0 0  
1 (TO 1001 0 1001001 0 1  (»01 OCi 1 oooo 1 0 1 0 1 1  oooo 1 0 1 1 1 0 1 0 0 0 1 0 0  
0 0 0 0 0 1 0  3 0 1 (X)OCiO 10000001 1 1 0 100000001 1 (011 1 1 0 1 1 1 0 0 0 1  o 
0 0 0 0 0 0 0 0 1 oooo 1 oooo 1C) 1 (T1 1 1 0 0 0 0 0 1 1 0 0 1 0 0 1 0 0 0 0 0 1 C> 1 0 0 1 o00 3 OO'TOO'O'TC» 1 (T 3 O 3 01 01001 1 (TO 1 (T(T(TO(T 10000000001 C> 101OOO 
3 01 0 3 00100101 (T 3 010001 1001010100 3 OOO 1010010100110) 10
LENGTH OF RUNG OF ONES

LENGTH NUNECR 
OF RON OF RUNS
1 962 24
3 13  *  » * )» . *  ♦ *  ♦ 4- 4 4 4 44 1 Cl * ♦♦**♦♦**. *
5 1 ♦
6 2 ♦»

i I V:
Ipctf.-T-T. n. <• ' • .1

I.

' . II - i v  •!• I
T-..-? -1 : T

length of runs of zeroes

length or RUN 
1

SUN= 331

NUMBER 
OF RUNS 
68 
43
14 444 44 4.4 4 4 44 4 4 4 
9 444444444 
6 444444 2 4 4 
2 4 42 443 4 44

» • t. • • * ■

j Fa' -A
‘ j* ■' If

•j ■
'■ 'V  I 4

•• J. j ♦ • .I

' 1« • * 1 IT.ljf .r, 1 ■'< ; * ‘ '• > ■

* .

' !-'i

•: -- t , . ' '1



page 442

I:;PAD^1.PRh 
1B600RF ■:)

1 in j noi 1111111111111101111 loi 1111111111110101 loo 
1111 in 111 i.iooo 1 (.) 11111001 ooc)01011110111110111011 oo i
C-1 111001100110110110111011001110110100010011110011n n  1 u  n o i l  u'jo i o o  i o  i o i o i o o o  11 oo i o i oc> 111 c> 11 oo 11 c)oo
OOJ 100000101 11J 011011001100111000100010100000001lo  
OOOOO101100011101101O10010011000011101O110001o 1o 1O 
101 nu 1 O'JO 111 O 1010000100100000010010110 110 1110 110 11 
oo 1 1 01  C»C) 100C>0(J0001 1000000110 10 100010001111110001 oo 
oooooo10 0 0 0 0 0 0 0 0 10000110000100010011ooo1OOOOOO10 0 0  
O lull 010100<.>01OU10 0 1 OCiOOO 11010 0 10010 1011 ooo 11 OOOOO 
UUO1 ooo10 0 0 1ooo101100001ooo1OOOOOOOOO1o 1ooo100 i o 1o 
n u n  oououooo i ooo i ooo i oo i o i o 11 ooooo i oooooooooo i ooo

LENGTH OF RUNS OF ONES

LENGTH NUNECR 
OF RUN OF RUNS

1
2 39
3 10 » ♦ t ♦ t». * *
4 5 ♦
? 3

1 *
y 1 ♦.

****.*.*.*.$*$$ * t ♦». ♦. ttt*

• i ' . i  •• • I

•>
•n •+{' J
- ...'I

. - . -j . I . •

•'•I ‘̂*41

•  •  . 'v  ^ •. *

-* • •' •* *•* •

i69

length of RUNS OF ZEROES
length number

RUN OF RUNS
1 oo !!****♦"'♦***♦♦******»»*»**»*****»**♦.»»»**

^8 ******ttt*ttttiHt$*t*tttttt**
2 9 **.*t*$t$t

•is•.’i t. . ' ' l: ■ ‘

"1. J'.*- • • ♦ .• r. •V -i  (I

■I. . i' ■ ' “
•V..

Vi’* /'Li'.

iv * A; '



page 443

B:POOH.TXT
1 B60C»RF0

11111111001103 3 001000001OOOOOOOOOO1110001011111111 
11110010111000110010011011 C»001111100000100101 C)0001 
00100000 3 000001 10 3 0110111000C> 1 11 00000111011100001 1 
3 OC»C) 3 1C) 10100001 C> 11000101001 100001101100C»001C» 110010 
0C»001 100001000000 3 00001101 0 0 0 1 1 0 0 0 0 0 1 0 100101001 1 <:» 1 
010000010C»0100 3 000000010100 3 01 C> 110110010000001C) 100 
01 OOOOOOO'j 113 OOO1 1100000001 0001 1 Cl 100000010011001 1 c> 
000110 3 C»OC> 1 OOOC»Ci 111C) 1101 C»OC» 1011101111 C»0001OC» 1C) 11 C> 1 
001000113 00100 3 010010000000010011000100000100001oo 
0000100000000  3 OOOOOOO11 C»C> 1 C»C>011010100 111 0000000010 
0 3 OOOOOi.»OOOCiOOOO 1 0001 0001 00010110001OOOOC» 100111101
011010
LENGTH OF RUNS OF ONES

LENGTH NUMBER 
OF PUN OF RUNS

1 83
2  3 0  * * » J r . » * * * * » » . * » ; * * * * * ) » ; * » » * i * : » . * * * ) ^ . *
3 1 3

01000
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l e n g t h  OF RUNS OF ZEROES

l e n g t h  NUMBER 
HF RUN OF RUNS

1 44

^ 11
5 12
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11110011OOC» 1 11 001110010111001101110000111100000010 
1OOCIOC» 1 00 J 100100001 010001 010010001 1001000101001010 
000 ] 1000010 100010111100010010101100110010110010001 
OOO11OO1 ij 11 O'JO 1 OU'j 11 011 100010110000000111101100000 
01 C»00010001 C»001000100010011100111100C> 1100100001010 
11 Ô jOO 1 UUOiJO 1 1 O'J 1000001 OlO 10110 11 C) 10000100101111000 
11011 C*C> 10 10000110000011 C>010C>0010100000000000010110 
01100010000001000001OOOOOOO10010010000000100010011 
OOOOCXKiOOOO 1000100100000000000000010001 OOOOOOO 1110 

? '̂“-'OOOOC» 101 00000000001OOOOO l OOOOOOOOO1 OO 10000 
i OOO 1 OO 1 <.> 10110000001 OOOOOOO 10100000000100001000000
LENGTH OF RUNS OF ONES
LENGTH NUMBER 
OF RUI'j OF RLJNS 

1 82
2 26
3 7

'u'f./.-*

.  ■

L'VF..
.15, u •»•J4 r, t»f . • ▼ I

12

O 1 c:X. 1 v.l

length OF RUNS OF ZEROES
length n u m b e r
L*F RUN OF RUNS
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B: ALICEL.TXT
1 hbO'jRFO
11 n  13 ni 103 1011 1001 looiloooiloi 11111111loiiloi in  
110 110 0 11 n  111011000001 o 11 o i ooc>C) 1111 o i ooo 11 o 111 ooo 
0001 1 01 1 .1 ChI) 1 OCi 111011001110011011111 0 0 0 0 0 0 1 11001 ooo
'■) 10 10 0 110'j 10 1C) 1 1OC) 10010 0 10 0 0 0 0 0 0 0 0 1C» 1 10 0 0 0  111 0 0 0 0 1 
0001 1000C>000(>001 10000000100001  1101010111111001  1000
0 11 <!' 10100001 00000000000000000001 ooo 1 o o o  1 10011 C> 10 0 1 
0 3 01 1 1 oo : i 3 101 0010000001 OO'JOOOO 11001101001 ooo 1 ooo 10
000 1010010100001 001OOOOO1 1000000000001 C> 1 0000000000
001 3 0 3 1 Oo 10 3 01 0 1 00o00000<i0000011 OOOOO 11 OOO 10010101 
001 OoOO 1 101000000011 <0101 1 1001 1 OOOOOO'OOOOCi 1100<:> 1 100 
OOoOOOOO'J 11 OOOO'OOO 1 3 00100000000010100000010 1C) 1 Ci 100
ooo  100 3 o o o o o 'o  1 Cf j 100 3 00100100001101 o o o  1 1001 oooooooo 
length Dr- RUNS OF Dl'lEB
LENGTH NUMBER
OF RLIi - OF RUN
1 6"̂*T”7
**!* 11

3 ♦cr 1
t o
•? 1
s 0
9 0
10

222

length of runs of zeroes

\ 4./-

•r .rj'' ■
iTT.-F'' ■ 1 -r ‘
•' ‘.O• 4 •

»!• *•

LENGTH 
OF RUN 

1

NUMBER 
OF RUNS 
40

11 ♦ » *
11
4
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1111111111111111101 i n  1100101110000010110100011111
II o o 'o  1100 u n i o n  c»o n  o  i o o  i o ' o o o  n i n n o i C ) i n n  o o  i o  i
10 :> 1111011110101 ooooo'ooo i o i ooo  n  n  o 11 o  i o i 'OO i o o o o o o  
10 0 1 C)0 n  110110 0 0 0 0 0 0  n o n  o 11 oo 11 ooo  1111 oo  i oooc> 11 oo  
0 0 10 0 0 0 10 0 0 0 0 10 n  1 o o o  i o o o o  i o n  i o o o  n  n  i o i o i oo i oo i o 
001 o  1 <:> n  0 0 0 0  i n n  o o o o o o  n  o i oooo  i o i oooo  i ooooo  i o o o o o
0 0 0  1 o o o o  1 <:>o 1 1 0 0 1 1  o  i  o c > o o  i  o o  i  c> i  o o o  i o n  o o  i  o c > o o o o  i  o o o o  
o o o o o o 1 0 i n  o o o l O l o o l OOOOOOOOOOOOOOOOOOO1 1 1 0 0 1 0 0 1 0 0
11 o o o o  1 OOO 1 0 1 o o o  1 n  1 0()000000001 0C»001 oooooo 1 1 1  ooooo
01 110C>01 010'0'0C>'0'00C> 1 1 <1)001000000001 1 ooo 10 1 oooo 11010 
OOOOOoO10 100101 1 000000000000001oooooo1000000000000 
001 01 OOOOOOOOOOtOOOO 10 1 OCjOOOOO 1 1 001 ooo 1011 ooo 100100

•.1i

Vv .:-V

• O-

LEl'JGnH OF F>ONS OF ONES
LENGTH 
OF F;UI'̂  

1

NUNBER 
OF RUNS

PfOLv-i
t % 1111 

♦

I • V

LENGTH OF RUNS OF ZEROES
length
OF RUN 

1

NUMBER 
OF RUNS 
42
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n u l l  1011111110110011111101011111001 lo io io i 111 loo 1111111 <:>o 111001011 o 111 oooc) 111 c> i c> 111 oo i oo 11 c>o 11 o i c> i
Cl 1 001 '001010111 0001 C>010001 1 100 000 1110 101 OOOC) 1 OOOOO1 
C) 11001OOOOOOOO100001011100010000000010111 OOOOO 101C) 
<01 OOOOO 100111100 111 OOC) 111100001101 010111CH 100 111 00 
0010001OC) 10101010C)0C)001001101111001100011001110101 
i 10 i i 00 3 00 3 001001 OOOOOO1 1 OOOOO 1 1 OOOOO 100001101 OOOC)
0 0 0 0 0 01100000001 C)C)OC)C) 1 1C) 1 O O O O O O  1 o o o o o o o o o o o o o o o o o o  
0 0 0 0 0 0 03 o o o o o o o o o o o o o o o o o o 111010001001o o o o o o o o o o o o
0000000000001011001C) 1 OC) 11 O O O O O  1111011001 O O O O O O  1010 
3 C)'j 3 00001OOOC) 1 0 3 0001000001 1010000100010101OOO10111
0003 0

LENGTH OF RUNS OF ONES
LENGTH 
OF RIJN 

1

NUMBER 
OF RUNS

BUM=

16 HjfHitt 111
A jM- ¡i' *
2 tt 
1 t
3  111
‘ L

LENGTH OF RUNS OF ZEROES
LENGTH 
OF RUN 

1

NUMBER 
OF RUNS 
53
3C) tttttttttttttttttttttttttttttt
12 f t))'. I): )̂. )|i. t )fi.
11 ttttttttttt 
10 tttttttttt 
4 ♦♦♦.*

1 ..

’i o ' ■*'!

1»
«'

■ • '•Oi
f - * '.l.̂ «>
-V- .■•*1 • • 'V*'f * • j »
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• i'. ,
' .Vi 1 ■ 1
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3 3 01111111111111110001 1010101 1 1001011011 1 1 110101 10 
00111111111100100111100110111111110011011001001110 
113 03 0001101101101 001 C>0101010'j 10000100 111 001101110
0010001100000000111 C>01101OC» 10010010 1000001000010 1 o
000000 3 O 3 '0000100001 010000000101 O'vOOOOOO 100 111 C»01010 
10010100000010010000000100000000011111101000000001 
10000110C> 100001001000 3 1010000011 CiOOOO 10000001010001 3 10 101 00':»0 111 0 0 10 160001OO10 0 10 10 301111  o 10 0 0 0 0 1000
00 3 0 0 3 00100000010000000000100011000000010000010001  
00000100000  3 0 0 1 3 C) 1 1010 10 0 0 0 0 0 0  3 0010000110110000011  
0 3 C>'jC/C>(.)C>CiCt0'jC»00 3 0 1 3 3 0 10 1 1001OOO 3 0001001000010 0 0 0 0 1 
OoOOOO 1 10 0 0 0 0 0 0 1 10 0 0 0 0 0 1 OOO 101011 OOQtOOOO 1OOOOO10 1 o

LENGTH OF RUNS OF ONES

NUMBER 
OF RUNS 
49

12 ♦ »*13 »»J» f
10 » * * * * * * * t *
11 * » * * * ******
5 * * * * *
8 * * * * * * * *
2 **
1 *
1 *

• I

t* > ■ ̂ ? •

LENGTH num e-jer- i‘!V’ •* 1
0^ RUIvI OF RUNS

/ 1 /•• « 1
1 8 7  * * * > » * * * * * ♦ *  *  * * * * * *  * * * * » * * * * * * * * . * * * * . * * * * * * * * * * * . *  * * * * * * *  *  * * * * * *  *  * *

2 7  * * * * * * * * * * * * * * * * * * * * * * * * * * * 1, :■]
3 1 0  * * *  *  *  * * * *  * ' •. ..

4 2  * * ! I •’ ' 1 • . * • * J• 4. (1
5 0 ... • •j|

If-P *.]
6 2  * * *• • •
7 0 *• /. ' V > *: ^ * 1
e 1 *

•' $ ■
»̂ *1* **• -

9 0
10 1 * J ' .]

* ! 4'; f
11 0

.V • * • i* * T
1 2 0 r *13 0 * ' * 'a% i
14 0 t, »• •
15 1 *

SUM= 2 2 4
*• 4 «il

LENGTH OF RUNS OF ZEROES :*i|1 . «•' 4 U
t*-- J. 4 » •.... .
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NUMBER OF RUNS BEFORE AND AFTER PERMUTATION:

CHILDREN’S TEXT STRINGSi 
natural te;;t

<244)
(227)

C85 242
C95 266
C130 224
Cl 40 208
Cl 41 266
Mean 241.2

NEWSPAPERS:
natura)

HERALD 294
GUARDIAN 2P1
MAIL 301
DRECGRDl 302
DRECÜRD2 308
Me a n 2P9

(numbers in <> are adjusted -for length)
pet^mutated te>;t

222 (242)
244 (266)
226 (247)
205 (224)
236 (257)

226.6 (247.2)

pet“o>utated text
290
308

278.8

BOOKS WRITTEN FOR CHILDREN:

15.4 (17)

text — perm

Î0.4

; T-.
i'*i l|./

'i. •• I' '.•*
.•I

■riri-

ilK-;''!,

t ♦

.. .- I- .■*
natural text permutated text text — perm

; ' . r •*:
PAD 1 292 277 15 / A . V .PAD2 296 276 20

. «'*FAD3 287 258 29
PAD 4 274 298 -24
POOH 262 10 *• **»* ■ » ̂ 1 • K •••. ̂.  ^  É 1 ÉALICEB 252 -10
ALICEL 244 236 8
SEAGULL 300 278
Mean 275.9 267. 1 8.8

i'.- » t •
SCIENTISTS: /V.

• V Î j; t•V . 'natural text permutated text text - perm ...

RUSSI 293 256 37
# •» * •'

RUSS2
RUBS3

305
267

272
261

33
6

*V' -'I;»4 'Jl'
RUSS4 326 283 43 .•"rt-.'i ''RUSS5 284 284 0 • i'. ,   ̂•
BRUNER 289 266 23 . • * • 1 \•M ' j è •LABOV 316 282 34 ...............................................................FRANKENA 261 250 11
CHOMSKY 278 250 28
Mean 291.0 267. 1 23.9 * ■  .  'ii

-.m

•♦1
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114C, 265B364RF1OBSOF1 POWER DENSITY IN FREQUENCY POINTS: * "
•1 -’i

FREQ: POWERS FREQs POWER: FREQs POWER: FREQ: POWER: FREQ: POWER: ■ •- . .■ (
* 10.000 3.8 1 ' • ̂ :• =} 'll

0.016 6.4 0.031 0.4 0.047 9.6 0.063 4.0 0.078 34.5 1
0.094 25.0 0. 109 35.6 0. 125 25.9 0. 141 0.9 0. 156 21.9 • '0.172 19.0 0. 188 3.2 0.203 11.3 0.219 6.5 0.234 1.4 i- .1,' ; ‘ f
0.250 19.9 0.266 18.2 0.281 5.9 0.297 30.3 0.313 13.0 . .-1!-
0.32S 6.8 0. 344 22.4 0.359 11.6 0.375 19.4 0.391 2.5
0.406 7.2 0.422 3. 1 0.438 33.8 0.453 14.2 0.469 1.6 I . *

0.484 20.4 0.500 26.8 * • » ■ I 1 ■
MEAN POWER DENSITY: 14. 14 ' < ••' j • .ii'?
DEGREES OF FREEDOM « 3 ■ « 1 • ••1‘T*4\
CHI SQUARE = 269.20 t-\ '" • JST.DEVIATION = 10.91 ► ' * i' ’ ilMPD UPPER 0.95 CONF LIMIT * 18.61 . > ' «< *. (I
MPD LOWER 0.95 CONF LIMIT « 9.67 * ' ' J ; J ■ * J'*i ,‘1

. i-

114C:, 265B364RF72S0F1 POWER DENSITY IN FREQUENCY POINTS:
w t w : r/* '

FREQs POWER: FREQs POWER: FREQ: POWER: FREQ: POWER: FREQ: POWER:
#. V;;
V’V *

T* ' '*
0.000 1.5 t. • **>:/ f0.016 10.0 0.031 8.4 0.047 7.4 0.063 2.3 0.078 17.3 ' f ' •’10.094 26.5 0. 109 12.0 0. 125 12.5 0. 141 1.7 0. 156 12.9 5tv''-0.172 14.4 0. 188 10.9 0.203 7.8 0.219 2.4 0.234 2.6 *' ♦ K •*• f • • i.
0.250 20.4 0.266 18. 1 0.281 6.9 0.297 20. 1 0.313 10.4 * '• r♦ * ' 10.328 12.8 0.344 23.2 0.359 16.0 0.375 6.9 0.391 2.5 4 •*** ’
0.406 3.3 0.422 1.6 0.438 23. 1 0.453 10.7 0.469 3.3
0.484 21.4 0.500 9.2

L.' ' •
• ••*

mean power DENSITY: 10.93 • * »'.*i'l1:1 J' * l> :
degrees of freedom * 3 •i.v. * i
CHI SQUARE * 155.54 • '1■ » ■
ST. DEVIATION * 7.29 * 1 1 . V 'MPD upper 0.95 CONF LIMIT * 13.91 ■ i■ 1 ' J* 1 L 0kmMPD LOWER 0.95 CONF LIMIT « 7.94 ,1■ • ' "1

•V*’
*V» J• 4 . 1
'1
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114C,265B364RF144S0F1 POWER DENSITY IN FREQUENCY POINTS: i'*»* :•

FREQ;
0.000 5.4
0.016 6.1 
0.094 15.3 
0.172 11.7 
0.250 23.8 
0.328 10.7 
0.406 18.9 
0.484 39.8

FREQ: POWER:
0.031 6.2
0.109 39.5 
0.188 7-3
0.266 23.2 
0.344 17.0 
0.422 0.2
0.500 82.3

MEAN POWER DENSITY: 19.10 
DEGREES OF FREEDOM » 3
CHISQUARE * 520.69
ST.DEVIATION « 17.63
MPD UPPER 0.95 CONF LIMIT 
MPD LOWER 0.95 CONF LIMIT

FREQ: POWER:
0.047 0.1
O.125 23.1 
0.203 16.6 
0.281 12.3 
0.359 17.7 
0.438 22.9

26.33
11.88

FREQ: POWER:
0.063 10.3 
0.141 1.7
0.219 0.8
0.297 46.0 
0.375 22.4 
0.453 25.6

FREQ: POWER I
0.078 52.9 
0.156 30.2 
0.234 6.4
0.313 26.7 
0.391 3.9
0.469 3.4 . 'i- .■* '■

* ' * 'a

VI• r'i*

, . • • -I
. - f . .  . • *

it- '-I 
' ••• • *V • i

V • Vi i-J• I • *J- V V?

V » t ^  .  «1'1 I
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FRED: POWER: 
0.000 4.B
0.016 10.0 
0.094 23.1 
0.172 6.7
0.250 23.7 
0.328 6.4
0.406 22.9 
0.484 50.8
MEAN POWER DENSITY; 20.96 
DEGREES OF FREEDOM = 3
CHISQUARE * 413.59
ST.DEVIATION = 16.46
MPD UPPER 0.95 CONF LIMIT 
MPD LOWER 0.95 CONF LIMIT

o,o.:r
JOSOFl POWER DENSITY IN FREQUENCY POINTS: p '

FREQ: POWER: FREQ: POWER: FREQ: POWER: FREQ: POWER:
• . 1 

• ‘' i
0.031 4.2 0.047 3.4 0.063 4.5 0.078 41.40. 109 31.5 0. 125 30. 1 0. 141 10.7 O. 156 17-90. 188 5.4 0.203 19.6 0.219 5.7 0.234 7.7
0.266 37.0 0.281 12.6 0.297 69.5 0.313 44. 10.344 23. 1 0.359 25.2 0.375 34.0 0.391 2.4
0.422 
0. 500

2.5 
36. 1

0.438 32.8 0.453 32.3 0.469 9.2
1»r « ▼

27.70
14.21 1...

FREQ: POWER: 
0.000 8.0 
0.016 9.6
0.094 23.0 
0.172 21.1 
0.250 18.4 
0.328 23.0 
0.406 8.0
0.484 67.8

MEAN POWER DENSITY: 23.10 
degrees OF FREEDOM * 3
CHISQUARE * 317.36
ST.DEVIATION - 15.14
MPD UPPER 0.95 CONF LIMIT 
MPD LOWER 0.95 CONF LIMIT

29.30
16.90

• T|

16SOF1 POWER DENSITY IN FREQUENCY POINTS: :-̂Vr 1

FREQ: POWER: FREQ: POWER: FREQ: POWER: FREQ:
4

POWER: f
0.031 4.5 0.047 2.0 0.063 14.6 0.078 36.6 . . 1•i- j . a0. 109 38.5 0. 125 36.2 0. 141 8.0 O. 156 32.3 .r' ® ■ • * . Í* •*0. 188 7.9 0.203 20.3 0.219 28.9 0.234 21.2
0.266 30.3 0.281 13.4 0.297 52.8 0.313 41.5 'f ■■■ -j0.344 28.2 0.359 16.9 0.375 25. 1 0.391 16.9
0.422
0.500

0. 1 
33.6

0.438 16.3 0.453 42.9 0.469 14.4 1 " 4.. i « • • .. ‘ ’ V r,'
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CHILDRENS' TEXT STRINBSs

MPD(TEXT) MPD(PERM) DELTA MPD DEV FROM TOTAL MEAN I;9 ' 1
17.76 14.39 -3.37 -2.66 119.41 14.80 -4.61 -3.90 » 1
17.34 19.89 2.55 3.2517. 13 19. 19 2.06 2.76 •
16.91 19. 13 2.22 2.92 « J

18.44 16.38 -2.06 -1.35 ' V]
19.58 19.72 0. 14 0.84 1
18.95 19.85 0.90 1.60 »• - *1
18.60 19.15 0.55 1.25 '*• *■* 117.60 16.81 -0.79 -0.08 • • I
17.01 15.81 -1.20 -0.49 H * *
20.03 18.79 -1.24 -0.53

) MEAN (THIS 
; 1.18 GROUP); 18.23

»  ̂' 1 •V 1‘ ■♦•/JS.DEV.: 1.09
MPD(PERM) MEAN (THIS GROUP)i 
VARIANCE; 4.21 
S.DEV.I 2.05

17.83

MPD DELTA MEAN (THIS GROUP); -0.40 
VARIANCE; 5.03 
S.DEV.; 2.24

> 1

SCIENTISTS;
MPD(TEXT) MPD(PERM) DELTA MPD DEV FROM TOTAL MEAN

RUSSl
RUSS2
RUSS3
RUSS4
RUSS5
LABOV
BRUNER
FRANKENA
CHOMSKY

17.76
19.69
17.57
16.67
17.68 
15.95
18.68 
18.54 
17.35

17.06
16.59
19.57
20.80
17.05
15.54
18.54 
14.95 
18.45

MPD(TEXT) mean (THIS GROUP); 
VARIANCE; 1.23 S.DEV.I 1,11
MPD(PERM) mean (THIS GROUP); VARIANCE; 3.51 
S.DEV.; 1.87
MPP D^LTA MEAN (THIS GROUP); 
VARIANCE; 4.67 S.DEV.; 2.16

17.77

17.84

0.07
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NEWSPAPERSI

MPD(TEXT) MPD(PERM) DELTA MPD DEV FROM TOTAL MEAN
DAILY RECORDl 17.91 
DAILY REC0RD2 15.77 
DAILY MAIL 18.00 
GLASGOW HERALD 17.51 
GUARDIAN 20.28

16. 19 
17.23 
17.84 
16.11 
16.72

MPD(TEXT) MEAN (THIS GROUP)i 17.89 VARIANCES 2.59 
S.DEV.I 1.61
MPD(PERM) MEAN (THIS GROUP)i 16.82 VARIANCES 0.53 
S.DEV.s 0.73
MPD DELTA MEAN (THIS GROUP)s -1.0760 VARIANCES 3.49 
S.DEV.s 1.87

BOOKS WRITTEN FOR CHILDRENS

PADl
PAD2
PAD3
PAD4
POOH
ALICEL
ALICEB
SEAGULL

MPD(TEXT) 
18.85 
20.18 
18.80 
21.36 
19.64 
19.77 
20.07 
17.70

MPD(PERM)
16.39 
16.20 
18.92 
14.33
21.39 
19.19 
19.85 
15.64

DELTA MPD 
-2.46 
-3.98 
0.12 

-7.03 
1.75 

-0.58 
- 0.22  
-2.06

DEV FROM TOTAL MEAN 
-1.75 
-3.27 
0.83 

-6.32 
2.46 
0.13 
0.49 

-1.35
MPD(TEXT) MEAN (THIS GROUP)s 19.55 VARIANCES 1.21 
S.DEV.s 1.10
MPD(PERM) mean (THIS GROUP)s 17.74 VARIANCES 5.93 
S.DEV.8 2.43
MPD DELTA MEAN (THIS GROUP)i -1.81 VARIANCES 7.55 
S.DEV.8 2.75

■

I,I.





page 561

CHILDRENS' TEXT STRINGS:
CHI2(TEXT) CHI2(PERM? DELTA CHI2 DEV FROM TOTAL MEAN {/]

C85 406.77 254.35 “152.42 “122.87 f ■ 1
C95 338.75 348.41 9.66 39.21C96 249.39 418.39 169.00 198.55 * ■ 1ClOl 185.84 283.65 97.81 127.36C103 182.15 322.28 140.13 169.68 • I
Cl 04 220.94 288.57 67.63 97. 18Clio 251.50 389.43 137.93 167.48 •t 1
C113 261.56 207.77 “53.79 “24.24C114 315.48 461.43 145.95 175.50 - '-'IC130 217.48 305.05 87.57 117.12 *• JC140 220.79 292.89 72. 10 101.65 * •’]
C141 277.23 266.28 “10.95 18.60 '• '1
CHI2(TEXT) MEAN (THIS GROUP): 260.66 *  ̂■ 1VARIANCE: 4339.22 •  • ' ' ■ 1S.DEV.: 65.87 » I

CHI2<PERM) MEAN <THIS GROUP): 319.BB 
VARIANCE: 5306.79
S.DEV.: 72.B5
CHI2 DELTA MEAN (THIS GROUP): 59.22 
VARIANCE: 9071.61
S.DEV.: 95.25

SCIENTISTS:
CHI2<TEXT) CHI2(PERM) DELTA CHI2 DEV FROM TOTAL MEAN

RUSSl
RUSS2
RUSS3
RUSS4
RUSS5
LABOV
BRUNER
FRANKENA
CHOMSKY

2B1.44 
504.59 
4B3.71 
364.7B 
334.79 
255.74 
251.39 
460.B3 
390.43

241.B3 
3S7.B3 
435.69 
517.11 
326.23 
215.B6 
440.44 
192.99 
262.42

CHI2(TEXT) MEAN (THIS GROUP): VARIANCEI 9493.11 
S.DEV.I 97.43
CHI2(PERM) MEAN (THIS GROUP): 
VARIANCE: 13199.30S.DEV.: 114.G9
CHI2 DELTA MEAN (THIS GROUP): 
VARIANCE: 1946B.50 S.DEV.: 139.53

“39.61 
“116.76 
“4S.02 
152.33 
“B.56 

“39.BB 
1B9.05 

“267.B4 
“12B.01

369.74

335.60

“10.06 
“B7.21 
“IB.47 
IBl.BB 
20.99 

“10.33 
21B.60 

“23B.29 
“9B.46

“34.14

•* %

( .■

]
'^4
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i.’
NEWSPAPERSI

CHI2(TEXT) CHI2(PERM) DELTA CHI2 DEV FROM TOTAL MEAN
DAILY REC 1 
DAILY REC 2 
DAILY MAIL 
GLASGOW HER. 
GUARDIAN

292.12 
438.59 
281.99
166.51 
375.97

304.49
431.51 
173.16
205.13
299.07

12.37
-7.08

-108.83
38.62

-76.90
CHI2<TEXT) MEAN (THIS GROUP)i 311.04 
VARIANCEI 10643.90 
S.DEV.i 103.17
CHI2(PERM) MEAN (THIS GROUP)i 282.67 VARIANCE: 10225.80
S.DEV.I 101.12
CHI2 DELTA MEAN (THIS GROUP): -28.36 
VARIANCEI 3857.41 
S.DEV.I 62.11

41.92 
22.47 

-79.28 
6 8 . 17 

-47.35

BOOKS WRITTEN FOR CHILDRENi
CHI2(TEXT) CHI2(PERM) DELTA CHI2 DEV FROM TOTAL MEAN

PADl
PAD2
PAD3
PAD4
POOH
ALICEL
ALICEB
SEAGULL

305.26
481.09
561.45
770.08
293.20
292.91
617.11
390.24

249.08
360.13 
309.88
193.52 
482.97 
213.34 
380.36 
255.73

CHI2(TEXT) MEAN (THIS GROUP)i 
VARIANCEi 30857.10 S.DEV.I 175.66
CHI2(PERM) MEAN (THIS GROUP): VARIANCEi 9542.34 
S.DEV.I 97.68
CHI2 DELTA MEAN (THIS GROUP): VARIANCEI 47076.40 
S.DEV.i 216.97

-56.18 
-120.96 
-251.57 
-576.56 
189.77 
-79.57 

-236.75 
-134.51

463.92

305.63

-158.29

-26.63
-91.41

- 222.02
-547.60
219.32
-50.02

-207.20
-104.96

.#• .*1
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b:c85.txt 
201P328RF6B
0 0 1 0 1 1 0 0 1 1 1 1 1 0 1 0 1 O 1 0 0 1 0 0 0 0 0 1 1 0 0 1 0 1 0 0 1 0 0 0 0 1 0 1 1 0 1 1 1 0

lOOOlOl 10001000001000001 one. or,o r. 1 0 1 1 1 OU1 0(J(J010000001001 oo  1101 ' '  ‘ ^LENGTH OF RUNS OF ONES
LENGTH 
OF RLIN 

1

NUMBER 
OF RUNS 
25 *******$*.
8 * 
2 JT *T

4 05 1 »
TOTAL OF NUMBER OF RUNS= 36 
NUMBEROFRUNS»LENGTHOFRUNS=

LENGTH OF RUNS OF ZEROES
LENGTH NUMBEROF RUN OF RUNS1 142 93 5 $$*$$4 2 *$5 3 *$$6 1 *
TOTAL OF NUMBER OF RUNS« 34
NUMBEROFRUNS»LENGTHOFRUNS« 76

• t ■
: '1
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E:C95.TXT 
201B32BRF140
10101100000001100100100110 100110011000000 3 00111110 
0011111 o 11 c> 1 1 1 1 0 1  o 1 1 0 1 o<:> 1 1 c>oo 1 1 ooo i o i ooooo i oo i o i o i 
1 1 0 0 1o 1 0 0 0 1O 1 0 0 0 1 1 1 0 0 0 0 1 0 1o 1 
LENGTH OF RUNS OF ONES
LENGTH NUMBER-

RUN OF RUNS
1 20 » 11

9
3 **4 1 *5 o tt

TOTAL OF NUMBER OF RUNB= 34 
NUMBEROFRUNStLENGTHOFRUNS= 58

LENGTH OF RUNS OF ZEROES

■•‘a

LENGTH NUMBER 
OF RUN OF RUNS

1 13 t t t t t t t t t t t t *
2 10
3 5
4 1 *
5 1 t
6 1 t7 1 «

TOTAL OF NUMBER OF RUNS“ 32 
NUMBEROFRUNS*LENGTHOFRUNS= 70 y. n
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1/

B;C96.TXT 
190B317RF92
10011101110101011100111100013101111011001000110100 
1100c>000000110 1 C»001100000011 <:>001OOOO10000100C>01100 OOOO1101011011OC» 111000010011 
LENGTH OF RUNS OF ONES
LENGTH NUMBER 
OF RUN OF RUNS

1 11
2 11
3 5
4 2 »♦

TOTAL OF NUMBER OF RUNS= 29 
NUMBEROFRUNB*LENGTHOFRUNS= 56

LENGTH OF RUNS OF ZEROES ••‘a

LENGTH NUMBEROF FUN OF RUNS
1 10
2 53 54 4 tttt5 0
6 O
7 0
8 09 1 »

TOTAL OF NUMBER OF RUNS* 27
NUMBEROFRUNS*LENGTHDFRUNS* 72

 ̂ I 1
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B:CJOl.TXT 
128B255RF93
1 0 1 1 0 1 1 1 0 1 0 1 0 1 0 1 1 0 0 1 0 0 1 0 0 0 1 0 1 1 0 1 1 1 0 0 1  1 0 0 0 0 0 0 1 0 0 n o
00000011O10111011001111001110010010010000010010010 1000101001 00001 010C>01000001 1 
LENGTH OF RUNS OF ONES
LENGTH 
OF NUMBER

RUN OF RUNS
1

83 4 tttt4 1 t * i
TOTAL OF NUMBER OF RUNS= 35 
NUMBEROFRUNS)tLENGTHOFRUNS= 54

LENGTH OF RUNS OF ZEROES
LENGTH NUMBER 
OF RUN OF RUNS 

1 1 2
2 13
3 3
4 1 *
5 2 ».*
6 1 H.
7 1 «

TOTAL OF NUMBER OF RUNS* 33 
NUMBEROFRUNS*LENGTHOFRUNS= 74

I J
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B:C103.TXT 
94B221RF73

010001011110100001011010111011101lOOlOOOlOlOOOlOl1 
000101001 101000111010000000101000011 10001 OOC>OO0000 
001C) 100000001 1001100000001 1 1 
LENGTH or RUNS OF ONES
LENGTH NUMBER 
OF RUN OF RUNS

1 17 *-t*t*.*h:ttt*t**t*.t
2  7
3 5 » » ».» ♦
4 I t

TOTAL OF NUMBER OF RUNS= 30 
NUMBEROFR(JNB»LENGTHOFRUNS= 50

LENGTH OF RUNS OF ZEROES
LENGTH NUMBER
OF RUN OF RUNS

1 14 ttttttttttttttOX. 3 ttt
3 6 tttttt
A 2 tt
5 0
6 0
7 3 ttt
8 0
9 0
10 0
11 1 t

TOTAL OF NUMBER OF RUNS= 29
NUMBEROFRUNS*LENGTHOFRUNS= 78

• r.

■V.

M'-l
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1/

E:Cl 04.TXT 
87E214RFB2
1 0 1 0 0 1 0 1 1 1 1 1 0 1 0 0 1 0 0 1  0 0 0 1 0 1 0 1 0 0 10 1  C> 1 1 0 0 0  1 1 1  0 0 1 0 0 1 0 0  
0 1 1 1 0 0 1 O O O O 10 1 0 0  1 1 1  OOOOC) 1 0 1 0 0 0 1  <:> 1 1 O O O O O O 1 0 1 0 1 0 11C) 1 
1 1 0 1 1 1 OOC» 1 0 0 1 0 0 0 1 0 1 1 1 0 1 1 0 0 0 1  
LENGTH OF RUNS OF ONES
LENGTH NUMBER

RUN OF RUNS
1 26
JL. 4 ttt*
3 6 11 If tt*.
4 0
5 1

TOTAL OF NUMBER OF RUNB= : 
NUMEEROFRUNS<'LENGTHOFRUNS=

LENGTH OF RUNS OF ZEROES

OF
NGTH NUMBER
RUN OF RUNS
1 15

10TV-« 7
4 1 «
5 1 t
6 1 »

TOTAL OF NUMBER OF RUNS= 35 
NUMBEROFRUNS»LENBTHOFRUNS* 71
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3 2
4 0
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TOTAL OF NUMBER OF RUNS* 33
NUMBER0FRUNS*LENGTH0FRUNS=55 •■» . -'1

LENGTH OF RUNS OF ZEROES
LENGTH 
OF RUN 

1
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OF RUNS

*♦»******»».*

*
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3 3
4 1
5 4
6 0
7 O
B 0
^ O
10 1 «

total o f  number  of RUNS= 31 
NUMBER0FRUNS*LENGTH0FRUNS* 75
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TOTAL OF NUMBER OF RUNS= 33 
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LENGTH OF RUNS OF ZEROES
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3 2
4 4
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6 0
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TOTAL OF NUMBER OF RUNS* 32
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LENGTH OF RUNS OF ZEROES
NGTH NUMBER
RUN OF RUNS
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t; 4 tttt
4 3 »<*
5 1 »
6 1 *
7 2 ««

TOTAL OF NUMBER OF RUNS« 31 
NUMBEROFRUNS»LENGTHOFRUNS* 76

• 'V



page 573

B:C130.TXT
201B328RF60

I ■

o 1 o 1 110 1 11 1 10 1 11 i n  11001000111 oooo i ooooo i ooo n  o 11 o 
0 0 0 0 0 0 1OOC) 10 10 1 0 0 1 0 0 1 0 1 0 0 1 0 1 ooooo 1 0 0 1 0 0 0 0 0 0 1 1 0 1 1 0 0  
00011oo1000010001o 1n  ooio111
LENGTH OF RUNS OF ONES
LENGTH NUMBER
OF RUN OF RUNS
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LENGTH OF RUNS OF ZEROES
LENGTH NUMBER 
OF RUN OF RUNS 
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2 7 t***THt*
3 4
4 2
5 3 ***
6 1 *
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TOTAL OF NUMBER OF RUNS= 29 
NUMBEROFRUNS*LENGTHOFRUNS« 73
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TOTAL OF NUMBER OF RUNS= 33 
NUMBEROFRUNS»LENGTHOFRUNS= 59

LENGTH OF RUNE OF ZEROES
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5 1 »
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total of NUMBER OF RUNS== 33 
NUMBER0FRUNS*LENGTH0FRUNS= 69
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TOTAL OF NUMBER OF RUNS= 32
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2 8
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TOTAL OF NUMBER OF RUNB= 35 
NUMBEROFRUNS>rLENGTHOFRUNS= 60

LENGTH OF RUNS OF ZEROES
LENGTH NUMBER
OF RUN OF RUNS

1 21
2 7
3 4
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5 1 »
6 0
7 0
8 0
9 0
10 0
11 0
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TOTAL OF NUMBER OF RUNS« 35 
NUMBEROFRUNStLENGTHOFRUNS* 6B
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TOTAL OF NUMBER OF RUNS= 34 
NUMBEROFRUNS»LENGTHOFRUNB= 62

LENGTH OF RUNS OF ZEROES
LENGTH NUMBER 
OF RUN OF RUNS

1 IB
2 6 tttttt
3 5
4 2

TOTAL OF NUMBER OF RUNS* 33 
NUMBEROFRUNS*LENGTHOFRUNS* 66
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TOTAL OF NUMBER OF RUNS* 35 
NUMBEROFRUNS*LENGTHOFRUNS= 54

LENGTH OF RUNS OF ZEROES
LENGTH NUMBER
OF RUN OF RUNS

1 19 ttt*
UL 7
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4 1
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9 1 »

TOTAL OF NUMBER 1 RUNS* 34 
NUMBEROFRUNS*LENGTHOFRUNS* 74
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1 21
2 1C>
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TOTAL OF NUMBER OF RUNS» 37 
NUMBEROFRUNStLENGTHOFRUNS» 60
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LENGTH OF RUNS OF ZEROES
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OF RUN OF RUNS
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3 5 *****
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NUMBEROFRUNS»LENGTHOFRUNS= 65
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RUN OF RUNS
1 OO
2 8 «*««««««
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TOTAL OF NUMBER OF RUNS« 36 
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RUN OF RUNS
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3 6
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TOTAL OF NUMBER OF RUNS= 33 
NUMBEROFRUNS»LENGTHOFRUNS= 57

LENGTH OF RUNS OF ZEROES
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RUN OF RUNS
1 11
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3 4
4
5 4

TOTAL OF NUMBER OF RUNS= 31 
NUMBEROFRUNS»LENGTHOFRUNS* 71
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LENGTH OF RUNS OF ZEROES
LENGTH 
OF RUN 

1 
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3
4
5

TOTAL OF NUMBER OF RUNS» 34 
NUMBEROFRUNS*LENGTHOFRUNS« 65
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■ RUN OF RUNS
3 19
OJL, e

1
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TOTAL OF NUMBER OF RUNS=̂  33 
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LENGTH OF RUNS OF ZEROES

OF
:ngth NUMBER
■ RUN OF RUNS
3 15

11
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TOTAL OF NUMBER OF RUNS= 33 
NUMBEROFRUNS*LENGTHOFRUNS= 67
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2 14
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TOTAL OF NUMBER OF RUNB= 37 
NUMBEROFRUNB»LENGTHOFRUMB= 56
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RUN OF RUNS
1 14
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1 13
2 8
3 5
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TOTAL OF NUMBER OF RUNS= 29 
NUMBEROFRUNS*LENGTHOFRLINS= 56

LENGTH OF RUNS OF ZEROES
LENGTH 
OF

NUMBER
RUN OF RUNS
1 9
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6 1 t
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TOTAL OF NUMBER OF RUNS= 29 
NUMBEROFRUNS*LENGTHOFRUNS= 72

-I

1! > Ij







page 593

B:PhD^.TXT
273B400RF157
1000011103 1OC) 1010 3 0 10 1001010113 0001 0000110C)0111011 
1OOC) 110000013 01111101001010 01001001010 0100101011C) 1 
10000 3 01011 OCiOO 1011101 000100 
LENGTH OF RUNS OF ONES
LENGTH NUMBER 
OF RUN OF RUNS

1 24
2 7

3 5 ♦ ♦ * ♦ »
4 O
5 1 t

TOTAL OF NUMBER OF RUNS= 37 
NUMBEROFRUNS*LENGTHOFRUNS= 58

LENGTH OF RUNS OF ZEROES

OF
NOTH NUMBER
RUN OF RUNS
1 18
2 9
3 4 tttt
4 3 ***
5 2

TOTAL OF NUMBER OF RUNS= 36 
NUMBEROFRUNS)»:LENGTHOFRUNS= 70
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LENGTH OF RUNS OF ONES
LENGTH NUMBER
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5 0
6 0
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TOTAL OF NUMBER OF RUNS» 31
NUNECROFRUNE*LENGTHOFRUNS= 58

LENGTH OF RUNS OF ZEROES
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1
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NUMBER 
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12 
7 
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3

NUMBER OF RUNS» 29
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■ RUN OF RUNS
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TOTAL OF NUMBER OF RUNS= 38 
NUMBER0FRUNB*LENGTHD-RUNS= 63

LENGTH OF RUNS OF ZEROES
NUMBER 
OF PUNS

1 19 *t**t*ttt*t*tt*.ttWt
2 11
3 8

total of NUMBER OF RUNS= 38 
NUMBEROFRUNS*LENGTHOFRUNS« 65
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LENGTH OF RUNS OF ONES
LENGTH NUMBER
■ RUN OF RUNS
1 19
2 5
3 4
A 1 t
5 0
6 0
7 1 %

TOTAL OF NUMBER OF RUNS= 30 
NUMBEROFRUNS»LENGTHOFRUNS= 52

LENGTH OF RUNS OF ZEROES
LENGTH NUMBER

RUN OF RUNS
1 9
2 8 %%%%%%%%
3 4 tt-tt
4 3 ttt
5 3 ttt
6 2 tt

TOTAL OF NUMBER OF RUNS= 29 
NUMBEROFRUNS*LENGTHOFRUNS» 76
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TOTAL OF NUMBER OF RUNS= 32 
NUMBEROFRUNS*LENGTHOFRUNS= 59

LENGTH OF RUNS OF ZEROES
LENGTH NUMBER
OF RUN OF RUNS

1 16
2 6
3 5 »*»*«
4 3 «««
5 1 t
6 O
7 0
B 0
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TOTAL OF NUMBER OF RUNS* 32
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3 3
4 X . **
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TOTAL OF NUMBER OF RUNS= 29 
NUMBEROFRUNS*LENGTHOFRUNS= 57

LENGTH OF RUNS OF ZEROES
LENGTH NUMBER
OF RUN OF RUNS

1 14
2 4
3 6
4 1 t
5 1 t
6 X ««
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e 0
9 0
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TOTAL OF NUMBER OF RUNS» 29
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OF
:ngth NUMBER
RUN OF RUNS
1 16
2 3 ttt
3 4 ttt%
4 4 tttt
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TOTAL OF NUMBER OF RUNS* 32 
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6 % t  if. K -t if .
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TOTAL OF NUMBER OF RUNS= 33 
NUMBEROFRUNS»LENGTHOFRUNS= 5B

LENGTH OF RUNS OF ZEROES
:ngth NUMBER
RUN OF RUNS
1 15
2 6
3 tt
4 3 ttt
5 3 ttt
6 1 t

TOTAL OF NUMBER OF RUNS= 32 
NUMBEROFRUNS*LENGTHOFRUNS* 70
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5

TOTAL OF NUMBER OF RUNS= 33 
NUMBEROFRUNS*LENGTHOFRUNS= 5

LENGTH OF RUNS OF ZEROES
LENGTH NUMBER
OF RUN OF RUNS

1 14
2 7
3 6
4 1 *
5 X.
6 1 *
7 0
8 0
9 1 «

TOTAL OF NUMBER OF RUNS* 32
NUMBEROFRUNSCLENGTHOFRUNS* 75
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TOTAL OF NUMBER OF RUNS
NUNBEROFRUNS*LENGTHOFRUNS= 58
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LENGTH NUMBER
OF RUN OF RUNS

1 9 t t t * * * * * *O 5
3 6
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LENGTH NUMBER 
OF RUN OF RUNS

1 19
2 5 ♦ ♦ ♦ »
3 8
4 1 t
5 1 ♦

TOTAL OF NUMBER OR RUNS= 34 
NUMBEROFRUNS*LENGTHOFRUNB= 62

LENGTH OF RUNS OF ZEROES
LENGTH NUMBER 
OF RUN OF RUNS

1 16
2 8
3 4
4 1 *
5 2 ♦♦

TOTAL OF NUMBER OF RUNE= 32 
NUMBEROFRUNS*LENGTHOFRUNS= 66
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OF RUN OF RUNS

1 24
97T 1 t

4 1 t

5 1
TOTAL OF NUMBER OF RUNB= 36 
NUMBEROFRUNB*LENGTHOFRUNS= 54

LENGTH OF RUNS OF ZEROES
ENG7 H NUMBERF RUN OF RUNS1 16OX. 10

34 OX. *#5 3 ttt6 1 *
TOTAL OF NUMBER OF RUNS» 35 
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LENGTH OF RUNS OF ONES
LENGTH NUMBEROF RUN OF RUNS1 13
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2 tt4 1 t5 1 *6 1 t7 0

B 1 tTOTAL OF NUMBER OF RUNS= 29
NUHBEROFRUNS»LENGTHOFRUNS=^ 62

LENGTH OF RUNS OF ZEROES
LENGTH NUMBEROF RUN OF RUNS1 162 3 »««3 54 1 *5 26 07 18 1 «
TOTAL OF NUMBER OF RUNS* 29
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1 20
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TOTAL OF NUMBER OF RUNS= 35 
NUMBER0FRUNS*LEN6TH0FRUNS= 58
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LENGTH NUMBER 
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1 12
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3 5 » « « » »
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5 1

TOTAL OF NUMBER OF RUNS“  
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TOTAL OF NUMBER OF RUNS= 30 
NUMBEROFRUNS»LENGTHOFRUNS= 56
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1
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TOTAL OF NUMBER OF RUNS* 30 
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A O
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TOTAL OF NUMBER OF RUNS* 34 
NUMBEROFRUNS*LENGTHOFRUNS= 65

LENGTH OF RUNS OF ZEROES
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OF RUNS
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2 10
3 1 *
4 5 *»»»*
5 1 «

TOTAL OF NUMBER OF RUNS* 32 
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LENGTH OF RUNS OF ONES
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OF RUN OF RUNS

1 15
2 9
3 2
A 1 t
5 1 »
6 1 t
7 0
B 1 «

TOTAL OF NUMBER OF RUNS= 30 
NUMBEROFRUNS*LENGTHOFRUNB= 62

LENGTH OF RUNS OF ZEROES
:ngth NUMBER
RUN OF RUNS1 11

X. 9
3 54 3 «««
5 ««

TOTAL OF NUMBER OF RUNS= 30 
NUMBEROFRUNStLENGTHOFRUNS* 66
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BrMAIL.PRM 
301B428RF250

01011100001100110100011001001110100000101101101111 
1010001001110111010000001100001O1O100011111oo1 1 ooo 0110110111010010000010001011 
LENGTH OF RUNS OF ONES
LENGTH NUMBER 
OF RUN OF RUNS

1 14
2 11
3 5
4 0
5 2 tt

TOTAL OF NUMBER OF RUNS* 32 
NUMBEROFRUNS^'LENGTHOFRUNS* 61

LENGTH OF RUNS OF ZEROES
LENGTH NUMBER
OF RUN OF RUNS

1 15
2 6 tttttt
3 A tttt
4 3
5 2 »*
6 1 «

TOTAL OF NUMBER OF RUNS* 31 
NUMBEROFRUNS*LENGTHOFRUNS= 67

r-fl

V ■ '•j 'n
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B:HERALD.PRM 
301B428RF13B
1010100011110111100101 OCiOOOOOO 111101001 GO 111011011 
111 0011 OOOuO 10111011110001101001100010100<̂ »001 C>0110 0010110000010111111001000000 
LENGTH OF RUNS OF ONES
LENGTH NUMBER 
OF RUN OF RUNS

1 15
2 6
3 2
4 4 **$*5 1 $
6 1 t

TOTAL OF NUMBER OF RUNS= 29 
NUMBEROFRUNS*LENGTHOFRUNS= 60

LENGTH OF RUNS OF ZEROES
LENGTH NUMBEROF RUN OF RUNS1 11 $$$****$$$$o 8 t * * t * $ $ $3 44 05 •r **$6 1 $7 0

e 1 $
TOTAL OF NUMBER OF RUNS* 26
NUMBEROFRUNS»LENGTHOFRUNS= 68
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B;GUARD.PRM 
203B328RF100

 ̂  ̂  ̂̂  ̂ 1 111110011010111011000001110
nn̂ - i?̂ -r J  ̂ 1 1 11OC) 1011001110011001100001010001OOo1 0(.)010010010000 111 0011110
LENGTH OF RUNS OF ONES
LENGTH 
OF RUN 

1

number
OF RUNS
22 **t$t^t***t**ttt*.*t*lt^t2 7

3 4
4 1 t
5 1 »

TOTAL OF NUMBER OF RUNS= 35 
NUMBEROFRUNS*LENGTHOFRUNS= 57

LENGTH OF RUNS OF ZEROES
LENGTH NUMBEROF RUN OF RUNS1 13 ***ttttt*t*tt10
3 7 tttttt*4 3 *»»5 1 »

total of number of RUNS« 34 
NUMBEROFRUNS*LENGTHOFRUNS* 71
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B;POOH.PRM
2 7 3 B 4 0 0 R F J 0 6
001001010011001101010111110101011100 n o n  oooo i ooc» i
10110010010101011011100100111100000100011100001OO1 101100001O100000001100100110 
LENGTH OF RUNS OF ONES
:ngth NUMBER
■ RUN OF RUNS
1 19
2 11•TTV.* 3
4 1 *
5 1

TOTAL OF NUMBER OF RUNS= 35 
NUMBEROFRUNB»LENGTHOFRUNS= 59

LENGTH OF RUNS OF ZEROES
LENGTH NUMBER
OF RUN OF RUNS

1 15o 12
• 3 o **
4 3 ttt
5 1 »
6 0
7 1 t

TOTAL OF NUMBER OF RUNS= 34 
NUMBEROFRUNS*LENGTHOFRUNS= 69
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B:AL. I CEB. PRM 
273B400RF62

001111111110110101100111010000011101001001O1OO1000 
Oo1000011100001001101100100000000010110110100 i1OO1 0000001010100011000011010000 
LENGTH OF RUNS OF ONES
LENGTH NUMBER 
OF RUN OF RUNS

1 le
2 9 f**#****#
3 Z ttt
4 O
5 O
6 O
7 O
8 0
9 1 »

TOTAL OF NUMBER OF RUNS» 31 
NUMBEROFRUNSfLENGTHOFRUNS» 54

LENGTH OF RUNS OF ZEROES
LENGTH NUMBEROF RUN OF RUNS1 12

9 **t*ttt*t3 1 »4 4 tttt5 2 ««6 1 «7 08 09 1 tTOTAL OF NUMBER OF RUNS* 30

■ i
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E :ALI CEL.PRM 
273P400RF1]O

0010011111010)000100001001100001001OOO1oo111111O11
1010110001011010011100000001111000101110000oo11010010000100010000000001

LENGTH OF RUNS OF ONES
LENGTH 
OF RUN 

1

NUMBER 
OF RUNS 
18
7 *♦***»# 
2 **
1 *
1 t 
1 »

4
5
6

TOTAL OF NUMBER OF RUNS= 30 
NUMBEROFRUNS*LENGTHOFRUNB= 53

LENGTH OF RUNS OF ZEROES
LENGTH NUMBEROF RUN OP RUNS1 9o 7 ttttttt3 6
A 3 »**5 06 1 t7 1 »8 09 1 *

TOTAL OF NUMBER OF RUNS*
NUMBEROFRUNS*LENGTHOFRUNS-
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PAD2
THE OLD 8B0XR00M WAS FINISHED AT LAST AND 8EVERYONE INCLUDING
8PADDINGTON AGREED THAT 8HE WAS A VERY LUCKY 8BEAR TO
MOVE INTO SUCH A NICE 8ROOM NOT ONLY WAS THE
8PAINTW0RK A GLEAMING WHITE SO THAT SHE COULD ALMOST SEE
HIS SPACE IN SIT BUT THE 8WALLS WERE GAILY PAPERED
AND SHE EVEN HAD NEW 8FURNITURE OF HIS OWN AS
WELL IN FOR A 8PENNY IN FOR A 8P0UND 8MR
8BR0WN HAD SAID AND SHE HAD BOUGHT 8PADDINGT0N A BRAND
NEW 8BED WITH SPECIAL SHORT 8LEGS A 8SPRING 8MATTRESS AND
A 8CUPB0ARD FOR HIS 80DDS AND SENDS 8THERE WERE SEVERAL
OTHER 8PIECES OF 8FURNITURE AND 8MRS 8BR0WN HAD BEEN EXTRAVAGANT
AND BOUGHT A THICK SPILE 8CARPET FOR THE 8FL00R 8PADDINGT0N
WAS VERY PROUD OF HIS 8CARPET AND SHE HAD CAREFULLY
SPREAD SOME OLD 8NEWSPAPERS OVER THE 8PARTS WHERE SHE WALKED
SO THAT HIS 8PAWS WOULD NOT MAKE SIT DIRTY MRS
BIRDS SCONTRIBUTION HAD BEEN SOME BRIGHT NEW 8CURTAINS FOR THE
SWINDOWS 8WHICH 8PADDINGT0N LIKED VERY MUCH IN FACT THE FIRST
SNIGHT SHE SPENT IN HIS NEW 8R00M SHE COULD NOT
MAKE UP HIS 8MIND WHETHER TO HAVE 8THEM DRAWN TOGETHER
SO THAT SHE COULD ADMIRE 8THEM OR LEFT APART SO
THAT SHE COULD SEE THE 8VIEW SHE GOT OUT OF
8BED SEVERAL STIMES AND EVENTUALLY DECIDED TO HAVE GONE DRAWN 
AND THE 80THER LEFT BACK SO THAT SHE COULD HAVE 
THE 8BEST OF BOTH 8W0RLDS THEN SSOMETHING STRANGE CAUGHT HIS 
BEYE 8PADDINGT0N MADE A 8P0INT OF KEEPING A 8T0RCH BY 
THE 8SIDE OF HIS 8BED IN SCASE 8THERE WAS AN 
8EMERGENCY DURING THE SNIGHT AND SIT WAS WHILE SHE WAS 
FLASHING BIT ON AND OFF TO ADMIRE THE DRAWN SCURTAIN 
THAT SHE NOTICED SIT EACH 8TIME SHE FLASHED THE 8TORCH 
BTHERE WAS AN ANSWERING 8FLICKER OF BLIGHT FROM BSOMEWHERE OUTSIDE SHE SAT UP IN 8BED RUBBING HIS SEYES AND STARED 
IN THE 8DIRECTI0N OF THE 8WIND0W SHE DECIDED TO TRY 
A MORE COMPLICATED 8SIGNAL TWO SHORT SPLASHES FOLLOWED BY SEVERAL LONG BONES WHEN SHE DID SO SHE NEARLY FELL OUT 
OF 8BED WITH 8SURPRISE FOR EACH BTIHE SHE SENT A 
8SIGNAL BIT WAS REPEATED IN EXACTLY THE SAME SWAY THROUGH 
THE 8GLASS 8PADDIN6T0N JUMPED OUT OF SBED AND RUSHED TO 
THE 8WIMD0W SHE STAYED THERE FOR A LONG 8WHILE PEERING 
OUT AT THE SGARDEN BUT SHE COULD NOT SEE 8ANYTHING 

ALL HAVING MADE SURE THE 8WIND0W WAS TIGHTLY SHUT 
8HE DREW BOTH 8CURTAINS AND HURRIED BACK TO SBED PULLING 
THE 8CL0THES OVER HIS SHEAD A LITTLE FARTHER THAN USUAL 
SIT WAS ALL VERY MYSTERIOUS AND 8PADDINGTON DID NOT BELIEVE 
IN TAKING ANY 8CHANCES BIT WAS 8MR 8BR0WN AT 8BREAKFAST 
THE NEXT 8M0RNING 8WH0 GAVE SHIM HIS FIRST 8CLUE 8SOMEONE 
JWS STOLEN MY PRIZE 8MARR0W SHE ANNOUNCED CROSSLY GTHEY MUST 
HAVE GOT IN DURING THE SNIGHT FOR SOME SWEEKS PAST 
BMR 8BR0WN HAD BEEN CAREFULLY NURSING A HUGE GMARROW WHICH 
SHE INTENDED TO ENTER FOR A VEGETABLE SSHOW SHE WATERED 
SIT 8M0RNING AND SEVENING AND MEASURED SIT EVERY SNIGHT BEFORE 
GOING TO GBED SMRS 8BR0WN EXCHANGED A SGLANCE WITH GMRS 
SBIRD NEVER MIND GHENRY GDEAR 8SHE SAID GYOU HAVE GOT 
SEVERAL BOTHERS ALMOST AS GOOD SI DO MIND GRUMBLED 8MR
SBROWN AND THE BOTHERS WILL NEVER BE AS GOOD NOT 1
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W e i& H TIN BTIME FOR THE 8SH0W PERHAPS BIT WAS ONE OF
THE OTHER BCOMPETITORS 8DAD SAID 8J0NATHAN PERHAPS RTMPV nrn mot WANT BVDU TO WIN BIT WAS A JOLLY G O M B M A T O ^
AT”THE'iTwi^HT’"8?®if5ip LOOKING MORE PLEASEDHI iHt BTHOUGHT BI HAVE A GOOD 8MIND TO OFFER
A SMALL 8REWARD 8MRS BBIRD HASTILY POURED OUT SOME MORE
BTEA BOTH 8SHE AND 8MRS 8BR0WN APPEARED ANXIOUS TO CHANGE
THE 8SUBJECT BUT 8PADDINGTON PRICKED UP HIS 8EARS A^ ^HE BMENTION OF A BREWARD Bt«RS AT THE



page 664

W in G H T.IN BTIME FOR THE 8SH0W PERHAPS 81T WAS ONE OF
THE OTHER 8C0MPETIT0RS BDAD SAID 8JONATHAN PERHAPS 8THEY DID NOTWANT BYOU TO WIN 8IT WAS A JOLLY GOOD 8MARR0W
8THAT IS QUITE POSSIBLE SAID 8MR 8BR0WN LOOKING MORE PLEASEDAT THE 8TH0UGHT 81 HAVE A GOOD 8MIND TO OFFER
A SMALL 8REWARD 8MRS 8BIRD HASTILY POURED OUT SOME MORE
8TEA BOTH 8SHE AND 8MRS 8BR0WN APPEARED ANXIOUS TO CHANGE
THE 8SUBJECT BUT 8PADDINGT0N PRICKED UP HIS GEARS AT THE
smentìON OF A 8REWARD
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THEIR 8ACTI0NS IN INNUMERABLE
IMPORTANT 8RESPECTS HAVE DEPENDED UPON THEIR
8THE0RIES AS TO THE 8W0RLD AND HUMAN 8LIFE AS TO
8NHAT IS GOOD AND 8WHAT IS EVIL 8THIS IS AS
TRUE IN THE PRESENT 8DAY AS AT ANY FORMER 8TIME
TO UNDERSTAND AN SAGE OR A 8NATI0N 8WE MUST UNDERSTAND
ITS 8PHIL0S0PHY AND TO UNDERSTAND ITS 8PHIL0S0PHY BWE MUST 80URSELVES
BE IN SOME DEGREE 8PHIL0S0PHERS 8THERE IS HERE A RECIPROCAL
8CAUSATI0N THE 8CIRCUMSTANCES OF MENS 8LIVES DO MUCH TO DETERMINE
THEIR 8PHIL0S0PHY BUT CONVERSELY
THEIR 8PHILOSOPHY DOES MUCH TO DETERMINE
THEIR SCIRCUMSTANCES THIS 8INTERACTION
THROUGHOUT THE 8CENTURIES WILL BE THE
STOPIC OF THE FOLLOWING 8PAGES GTHERE IS ALSO HOWEVER A
MORE PERSONAL 8ANSWER 8SCIENCE TELLS US 8WHAT 8WE CAN KNOW
BUT 8WHAT 8WE CAN KNOW IS LITTLE AND IF 8WE
FORGET HOW MUCH 8WE CANNOT KNOW 8WE BECOME INSENSITIVE TO
MANY 8THINGS OF GREAT 8IMPORTANCE 8THE0L0GY ON THE OTHER HAND
INDUCES A DOGMATIC 8BELIEF THAT 8WE HAVE KNOWLEDGE WHERE IN
FACT 8WE HAVE 8IGNORANCE AND BY DOING SO GENERATES A
8KIND OF IMPERTINENT 8INSOLENCE
TOWARDS THE SUNIVERSE 8UNCERTAINTY IN THE

.0
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THEIR BACTIONS IN INNUMERABLE
IMPORTANT 8RESPECTS HAVE DEPENDED UPON THEIR
6THEORIES AS TO THE 8W0RLD AND HUMAN 8LIFE AS TO
8WHAT IS GOOD AND 8WHAT IS EVIL 8THIS IS AG
TRUE IN THE PRESENT 8DAY AS AT ANY FORMER 8TIME
TO UNDERSTAND AN SAGE OR A GNATION 8WE MUST UNDERSTAND
ITS 8PHIL0S0PHY AND TO UNDERSTAND ITS 8PHIL0S0PHY BWE MUST BOURSELVES
BE IN SOME DEGREE 8PHIL0S0PHERS 8THERE IS HERE A RECIPROCAL
BCAUSATION THE 8CIRCUMSTANCES OF MENS BLIVES DO MUCH TO DETERMINE
THEIR 8PHIL0S0PHY BUT CONVERSELY
THEIR 8PHIL0S0PHY DOES MUCH TO DETERMINE
THEIR SCIRCUMSTANCES THIS 8INTERACTION
THROUGHOUT THE BCENTURIES WILL BE THE
STOPIC OF THE FOLLOWING 8PAGES 8THERE IS ALSO HOWEVER A
MORE PERSONAL 8ANSWER 8SCIENCE TELLS US BWHAT BWE CAN KNOW
BUT 8WHAT 8WE CAN KNOW IS LITTLE AND IF BWE
FORGET HOW MUCH BWE CANNOT KNOW BWE BECOME INSENSITIVE TO
MANY 8THINGS OF GREAT 8IMPORTANCE 8THE0L0GY ON THE OTHER HAND
INDUCES A DOGMATIC 8BELIEF THAT BWE HAVE KNOWLEDGE WHERE IN
FACT 8WE HAVE 8IGNORANCE AND BY DOING SO GENERATES A
8KIND OF IMPERTINENT 8INSOLENCE
TOWARDS THE BUNIVERSE BUNCERTAINTY IN THE
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b i r d  n e v e r  m i n d  h e n r y  d e a r  s h e  S S A I D  Y O U  8 H A V E  B O O T

S E V E R A L  O T H E R S  A L M O S T  A S  G O O D  1  8 D 0  8 M I N D  8 G R U M B L E D  M R

B R O W N  A N D  T H E  O T H E R S  8 W I L L  N E V E R  8 B E  A S  G O O D  N O T

’‘iyrfh-



page 670

? A Q L

I N  T I M E  F O R  T H E  S H O W  P E R H A P S  I T  8 W A S  O N E  O F

T H E  O T H E R  C O M P E T I T O R S  D A D  8 S A I D  J O N A T H A N  P E R H A P S  T H E Y  s n r n  w n r  

B W A N T  V O U  8 T O  B W I N  I T  B W A S  A  J O L L Y  G O O D  M A R R o T

T H A T  S I S  Q U I T E  P O S S I B L E  8 S A I D  M R  B R O W N  8 L 0 0 K I N G  M O R E  P L F i i Q P n  

A T  T H E  T H O U G H T  I S H A V E  A  G O O D  M I N D  8 T 0  G O F F E R  » " » - E A S E D

A  S M A L L  R E W A R D  M R S  B I R D  H A S T I L Y  8 P 0 U R E D  O U T  S O M E  M O R E  

T E A  B O T H  S H E  A N D  M R S  B R O W N  8 A P P E A R E D  A N X I O U S  8 T 0  8 C H A N G E  

T H E  S U B J E C T  B U T  P A D D I N G T O N  8 P R I C K E D  U P  H I S  E A R S  A T  T H E  

M E N T I O N  O F  A  R E W A R D

Oil





page 672

IRUS
THE CONCEPTIONS OF LIFE AND THE WORLD WHICH WE CALL
PHILOSOPHICAL ARE A PRODUCT OF TWO FACTORS ONE INHERITED RELIGIOUS
AND ETHICAL CONCEPTIONS THE OTHER THE SORT OF INVESTIGATION WHICH
MAY BE CALLED SCIENTIFIC USING THIS WORD IN ITS BROADEST
SENSE INDIVIDUAL PHILOSOPHERS HAVE DIFFERED WIDELY IN REGARD TO THE
PROPORTIONS IN WHICH THESE TWO FACTORS ENTERED INTO THEIR SYSTEMS
BUT IT IS THE PRESENCE OF BOTH IN SOME DEGREE
THAT CHARACTERIZES PHILOSOPHY PHILOSOPHY IS A WORD WHICH HAS BEEN 
USED IN MANY WAYS SOME WIDER SOME NARROWER I PROPOSE 
TO USE IT IN A VERY WIDE SENSE WHICH I
SWILL NOW 8TRY BTO 8EXPLAIN PHILOSOPHY AS I 8SHALL 8UNDERSTAND
THE WORD SIS SOMETHING INTERMEDIATE BETWEEN THEOLOGY AND SCIENCE LIKE
THEOLOGY IT 8C0NSISTS OF SPECULATIONS ON MATTERS AS TO WHICH
DEFINITE KNOWLEDGE 8HAS SO FAR 8BEEN UNASCERTAINABLE BUT LIKE SCIENCE
IT 8APPEALS TO HUMAN REASON RATHER THAN TO AUTHORITY WHETHER
THAT OF TRADITION OR THAT OF REVELATION ALL DEFINITE KNOWLEDGE
SO I 8SH0ULD 8C0NTEND 8BEL0NGS TO SCIENCE ALL DOGMA AS
TO WHAT 8SURPASSES DEFINITE KNOWLEDGE 8BELONGS TO THEOLOGY BUT BETWEEN 
THEOLOGY AND SCIENCE THERE SIS A NO MANS LAND 8EXP0SED 
TO ATTACK FROM BOTH SIDES THIS NO MANS LAND 8IS
PHILOSOPHY ALMOST ALL THE QUESTIONS OF MOST INTEREST TO SPECULATIVE 
MINDS BARE SUCH AS SCIENCE 8CANNOT ANSWER AND THE CONFIDENT 
ANSWERS OF THEOLOGIANS NO LONGER 8SEEM SO CONVINCING AS THEY 
BDID IN FORMER CENTURIES BIS THE WORLD 8DIVIDED INTO MIND 
AND MATTER AND IF SO WHAT BIS MIND AND WHAT 
BIS MATTER BIS MIND SUBJECT TO MATTER OR BIS IT
8P0SSESSED OF INDEPENDENT POWERS 8HAS THE UNIVERSE ANY UNITY OR
PURPOSE BIS IT EVOLVING TOWARDS SOME GOAL BARE THERE REALLY
LAWS OF NATURE OR 8D0 WE 8BELIEVE IN THEM ONLY
BECAUSE OF OUR INNATE LOVE OF ORDER BIS MAN WHAT
HE BSEEMS TO THE ASTRONOMER A TINY LUMP OF IMPURE
CARBON AND WATER IMPOTENTLY SCRAWLING ON A SMALL AND UNIMPORTANT
PLANET OR BIS HE WHAT HE 8APPEARS TO HAMLET BIS
HE PERHAPS BOTH AT ONCE BIS THERE A WAY OF
LIVING THAT BIS NOBLE AND ANOTHER THAT BIS BASE OR
BARE ALL WAYS OF LIVING MERELY FUTILE IF THERE BIS
A WAY OF LIVING THAT BIS NOBLE IN WHAT SDOES
IT BCONSIST AND HOW SSHALL WE SACHIEVE IT BMUST THE
GOOD SBE ETERNAL IN ORDER STO 8DESERVE BTO BBE BVALUED
OR BIS IT WORTH 8SEEKING EVEN IF THE UNIVERSE BIS
INEXORABLY SMOVING TOWARDS DEATH BIS THERE SUCH A THING AS
WISDOM OR BIS WHAT SSEEMS SUCH MERELY THE ULTIMATE REFINEMENT
OF FOLLY TO SUCH QUESTIONS NO ANSWER BCAN BBE BFOUND
IN THE LABORATORY THEOLOGIES BHAVE BPROFESSED BTO BGIVE ANSWERS ALL
TOO DEFINITE BUT THEIR VERY DEFINITENESS BCAUSES MODERN MINDS BTO
8VIEW THEM WITH SUSPICION THE STUDYING OF THESE QUESTIONS IF
NOT THE ANSWERING OF THEM SIS THE BUSINESS OF PHILOSOPHY
WHY THEN YOU BMAY BASK WASTE TIME ON SUCH INSOLUBLE
PROBLEMS TO THIS ONE BMAY BANSWER AS A HISTORIAN OR
AS AN INDIVIDUAL BFACING THE TERROR OF COSMIC LONELINESS THE
ANSWER OF THE HISTORIAN IN SO FAR AS I BAM
8CAPABLE OF SGIVING IT BWILL BAPPEAR IN THE COURSE OF
THIS WORK EVER SINCE MEN SBECAME CAPABLE OF FREE SPECULATION
THEIR ACTIONS IN INNUMERABLE IMPORTANT
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RESPECTS SHAVE 8DEPENDED UPON THEIR
THEORIES AS TO THE WORLD AND HUMAN LIFE AS TO
WHAT BIS GOOD AND WHAT SIS EVIL THIS BIS AS
TRUE IN THE PRESENT DAY AS AT ANY FORMER TIME
8T0 8UNDERSTAND AN AGE OR A NATION WE BMUST 8UNDERSTAND
ITS PHILOSOPHY AND 8T0 6UNDERSTAND ITS PHILOSOPHY WE 8MUST OURSELVES
8BE IN SOME DEGREE PHILOSOPHERS THERE 81S HERE A RECIPROCAL
CAUSATION THE CIRCUMSTANCES OF MENS LIVES 8D0 MUCH 8T0 8DETERMINETHEIR PHILOSOPHY BUT CONVERSELY THEIR
PHILOSOPHY 8D0ES MUCH 8T0 8DETERMINE
THEIR CIRCUMSTANCES THIS INTERACTION
THROUGHOUT THE CENTURIES SWILL BE THE
TOPIC OF THE FOLLOWING PAGES THERE SIS ALSO HOWEVER A 
MORE PERSONAL ANSWER SCIENCE 8TELLS US WHAT WE SCAN 8KNOW 
BUT WHAT WE SCAN BKNOW SIS LITTLE AND IF WE
8F0RGET HOW MUCH WE 8CANN0T 8KN0W WE 8BEC0ME INSENSITIVE TO 
MANY THINGS OF GREAT IMPORTANCE THEOLOGY ON THE OTHER HAND 
8INDUCES A DOGMATIC BELIEF THAT WE SHAVE KNOWLEDGE WHERE IN 
FACT WE SHAVE IGNORANCE AND BY 8D0ING SO 8GENERATES A
KIND OF IMPERTINENT INSOLENCE TOWARDS THE UNIVERSE UNCERTAINTY IN THE
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8THE BOLD BBOXROOM WAS FINISHED AT LAST AND 8EVERY0NE BINCi liniMnBPADDINGTON AGREED THAT 8HE MAS A VERY LUCKY TOMOVE INTO SUCH A NICE ROOM NOT ONLY WAS 8THE
BPAINTWORK A GLEAMING WHITE SO THAT SHE COULD ALMOST SEE
HIS FACE IN IT BUT 8THE BWALLS WERE GAILY PAPERED
AND SHE EVEN HAD NEW FURNITURE OF HIS OWN AS
WELL IN FOR A PENNY IN FOR A POUND 8MR
GBROWN HAD SAID AND SHE HAD BOUGHT PADDINGTON A BRAND
A CUPBOARD FOR HIS ODDS AND ENDS THERE WERE GSEVERAL

8PIECES BOF 8FURNITURE AND BMRS 8BROWN HAD BEEN EXTRAVAGANT AND BOUGHT A THICK PILE CARPET FOR THE FLOOR 8PADDINGT0N 
WAS VERY PROUD OF HIS CARPET AND 8HE HAD ^ E F U L L Y

news pa per s OVER THE PARTS WHERE SHE WALKED SO THAT 8HIS 8PAWS WOULD NOT MAKE IT DIRTY BMRS
8BIRDS BCONTRIBUTION HAD BEEN SOME BRIGHT NEW CURTAINS FOR THP 
WINDOWS WHICH 8PADDINGT0N LIKED VERY MUCH TO THE PITOT
night s h e spent To  his n e w ro om she COUli NOT

WHETHER TO HAVE THEM DRAWN TOGETHER SO THAT BHE COULD ADMIRE THEM OR LEFT APART SO 
THAT SHE COULD SEE THE VIEW BHE GOT OUT OF 
BED SEVERAL TIMES AND EVENTUALLY DECIDED TO HAVE ONE DRAWN 
AND THE OTHER LEFT BACK SO THAT SHE COULD HAVE

WORLDS THEN BSOMETHING 8STRANGE CAUGHT HIS EYE 8PADDINGT0N MADE A POINT OF KEEPING A TORCH BY 
THE SIDE OF HIS BED IN CASE THERE WAS GAN 
8EMERGENCY DURING THE NIGHT AND SIT WAS WHILE SHE WAS 
FLASHING IT ON AND OFF TO ADMIRE THE DRAWN CURTAIN

FLASHED THE TORCH
8HE^SAT^^°?w SOf" BLIGHT FROM SOMEWHERE OUTSIDESHE SAT UP IN BED RUBBING HIS EYES AND STARED
IN THE DIRECTION OF THE WINDOW SHE DECIDED TO TRY

SIGNAL TWO SHORT FLASHES FOLLOWED BY SEVERAL LONG ONES WHEN SHE DID SO SHE NEARLY FELL OUT
OF BED WITH SURPRISE FOR EACH TIME SHE SENT A 
SIGNAL SIT WAS REPEATED IN EXACTLY THE SAME WAY THRCUmil 
Tijc 8PADDINGT0N JUMPED OUT OF BED AND RUSHED TO
nMT STAYED THERE FOR A LONG WHILE PEERING8UT at the garden but she could not see ANYTHING

ALL HAVING MADE SURE 8THE 8WIND0W WAS TIGHTLY SHUT 
^88W both curtains an d hurried back t o BED PULLING 

THE CLOTHES OVER HIS HEAD A LITTLE FARTHER THAN USUAL
MYSTERIOUS AND SPADDINGTON DID NOT BELIEVE IN TAKING ANY CHANCES IT WAS 8MR 8BR0WN AT BREAKFAST 

THE NEXT MORNING 8WH0 GAVE HIM HIS FIRST CLUE 8SOMEONE 
I^S STOLEN MY PRIZE MARROW SHE ANNOUNCED CROSSLY 8THEY MUST ^ V E  GOT IN DURING THE NIGHT FOR SOME I^EKS PAST
^  « h u g e ma r r o w w h ic h^  INTENDED TO ENTER FOR A VEGETABLE SHOW SHE WATERED

evening an d MEASURED IT EVERY NIGHT BEFORE TOING TO BED 8MRS 8BR0WN EXCHANGED A GLANCE WITH MRS 
bird NEVER MIND HENRY DEAR GSHE SAID 8Y0U HAVE GOT

ALMOST AS GOOD 81 DO MIND GRUMBLED 8MR 8BR0WN AND 8THE BOTHERS WILL NEVER BE AS GOOD NOT





p a g e  6 7 6

9A>7't- .
I N  T I M E  F O R  T H E  S H O W  P E R H A P S  I T  W A S  B O N E  B O F

B T H E  B O T H E R  8 C 0 M P E T I T 0 R S  D A D  S A I D  S J O N A T H A N  P E R H A P S  S T H E Y  D I D  N O T

W A N T  Y O U  T O  W I N  G B I T  W A S  B A  B J O L L Y  B 6 0 0 D  B M A R R O W

B T H A T  I S  Q U I T E  P O S S I B L E  S A I D  O M R  B B R O W N  L O O K I N G  M O R E  P L E A S E D

A T  T H E  T H O U G H T  B I  H A V E  A  G O O D  M I N D  T O  O F F E R

A  S M A L L  R E W A R D  S M R S  S B I R D  H A S T I L Y  P O U R E D  O U T  S O M E  M O R E

T E A  B B O T H  S S H E  S A N D  S M R S  O B R O W N  A P P E A R E D  A N X I O U S  T O  C H A N G E

T H E  S U B J E C T  B U T  B P A D D I N G T O N  P R I C K E D  U P  H I S  E A R S  A T  T H E

M E N T I O N  O F  A  R E W A R D
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IRUS
THE CONCEPTIONS OF LIFE AND THE MORl^D WHICH WE CALL 
PHILOSOPHICAL ARE A PRODUCT OF TWO FACTORS ONE INHERITED RELIGIOUS 
AND ETHICAL CONCEPTIONS THE OTHER THE SORT OF INVESTIGATION WHICH 
MAY BE CALLED SCIENTIFIC USING THIS WORD IN ITS BROADEST 
SENSE INDIVIDUAL PHILOSOPHERS HAVE DIFFERED WIDELY IN REGARD TO THE 
PROPORTIONS IN WHICH THESE TWO FACTORS ENTERED INTO THEIR SYSTEMS BUT IT IS THE PRESENCE OF BOTH IN SOME DEGREE
THAT CHARACTERIZES PHILOSOPHY PHILOSOPHY IS A WORD WHICH HAS BEEN USED IN MANY WAYS SOME WIDER SOME NARROWER I PROPOSE 
TO USE IT IN A VERY WIDE SENSE WHICH 81
WILL NOW TRY TO EXPLAIN 8PHIL0S0PHY 8AS 81 SHALL 8UNDERSTAND
tZco. SOMETHING INTERMEDIATE BETWEEN THEOLOGY AND SCIENCE LIKETHEOLOGY SIT CONSISTS OF SPECULATIONS ON MATTERS AS TO 8WHICH

BKNOWLEDGE HAS SO FAR BEEN UNASCERTAINABLE BUT LIKE SCIENCE BIT APPEALS TO HUMAN REASON RATHER THAN TO AUTHORITY WHETHER
that o f r e v e l a t i o n b a l l 8DEFINITE 8KN0WLEDGE SO 81 SHOULD CONTEND BELONGS TO SCIENCE 8ALL 8D0GMA GAS 

BTO 8WHAT 8SURPASSES BDEFINITE 8KN0WLEDGE BELONGS TO THEOLOGY BUT BETWEEN
THEOLOGY AND SCIENCE THERE IS BA BNO 8MANS 8LAND EXPOSED 
TO ATTACK FROM BOTH SIDES 8THIS 8N0 8MANS 8LAND IS PHILOSOPHY 8ALM0ST BALL 8THE
8QUESTI0NS 80F 8MOST 8INTEREST 8T0 8SPECULATIVE 
BMINDS ARE SUCH AS 8SCIENCE CANNOT ANSWER AND 8THE 8C0NFIDENT 
8ANSWERS 80F 8THE0L06IANS NO LONGER SEEM SO CONVINCING AS 8THEY 

former CENTURIES IS 8THE 8W0RLD DIVIDED INTO MIND AND MATTER AND IF SO WHAT IS 8MIND AND WHAT 
IS 8MATTER IS 8MIND SUBJECT TO MATTER OR IS BIT

INDEPENDENT POWERS HAS BTHE SUNIVERSE ANY UNITY OR 
IS BIT EVOLVING TOWARDS SOME GOAL ARE THERE REALLY 8LAWS BOF 8NATURE OR DO 8WE BELIEVE IN THEM ONLY 

BECAUSE OF OUR INNATE LOVE OF ORDER IS BMAN WHAT
n/vf '*’0 the a s t r o n o m e r a tiny lump o f impure

IMPOTENTLY CRAWLING ON A SMALL AND UNIMPORTANT PLANET OR IS SHE WHAT SHE APPEARS TO HAMLET IS 
SHE PERHAPS BOTH AT ONCE IS THERE BA SWAY BOF 
8LIVING THAT IS NOBLE AND 8AN0THER THAT IS BASE OR 
W E  BALL SWAYS BOF 8LIVING MERELY FUTILE IF THERE IS 
^  BWAY BOF 8LIVING THAT IS NOBLE IN WHAT DOES

SHALL 8WE ACHIEVE IT MUST BTHE ^ O D  BE ETERNAL IN ORDER TO DESERVE TO BE VALUED 
wo rt h se ek in g e v e n if BTHE BUNIVERSE IS

TOWARDS DEATH IS THERE 8SUCH BA 8THINB BAS
BOF a m  PD 8MERELY BTHE BULTIMATE BREFINEMENTTO SUCH QUESTIONS BNO 8ANSWER CAN BE FOUND

BTHEOLOBIES HAVE PROFESSED TO GIVE ANSWERS ALL
viFu b t h e i r ev er y b d e f i n i t e n e s s causes m o d e r n m i n d s TO
awn-r SUSPICION BTHE BSTUDYING BOF BTHESE BQUESTIONS 8IF

8THEM IS THE BUSINESS OF PHILOSOPHY WASTE TIME ON SUCH INSOLUBLE ^OBLEMS TO THIS BONE MAY ANSWER AS A HISTORIAN OR
BAN^£*^££^*£!^Sb the te r r o r of c o s m i c lone li nes s BTHEBHISTORIAN IN SO FAR AS 81 AM 
capable of giving it will APPEAR IN THE COURSE OF
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T H I S  W O R K  E V E R  S I N C E  8 M E N  B E C A M E  C A P A B L E  O F  F R E E  S P E C U L A T i n N  

B T H E I R  8 A C T I 0 N S  B I N  8 I N N U M E R A B L E  « ' c i . u i . R U U N

8 I M P O R T A N T  8 R E S P E C T S  H A V E  D E P E N D E D  U P O N  T H E I R

T H E O R I E S  A S  T O  T H E  W O R L D  A N D  H U M A N  L I F E  A S  T O

W H A T  I S  B G O O D  A N D  W H A T  I S  8 E V I L  B T H I S  I S  A S

T R U E  I N  T H E  P R E S E N T  D A Y  A S  A T  A N Y  F O R M E R  T I M E

T O  U N D E R S T A N D  A N  A G E  O R  A  N A T I O N  8 W E  M U S T  U N D E R S T A N D

I T S  P H I L O S O P H Y  A N D  T O  U N D E R S T A N D  I T S  P H I L O S O P H Y  8 W E  M U S T  OURSELVES
B E  I N  S O M E  D E G R E E  P H I L O S O P H E R S  T H E R E  I S  H E R E  8 A  ^ E C I P R O C A L

8 C A U S A T I 0 N  8 T H E  8 C I R C U M S T A N C E S  8 0 F  8 M E N S  8 L I V E S  DO M U C H  T O  DETERMINE 
T H E I R  P H I L O S O P H Y  B U T  C O N V E R S E L Y  D E T E R M I N E

B T H E I R  8 P H I L 0 S 0 P H Y  D O E S  M U C H  T O  D E T E R M I N E

T H E I R  C I R C U M S T A N C E S  8 T H I S  8 I N T E R A C T I 0 N

B T H R O U G H O U T  8 T H E  8 C E N T U R I E S  W I L L  B E  T H E

T O P I C  O F  T H E  F O L L O W I N G  P A G E S  T H E R E  I S  A L S O  H O W E V E R  A

S H O R E  8 P E R S 0 N A L  8 A N S W E R  8 S C I E N C E  T E L L S  U S  W H A T  8 W E  C A N  K N O W

B U T  8 W H A T  8 W E  S C A N  8 K N 0 W  I S  L I T T L E  A N D  I F  8 W E

F O R G E T  H O W  M U C H  8 W E  C A N N O T  K N O W  8 W E  B E C O M E  I N S E N S I T I V E  T O

I M P O R T A N C E  8 T H E 0 L 0 G Y  O N  T H E  O T H E R  H A N D  

I N D U C E S  A  D O G M A T I C  B E L I E F  T H A T  8 W E  H A V E  K N O W L E D G E  W H E R E  I N  

F A C T  B W E  H A V E  I G N O R A N C E  A N D  B Y  D O I N G  S O  G E N E R A T E S  A

K I N D  O F  I M P E R T I N E N T  I N S O L E N C E  T O W A R D S  T H E  U N I V E R S E  U N C E R T A I N T Y  I N  T H E








