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In the machine learning framework, the data representation is defined as a possible description of the visible data, e.g. to describe the number of balls in a table (nine) we can use two equivalent descriptions: either " 9 " or "IX". Both descriptions are universal representations of the same concept (the number) that can appear in different forms. From this simple example we can see that more than a single representation can be associated to the data. For this reason it is useful to define the characteristics that define the optimal representation, the most preferable between all the possible ones. The first property is the non-ambiguity, i.e. from a given representation it is possible to reconstruct only one class of visible data (e.g. if we write the digit nine too quickly it could be appear close to an eight, and so this representation is ambiguous); the second important property that characterises the optimal solution is the shortness, i.e. the representation should use the shortest code such that the non-ambiguity property is satisfied (e.g. a possible representation of a number is writing down as many points as the number indicates. If the number is one million, one million points have to be drawn: - this representation is not short!). In other words we can assert that the optimal representation of the visible data is the description that contains all the relevant knowledge about the data, and not more than that.

Although intuitively clear, the definition of the optimal representation is not unequivocal and it differs from context to context. In this work, utilising the basic concepts of Information Theory - a theory suitable to measure the knowledge stored within the data - we provide a definition of the optimal representation based on information that works in two of the main contexts of machine learning applications: Supervised and Unsupervised Learning. Such a concept is defined via an optimisation principle, the Constrained InfoMax (CIM): the optimal representation is from the ones sharing maximal information with the task class, and is the one storing the least knowledge. As this objective is unfeasible-to-compute, to evaluate it quantitatively we provide a variational approximation of the CIM, the Variational InfoMax (VIM), - a unique variational objective to learn data representation both in supervised and unsupervised settings. In both settings, the trained models with VIM outperform, on the standard metrics to evaluate the representation quality, the alternative variational models proposed in literature.

This work was firstly motivated by the need to define the optimal representation within the unsupervised setting, and so define the principle to learn it. Indeed, from the introduction of the Variational AutoEncoder (VAE) [37] - the first variational model to learn a possibly non-linear representation, trained optimising the Evidence Lower Bound (ELBO) - two main definitions of optimal representation have been provided: - disentangled [28] - separate out the generative factors of the data; and - informative [89] - the most informative description about the data.

Following the work done in [5], we observe that actually the two definitions are not in contrast, but only two faces of the same coin. Indeed, an optimal representation of the data has to store all the necessary information to generate the data but none of the generative factors have to be redundant. So the optimal representation, is both informative and disentangled, and it is the one maximising the Constrained InfoMax with respect to the data generation task.

With the help of basic geometric notions, we also observe that the Variational AutoEncoder trained with VIM is a pure inference model: the representation is defined by the encoder (i.e. the inference process) and not by the decoder (i.e. the generative process). To show this, we consider a special Variational AutoEncoder with linear decoder and non-linear encoder, and we observe that, differently from the ELBO trained models that are learning only a linear representation of the data, the VIM trained models are learning a possibly non-linear representation. In particular we observe that the solution of the ELBO trained model is equivalent to the Principal Component Analysis (PCA) one, whereas the VIM trained models are learning a Mixture PCA representation.

Finally, we consider the supervised setting, precisely the classification task, and we observe that the CIM objective is equivalent to the well-known Information Bottleneck [72]. However, its variational description, VIM, better approximates the theoretical objective than the Variational Information Bottleneck [4].
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INTRODUCTION

## INTRODUCTION

### 1.1 REPRESENTATION LEARNING

In psychology, learning is usually defined as a relatively permanent change in behaviour due to the past experience [16]. This definition is somehow unexpected, since it is addressing visible learning consequences, and not those learning processes which occur inside the brain which, by nature, are hidden. Indeed, the learning process can be considered solely as a hypothetical construct as it cannot be directly observed, but rather only inferred from observable behaviour.

Many assumptions have been made in describing the learning process and held as a common belief within cognitive neuroscience, despite being only partially verified by experimental data. The central tenet is that the learning procedure can be described in terms of mental representations: a set of hypothetical internal mental symbols that collectively represent external reality. In a restrictive way, the learning process can be thought of as the cognitive process by which the sensory (external) data are linked to their associated representation(s) and then combined to create new concepts.

The first description of how the cognitive representations are made was provided by the English philosopher John Locke in trying to explain the complex ideas, namely those concepts that are not real but rather exist within our minds, such as chimeras [54]. As an illustrative example, let us consider the creation of one of these mythological creatures: the dragon. According to Locke, the imagination (the fundamental learning process) is subdivided into two stages: the representation learning, to associate the sensory data to the idea, and the generation, to combine the ideas to create something new. In the dragon imagination example, the two stages are respectively: first to learn the representations for each visible animal: the bat, and the lizard; and then to combine two of the learnt representations, the bat wings and the lizard body, to create the imaginary animal.

In a living system, the representation learning hypothesis is merely a philosophical assumption. It is difficult to verify since the brain structure is not entirely understood, and the sensory inputs are nearly infinite. In the Artificial Intelligence setting the construct differs, in that the input data is limited, and the architecture is known, the representations are visible, and they can be (at least partially) analysed. For this reason, henceforth, the term representation will refer to the visible data description learnt via a computational process.
representations in artificial intelligence In the Artificial Intelligence (AI) context the representation is a description of the sensory (input) data storing the different explanatory factors (features) of the data, that are useful to perform the task for which the AI
was trained. Then, coherently with the philosophical intuition, the representations are a clean picture of the sensory data, where all the possible data-noise or useless knowledge, which are possibly misleading for the task, are removed.

By those properties, as highlighted in [10], the performances of Machine Learning (ML) methods are heavily dependent on the choice of data representation on which they are applied. For this reason, a classic approach to train an AI to perform a specific task was constituted by two steps: to choose the optimal features of the data by hand or via some particular method, and then feed the learnt representations to a machine learning model performing the desired task.

More recently, with the introduction of the (Deep) Neural Networks the two steps are no longer necessary, since a Neural Network (NN), that has been trained to optimise a task-related objective, is learning on its own the representation to perform the task.

Although the NNs simplify the Representation Learning problem, they do not solve it. Indeed, a greedy trained NN is learning non-optimal representations storing too much knowledge about the training data. This is an undesirable scenario since the network is not able to deal with unseen data, i.e. the system is over-fitting. A practical way to avoid the over-fitting scenario is to add a regulariser in the learning objective, an additional term pushing the network to learn the representations storing only the most relevant information that are useful to perform the task, and so a minimal representation.

In light of the described behaviour of the neural networks, two fundamental questions of Representation Learning arise:

- What is the optimal representation?
- What is the objective to optimise in order to recover the optimal representation?

To better understand the importance of an optimal representation and the intrinsic difficulty in defining it within a general setting, it is useful to illustrate some simple examples of such representations.
examples of representation The representation was defined as a hypothetical symbol, a description of the data-point living in a different space from the visible one that could be shared between more than one data-point. One of the most important symbols in human history is given by the numerical representations.

Example 1.1.1 (The number). The number is a kind of concept that appears in different forms in real life as any measure is associated with a number; but, in order to handle this entity it is necessary to represent it via a symbol. In our experience, we have observed many different representations. For instance, the naive one, where each natural number is represented by a collection of dots; although this representation is intuitive it is not very simple to handle. A smaller, easier to handle, representation is the Roman one. Still, in this case, it is not simple to perform even such simple operations as the sum. Finally, the most common representation, the Arabic one, that is both compact and useful for many operations, by its positional properties.

All the representations are good (sufficient): they store the relevant knowledge about the data since from any of these, it is possible to recover the number. However, depending on the context, we prefer one representation to another. For example, in teaching, the optimal is the dot representation. At the same time, for elegance, we prefer the Roman description, and for everyday use, we prefer the Arab numbers since they have a compact description and separates the factors, i.e. each element of a different class (the tens, the hundreds) are separated from each other, and so they are easy to recognise.

A slightly more complex example of widely used representation in numerical computations is the series approximation of functions.

Example 1.1.2 (Principal Factors). By the Taylor theorem any smooth function $f: \mathbb{R} \rightarrow \mathbb{R}, x \mapsto$ $f(x)$, can be represented, around the point $x_{0}$, by the Taylor sum:

$$
\begin{equation*}
f(x)=\sum_{i=0}^{\infty} \frac{d^{i} f\left(x_{0}\right)}{d x^{i}}\left(x-x_{0}\right)^{i} \tag{1.1}
\end{equation*}
$$

In general, this infinite sum is intractable to compute exact, but for practical reasons, a truncated sum is taken as a good approximation of the function around the point $x_{0}$.

The Taylor sum describes just locally the function $f$. If we are interested in a global approximation of the function, for instance we want to compute the integral, it is necessary to consider a different description. The classic approach, first used by Riemann, is to approximate locally the function by a constant map, i.e. $\hat{f}(x)=c_{i}$ for $x \in \Delta_{i}=\left[x_{i}, x_{i+1}\right]$, in this way the function $f$ can be represented as

$$
\begin{equation*}
\hat{f}(x)=\sum_{i=0}^{N} c_{i} \delta\left(x \in \Delta_{i}\right) \tag{1.2}
\end{equation*}
$$

From this example, we see that a good representation depends on the task, and, in general, it does not have to contain all the possible knowledge about the visible data. Indeed, we accept that we may lose some information to gain a compact description wherein just the principal components appear.

In the first two examples, we have shown that an optimal representation depends on the task. In general, a task is not provided, and the problem of representation learning can be described, geometrically, as a hidden manifold learning.

Example 1.1.3 (Hidden Manifold). Data in the same set, by definition, share some common properties, and then intuitively, we can assert that they are connected: there is a line connecting them. If the line is often changing in direction it could be preferable to embed the line in a manifold, the hidden generative manifold of the data, storing all the visible data and their possible (feasible) combination of them. To illustrate that scenario, let us come back to the dragon generation example. The animals' data-set is a line that changes direction at least twice in the bat and the lizard directions. These two directions do not cover the the dragon, since it is not a real animal. Indeed, the dragon, as any other imaginary animal, lives in the space generated by the two directions, i.e. it lives in the embedding manifold.

From this example, we see the importance to learn the principal directions of the data, as the goal is not just to reconstruct the visible data, but also to generate possibly new, unseen, data.

By these experiments, we see that to formally define an optimal representation for any context formally and then define the objective to optimise the learning of such a representation is not a trivial process. Motivated by the relevance and the general difficulty of the problem, this thesis aims to address the fundamental questions of representation learning in the Neural Network setting.

### 1.2 CONTRIBUTION AND SUBDIVISION OF THE WORK

As seen by the simple examples cited above, representation learning is not a simple task. Indeed, there are many possible representations associated with the same entity, and the optimal one depends on the context. Thus, in principle, the optimal definition is an ill-posed problem.

In light of the problem complexity, within this thesis, we consider unsupervised, where no task is provided, and supervised, wherein the task is provided, as separate scenario.

By means of this separated description, we show that an unsupervised optimal representation is the least informative representation storing, as it does, all the knowledge to recover the data. The optimal representation in the supervised setting is an optimal unsupervised representation storing the information about the task. Equivalently, the optimal representation is the one satisfying the proposed Constrained InfoMax (CIM) principle: wherein the optimal representation is the one with the smallest entropy such that the information shared with the task is maximal, whereas the generation is considered the implicit task in the unsupervised setting.

The definition of the CIM principle, a unifying principle for optimal representation for both unsupervised and supervised setting, which is the main contribution of the thesis, leads us to the following collateral contributions:

- The Wasserstein distance (Wass) and the optimal $\beta$-ELBO, two objectives used to train the Variational AutoEncoder (VAE) are both a variational lower bound of the CIM.
- The optimal (unsupervised) representation is the one storing as little information as possible and not the one sharing as little information as possible of the visible data. In other words, to constrain the latent entropy in the Wass is more effective than increasing the $\beta$ in the ELBO.
- The Wass and the ELBO are informative equivalents but not geometrically so. Indeed, the ELBO trained model is discovering only the closest plane fitting the data-points, while the Wass trained model is learning a generic latent manifold.
- In the supervised setting, the CIM is equivalent to the Information Bottleneck principle, but the two associated variational objectives Variational InfoMax (VIM) and Variational

Information Bottleneck (VIB) respectively, are not equivalent: the VIM representations are discovering the hidden data-structure, and the associated network has higher accuracy than the VIB trained network.

### 1.2.1 Subdivision of the work

The main findings as outlined above are derived throughout the thesis. After the first introductory chapters, wherein the general framework is described, we first derive the CIM within the unsupervised setting, describing its connection with such classic models as the Principal Components Analysis, and then it is extended to the supervised setting.

Going into further detail, the rest of this thesis is structured as follows.

- Chapter 2: Introduction to Bayesian and Variational inference, and the main concepts of Information Theory. The chapter is devoted to illustrating the basic concepts of the inference theory in the probabilistic setting and its connection with the information theory.
- Chapter 3: Review of the principal methods to learn representations. The first part describes the Principal Component Analysis, the Gaussian Process methods, and the relationship between them. The second part introduces the Neural Networks and, in particular, the AutoEncoder Network and its stochastic version: the Variational AutoEncoder (VAE), a network maximising the variational lower bound of the visible log-likelihood: the ELBO.
- Chapter 4: Information theoretical analysis of the ELBO-related issues, and introduction of the CIM principle. We observe that it is necessary to maximise the information arising between the visible data and the representation maintaining bounded the entropy of the latter, to have both optimal inference and generative performance. The theoretical description is useful to highlight the equivalence between the optimal ELBO and the Wass objectives and also the importance of a parameter that is often forgotten, namely the entropy of the prior. Indeed, with the help of computational experiments, we see that a fruitful strategy to learn more disentangled representations is to control the latent entropy.
- Chapter 5: Description of the Wass and ELBO solutions in terms of the classic ML methods. By means of a geometric informative analysis, we observe that, in the linear decoder VAE setting, the ELBO trained model is equivalent to the PCA. Instead, the Wass trained model is related to the Mixture of PCA. That means, geometrically, that for the ELBO the hidden manifold is always a plane; whereas the Wass approach allows the network to learn more flexible manifolds. The higher flexibility of the Wass objective is also highlighted from a Gaussian Process perspective, wherein it is observed that the Wass latent variables are associated with the optimal encoding kernel of the Kernel PCA.
- Chapter 6: Generalisation of the CIM principle to the supervised setting. Through an information analysis of the stochastic network, we observe that the CIM is equivalent to the Information Bottleneck principle; in that both are learning a Minimal Sufficient representation of the data with respect to the task. The advantage in considering the CIM principle is two-fold: theoretically, it is connecting the optimal solution with the optimal kernel of the associated GP problem and, computationally, the CIM allows us to define a novel variational objective: the Variational InfoMax (VIM), an objective that does not put any constraint upon the shape of the encoding map, differently from what was done by the variational objective associated to the Information Bottleneck.
- Chapter 7: Conclusion, final remarks and future work. After a summary of the novel contributions of the thesis is followed by its possible applications for future work In particular, we outline a possible extension of the CIM principle to life-long learning, the scenario where the network has to perform more than one task.


## BAYESIAN AND VARIATIONAL INFERENCE: A SMOOTH INTRODUCTION

In this chapter, we introduce the fundamental concepts of Bayesian and Variational Inference and their relationship with Information theory. As an introductory chapter, devoted to the reader that is not familiar with these concepts, we follow a tutorial approach, introducing each new concept from an example. These descriptions are strongly based on two seminal publications: - Murphy [62] and - Tipping [77] , to which we point the reader for a complete description of that big field.

### 2.1 PRELIMINARIES AND NOTATION

We use calligraphic letters (i.e. $X$ ) for sets, lower case Latin letters for vectors (i.e. $x \in \mathbb{R}^{\mathrm{D}}$ ), and capital letters (i.e. $X$ ) for matrix with columns $x_{i}$ (i.e. $X=\left[x_{1}^{\top}, \ldots, x_{N}^{\top}\right]^{\top} \in \mathbb{R}^{N \times D}$ ). As the matrix $X$ can be seen as the generative matrix of the sample $x_{i}$, with abuse of notation the capital letter is used also to denote the random variable from which the data-points are sampled. We denote density distribution with the lower case letter $p$ (i.e. $p(x)$ ), and we use the notation $p_{f}$ to denote the distribution associated to the function $f$. For the variational density, we use the letter $q$, and only on the optimal case $q(x)=p(x)$.

### 2.2 FROM DETERMINISTIC TO BAYES INFERENCE

Given a dataset $\mathcal{D}=\left\{\left(x_{i}, y_{i}\right)\right\}$ the goal of a machine learning model is to find a function $f$ modelling the distribution $p(y, x)$, such that $f(x)=p(y \mid x)$ for any $x$. In the assumption the function $f$ is parametric, i.e. can be described by some parameters $w$, e.g. $f(x)=w \cdot \phi(x)$, with $\phi$ a certain prior function. In this setting, the goal is to learn the optimal (weights) parameters $w^{*}$, such that $w^{*} \cdot \phi(x) \sim p(y \mid x)$.
the linear model Let us start with the assumption that there exists a deterministic map relating the visible data $\left\{x_{i}\right\}_{i}^{N}$ with the associated regressor output $\left\{y_{i}\right\}_{i}^{N}$, i.e. $y_{i}=f\left(x_{i}\right)$. For the sake of simplicity, let us assume known the feature function $\phi=\left[\phi_{1}, \ldots \phi_{k}\right]$, and that the function $f$ is linear in the parameter $w=\left[w_{1}, \ldots, w_{k}\right]$ : a function that is linear combination of the features $\phi_{i}$,

$$
\begin{equation*}
f(x)=w \cdot \phi(x)=\sum_{i}^{K} w_{i} \phi_{i}(x) \tag{2.1}
\end{equation*}
$$



Figure 2.1 Example of over-fitting, assuming a no-noise data, the fitting is following the noise

The most intuitive idea to learn a parameter $w^{*}$ such that for any $x_{i}$ the function $f_{w^{*}}\left(x_{i}\right)$ is close to $y_{i}$, to learn a parameter $w$ minimising the distance

$$
\begin{equation*}
\mathrm{L}(w)=\sum_{i}^{N}\left\|y_{i} w \cdot \phi\left(x_{i}\right)\right\|_{p}^{p} \tag{2.2}
\end{equation*}
$$

where the norm $\|\cdot\|_{p}$ denotes the $l_{p}$-norm defined as $\|x\|_{p}^{p}=\sum_{i}\left|x_{i}\right|^{p}$. By its smoothness and equivalence with the euclidean distance, common choice is the $L_{2}$ distance $(p=2)$, in this case the problem has a unique solution and the optimal parameter $w^{*}$ has the closed form:

$$
\begin{equation*}
w^{*}=\left(\Phi^{\top} \Phi\right)^{-1} \Phi^{\top} y \tag{2.3}
\end{equation*}
$$

where $\Phi$ is the matrix having as $(\mathfrak{i}, \mathfrak{j})$ entries the quantity $\phi_{\mathfrak{j}}\left(x_{i}\right)$ and $y=\left[y_{1}, \ldots, y_{n}\right]$ the vector of the labels.

The approach described above is entirely deterministic (i.e. we are assuming that there is no noise in the data, and the relationship can be entirely described by the function f). Often that scenario is too optimistic and indeed is practically impossible in real life. The risk of the deterministic approach is, as we can see from figure 2.1, that the solution over-fits the data (i.e. the model predicts exactly the visible training data). It is also predicting the intrinsic noise, with few chances that such a model will work with new unseen (test) data-points.
regularisation A model $\hat{f}$ that is overfitting the data, is considered a complex model; in that the model is describing the visible data better than the unknown original model f. For this reason, to avoid having to learn a too complex system, it is reasonable to add a penalty term, a regulariser $R(w)$, to the (2.2) objective in order to penalise the model complexity. In light of that observation, in practical cases, the objective to optimise has the following form

$$
\begin{equation*}
\mathrm{E}(w)=\mathrm{L}(w)+\lambda \mathrm{R}(w) \tag{2.4}
\end{equation*}
$$

where $\lambda>0$ is an objective hyper-parameter, asserting how regular has to be the model; this parameter has to be tuned in the validation stage.

How to choose the regulariser term? A complex model is a function that is often changes its slope or, more formally, which has second derivatives larger than o; conversely, we state that a model is simple if it changes directions a few times (zero second derivatives). For
this reason, a common choice for the regulariser is the one penalising the second derivative, $R(w)=\left\|\nabla^{2} f(x)\right\|_{2}^{2}$, which serves as a measure of the roughness of the function.

In the following section, if not asserted differently, we will consider as a feature map the Radial Basis Function (RBF), $\phi_{i}\left(x_{j}\right)=\exp \left(-\left(x_{j}-x_{i}\right)^{2}\right)$. By this choice the second-derivative regulariser is constant equal to o. Thus a common choice for the regulariser is the $L_{2}$-norm of the parameter, $\mathrm{R}(w)=\|w\|_{2}^{2}$. Under this assumption the objective E in (2.4) is referred as the Penalised Least Squares (PLS) and it is optimised by

$$
\begin{equation*}
w_{\text {PLS }}=\left(\Phi^{\top} \Phi+\lambda I\right)^{-1} \Phi y . \tag{2.5}
\end{equation*}
$$

### 2.2.1 A probabilistic approach

Until now, we have discussed the deterministic setting: wherein the target $y$ is a deterministic function of $x$, as the approach works only in the noise-less assumption, we have seen it is favourable to add a penalty term to have a smooth regressor and avoid over-fitting. The issue with this approach is that we do not have an estimation of how good the regression is, or in other words what is the probability (likelihood) of a correct prediction? A solution to overcome such an issue is to consider a probabilistic perspective.

A probabilistic regressor is a model defined as

$$
\begin{equation*}
y_{i}=w \cdot \phi(x)+\varepsilon, \tag{2.6}
\end{equation*}
$$

where to the standard linear model was added a noise $\varepsilon$ distributed according a certain distribution $p(\varepsilon)$.

Assuming the data has been generated independently and the noise normally distributed with variance $\sigma^{2}, \varepsilon \sim \mathcal{N}\left(0, \sigma^{2}\right)$, by linearity of Gaussian distribution, it is possible to define the likelihood of the data, $p(y \mid x, w . \sigma)$, as:

$$
\begin{align*}
p(y \mid x, w, \sigma) & =\prod_{i} p\left(y_{i} \mid x_{i}, w, \sigma\right) \\
& =\prod_{i} \mathcal{N}\left(y \mid f\left(x_{i}\right), \sigma^{2}\right)  \tag{2.7}\\
& =\prod_{i}\left(2 \pi \sigma^{2}\right)^{-1 / 2} \exp \left[-\frac{\left(y_{i}-f\left(x_{i}\right)\right)^{2}}{2 \sigma^{2}}\right] .
\end{align*}
$$

By the closed form of the likelihood to see $y$ given $x$, the first idea is to learn the parameter maximising such a quantity, or better the logarithm of the likelihood (the log-likelihood) in order to have a convex optimisation problem. The log-likelihood of (2.7) is proportional (equal up to a constant) to the Least-Squares objective in (2.2), such that, as observed above, it is prone to over-fitting. This relationship between the MLE and the Least Square objective highlights that the log-likelihood is not the correct objective to optimise. Indeed, we have to take into account that the weights $w$ are, in principle, distributed according to a specific prior distribution $p(w)$, and we therefore expect that the optimal weights are somehow close to the original form.

By this observation, assuming we know the prior distribution $p(w)$, it is possible to define the optimal weight as the one optimising the posterior $p(w \mid \mathcal{D})$, the probability to have the parameter $w$ given the data-set $\mathcal{D}$. That quantity can in principle be computed thanks to the Bayes formula:

$$
\begin{equation*}
p(w \mid \mathcal{D})=\frac{p(y \mid x, w) p(w)}{p(y)}=\frac{\text { likelihood } \times \text { prior }}{\sum_{w_{i}} p\left(y \mid w_{i}\right) p\left(w_{i}\right)} \tag{2.8}
\end{equation*}
$$

Assuming that the prior be normally distributed:

$$
\begin{equation*}
p(w)=\prod_{k}^{K} \sqrt{\frac{\alpha}{2 \pi}} \exp \left(\frac{\alpha}{2} w_{k}\right), \tag{2.9}
\end{equation*}
$$

with the hyper-parameter $\alpha$, measuring the variance of the prior, it is possible to compute easily the posterior.

Indeed, by means of the Gaussian conditional property, given the distributions

$$
\begin{equation*}
p(x)=\mathcal{N}\left(\mu_{x}, \Sigma_{x}\right), \quad p(y \mid x)=\mathcal{N}\left(A x+b, \Sigma_{y}\right) \tag{2.10}
\end{equation*}
$$

the posterior is also Gaussian, $p(x \mid y) \sim \mathcal{N}(\mu, \Sigma)$ with

$$
\begin{align*}
\mu & =\Sigma\left[A^{\top} \Sigma_{y}^{-1}(y-b)+\Sigma_{x}^{-1} \mu_{x}\right]  \tag{2.11}\\
\Sigma^{-1} & =\Sigma_{x}^{-1}+A^{\top} \Sigma_{y}^{-1} A .
\end{align*}
$$

Thus, in our case the posterior distribution $p(w \mid \mathcal{D})$ is Gaussian with mean $\mu$ and covariance $\Sigma:$

$$
\begin{align*}
& \mu=\left(\Phi^{\top} \Phi+\sigma^{2} \alpha \mathrm{I}\right)^{-1} \Phi^{\top} y  \tag{2.12}\\
& \Sigma=\sigma^{2}\left(\Phi^{\top} \Phi+\sigma^{2} \alpha \mathrm{I}\right)^{-1} .
\end{align*}
$$

Before we proceed further, let us observe that the average value of the posterior (i.e. the most likely value), is precisely the one learned by the PLS in (2.4), wherein the hyper-parameter $\lambda$ introduced without proper meaning, is substituted with the product of the variance term $\alpha \sigma^{2}$. This is perhaps not so surprising, as the prior condition in the probabilistic description it is enforcing aims to consider a smoother likelihood $p(y \mid x)$. For the same reason for which we introduced the (explicit) regulariser in the PLS objective (2.4).

The advantage of the probabilistic approach over the PLS is its interpretability, since the regulariser comes out naturally. Thanks to the Bayesian principle, we are also able to infer the distribution over $w$, additional information which is not made available via a deterministic process. Unfortunately, such an approach is often unfeasible to compute, as the inversion of matrix is not cheap, and the Gaussian assumption, which until now we have heavily employed does not hold in any context.

For this reason, most of the time we limit ourselves to finding the parameter maximising the posterior, or Maximum a Posteriori (MAP), $w_{\text {MAP }}$. Obviously, if we know the posterior distribution, the MAP estimate can be recovered, but it is possible to infer it without knowing the posterior. Indeed, since the posterior is proportional to the prior times the likelihood,
and the denominator does not depend upon this parameter, the weight optimising the log posterior $\log p(w \mid \mathcal{D})$ is the one maximising the sum of the $\log$ of prior and its likelihood

$$
\begin{align*}
\log p(w \mid \mathcal{D}) & \propto \log p(y \mid x, w)+\log p(w) \\
& =-\frac{1}{2 \sigma^{2}} \sum_{i} y_{i}-w \cdot \phi\left(x_{i}\right)-\frac{\alpha}{2}\|w\|_{2}^{2} . \tag{2.13}
\end{align*}
$$

Unsurprising we achieve the same objective, up to sign, of the PLS in (2.4).

### 2.3 DENSITY ESTIMATION

In the previous section, we considered that the regression problem, taken with the classification task, is a classic example of supervised learning: namely the problem of ascribing to each data-point $x$ a value $y$. In real-world setting, the correct label $y$ is often not available, because labelling procedure is expensive and biased by the human annotator (e.g. two dog images could be labelled as "dog" by on annotator and with two different races by another annotator). For this reason, it is particular important to consider the setting where no labels are provided. Such a family of problems is collectively referred to as 'unsupervised'. A particularly interesting unsupervised task is the density estimation wherein, given a set of data-points $\mathcal{D}=\left\{x_{i}\right\}_{i}^{N}$ independent identical distributed (iid), it is possible to estimate from which density $p(x)$ they are sampled, i.e. to find $\theta$ such that $x_{i} \sim p(x \mid \theta)$ for any $x_{i} \in \mathcal{D}$.

This task is not relevant solely from a theoretical standpoint. Indeed, the knowledge of the hidden distribution allows us to generate new data-points: and the set of visible points is just a small subset of all possible points. Knowing the parameter $\theta$ allows us to generate new data-points where necessary, and then to discover the generative factors of the data. One interesting application of such knowledge is anomaly detection, in which it is assumed that we know the generative distribution $p(x \mid \theta)$ for any given data-point $x_{i}$ so we can check if the point is an anomaly, $p\left(x_{i}\right)<\delta$, or a legit point sampled by $p(x)$.

In the following section, in agreement with what we have done over and above using linear regression, we will limit ourselves to consider a density described by a linear model known as the univariate Gaussian density.

UNIVARIATE GAUSSIAN DENSITY ESTIMATION
Let $\mathcal{D}=\left\{x_{i}\right\}$ represent a set of unidimensional data, $x_{i} \in \mathbb{R}$, which is iid sampled from distribution $p(\mathcal{D})=\prod p\left(x_{i}\right)$. By means of the Central Limit Theorem, we can assume that it is sampled via a Gaussian distribution:

$$
\begin{equation*}
p(\mathcal{D} \mid \mu, \sigma)=\prod_{i}\left(2 \pi \sigma^{2}\right)^{-1 / 2} \exp \left[-\frac{1}{2 \sigma^{2}}\left(x_{i}-\mu\right)^{2}\right] \tag{2.14}
\end{equation*}
$$

Such a distribution depends on two parameters, namely $\mu$ and $\sigma$. Once inferred, we are able to completely describe their distribution $p(x)$. By that property, the parameter $\theta=(\mu, \sigma)$ is called generative factor since, given $\theta$, it is possible to generate any data-point in $\mathcal{D}$.

The goal is to find a posterior $p(\theta \mid \mathcal{D})$, and select $\theta$ that maximises the posterior. To estimate the posterior we need firstly to define the prior $p(\theta)$.

In this manuscript, we assume that $\sigma$ is known, and then it is necessary to estimate only the mean $\mu$. For the sake of simplicity, as above, we assume the $p(\mu)$ Gaussian distributed with mean $m_{0}$ and variance $\tau^{2}$ :

$$
\begin{equation*}
p(\mu)=\left(2 \pi \tau^{2}\right)^{-1 / 2} \exp \left[-\frac{1}{2 \tau^{2}}\left(\mu-\mu_{0}\right)^{2}\right] . \tag{2.15}
\end{equation*}
$$

The special selection of the prior allows us to compute a closed form for the posterior $p(\mu \mid \mathcal{D})$, which is also Gaussian $\mathcal{N}(m, s)$, with parameters:

$$
\begin{align*}
m & =s\left[\frac{1}{\sigma^{2}}\left(\sum_{i} x_{i}\right)+\frac{1}{\tau^{2}} m_{0}\right]  \tag{2.16}\\
s & =\left(\frac{N}{\sigma^{2}}+\frac{1}{\tau^{2}}\right)^{-1},
\end{align*}
$$

where the computation follows naturally by its Gaussian properties.
By the estimation above, we have determined that the MAP estimator for $\mu$ is the average value above, $\mu_{M A P}=m$.

### 2.3.1 Mixture of models

In the section above, we have seen how simple it is to perform a Bayes inference when the distribution to estimate is the univariate Gaussian. However, the univariate Gaussian distribution is not often optimal. For instance, if we consider any labelled data-set, say the set of handwritten digits, to assume that the handwritten digits are sampled by a normal distribution is unrealistic and not particularly informative. For example, what does $\mu$ mean? A more suitable distribution is a multi-variate one, wherein each data-point lies around a specific value, defining the mean value of each digit. To describe that distribution, we have to introduce Mixture models.

From another perspective, we are asserting that the identically distributed assumption (the second i in iid) is often too strong. Indeed, within the same data-set, the two classes of data-point are distributed differently.

From this point on, let us consider the more general setting wherein the visible data $\mathcal{D}$ is the union of $K$ different subsets $\mathcal{D}=\bigcup_{k=1}^{K} \mathcal{D}_{k}$ with each element in $\mathcal{D}_{k}$ sampled according the distribution $p_{k}(x)$ (i.e. the data-points are sampled from a mixture distribution, $p(x)=p_{k}(x)$ if $x \in \mathcal{D}_{\mathrm{k}}$.)

Analytically, this is equivalent to stating that there exists a $K$-value random latent vector $z$, with $p(z)=\operatorname{Cat}(\vec{\pi})$ and $\sum_{i} \pi_{i}=1$, such that

$$
\begin{equation*}
p(x \mid \theta)=\sum_{i}^{K} p\left(x \mid \theta_{i}\right) p\left(z_{i}\right) \tag{2.17}
\end{equation*}
$$

Where, although each model $\mathfrak{p}\left(x \mid \theta_{\mathfrak{i}}\right)$ is independent, their sum depends by each latent factor $z_{i}$, because the latent variable, is shared by all models.

Let us note that the mixture of models $p(x \mid \theta)$ defines the distribution from which the data is sampled independently and identically; then it is possible to apply the Bayes inference
with respect the parameters $\theta=\left[\theta_{i}\right]$ and $z$. Indeed, in departure from the unimodal setting described above, we introduce a new parameter to estimate, namely the categorical parameter $z$.

The first idea of how to estimate the model is to proceed as we have done until now: i.e. to infer the two variables $\theta, z$, although this is not feasible since the distribution $p(\theta, z \mid \mathcal{D})$ does not factorise as the product of $p(\theta \mid \mathcal{D}) p(z \mid \mathcal{D})$ : and thus it is necessary to find an approximated approach. Since the inference problem of the mixture of the model differs solely for the inference of the latent variable $z$, it is reasonable to think that knowing $z$, it is possible to estimate $\theta$. But, as observed in [62] (11.3), in this case, the inference solution is undefined since there is no unique solution.
the expectation maximisation algorithm Since the pure Bayes inference is impossible to apply, another option is to limit ourselves to finding the MAP estimator $\theta$. Indeed, the MAP task is more straightforward than the pure Bayesian approach since, as observed in (2.13), it is sufficient to optimise the likelihood $L(\theta)$ and the prior term $p(z)$. In the following section we will discuss the two terms separately. Let us start with the log-likelihood:

$$
\begin{equation*}
L(\theta)=\sum_{i}^{N} \log p\left(x_{i} \mid \theta\right)=\sum_{i}^{N} \log \left[\sum_{z_{i}} p\left(x_{i}, z_{i} \mid \theta\right)\right] . \tag{2.18}
\end{equation*}
$$

This quantity, by the sum inside the log, is not easy to maximise, and it can be proved (e.g. [62] chap 11), that such an objective is not convex.
For that reason, it is necessary to consider an approximated MAP; let us start by considering the complete data log-likelihood

$$
\begin{equation*}
\mathrm{L}_{\mathrm{c}}=\log \mathrm{p}(x, z \mid \theta)=\sum_{\mathrm{i}}^{\mathrm{N}} \log p\left(x_{\mathrm{i}}, z_{\mathfrak{i}} \mid \theta\right) \tag{2.19}
\end{equation*}
$$

That objective, assuming $p(x, z)$ belongs to the exponential family, is a convex function. Thus, to compute that quantity we need to guess $z$, an unknown variable. To overcome this issue, we might consider the Expectation Maximisation (EM) technique: a two-step iterative process which performs an expectation (E) step in order to avoid removing dependence upon the unknown variable, and a maximisation (M) step, which computes the parameters so as to maximise the expected log-likelihood.

In more detail, the EM firstly computes the expected complete data log-likelihood with respect the actual parameter $\theta_{t-1}$ :

$$
\begin{equation*}
\mathrm{Q}\left(\theta, \theta_{\mathrm{t}-1}\right)=\mathbb{E}_{\mathbf{q}\left(z \mid \theta_{\mathrm{t}-1}\right)}\left[\mathrm{L}_{\mathrm{c}}(\theta)\right] \tag{2.20}
\end{equation*}
$$

and then maximise the auxiliary function $\mathrm{Q}\left(\theta, \theta_{\mathrm{t}-1}\right)$, that does not depend on $z$, to obtain the new parameter $\theta_{t}$,

$$
\begin{equation*}
\theta_{\mathrm{t}}=\arg \max _{\theta} \mathrm{Q}\left(\theta, \theta_{\mathrm{t}-1}\right) \tag{2.21}
\end{equation*}
$$

Thanks to the EM algorithm, we have a way in which to learn the parameters that maximise the log-likelihood of the model. Since we are looking for the MAP estimator, and the log-prior $p(\theta)$ does not depend by $z$, it is sufficient to add the log-prior within the maximisation step:

$$
\begin{equation*}
\theta_{\mathrm{t}}=\arg \max _{\theta} \mathrm{Q}\left(\theta, \theta_{\mathrm{t}-1}\right)+\log p(\theta) \tag{2.22}
\end{equation*}
$$

EM FOR GAUSSIAN MIXTURE MODEL As an illustrative example we apply the EM for a Gaussian Mixture Model (GMM), a Mixture Model wherein the distribution functions are all Gaussian:

$$
\begin{equation*}
p_{k}(x \mid \theta)=\mathcal{N}\left(\mu_{k}, \Sigma_{k}\right) . \tag{2.23}
\end{equation*}
$$

The first step necessary to proceed with the EM is to compute the Auxiliary function $\mathrm{Q}\left(\theta, \theta_{\mathrm{t}-1}\right)$,

$$
\begin{align*}
\mathrm{Q}\left(\theta, \theta_{\mathrm{t}-1}\right) & =\mathbb{E}_{\mathfrak{p}(z)}\left[\sum_{i} p\left(x_{i}, z_{i} \mid \theta\right)\right] \\
& =\sum_{i} \mathbb{E}\left[\log \left[\prod_{k} \pi_{k} p_{k}\left(x_{i} \mid \theta\right)^{I\left(z_{i}=k\right)}\right]\right] \\
& =\sum_{i} \sum_{k} p\left(z_{i}=k \mid x_{i}, \theta_{t-1}\right) \log \left(\pi_{k} p_{k}\left(x_{i} \mid \theta\right)\right)  \tag{2.24}\\
& =\sum_{i} \sum_{k} r_{i k}\left(\log \pi_{k}+\log p\left(x_{i} \mid \theta\right) .\right.
\end{align*}
$$

The goal of E-step is to compute $Q$ or, more precisely, $r_{i k}=p\left(z_{i}=k \mid x_{i}\right)$, being the only term that depends by $\theta_{\mathrm{t}-1}$. Here $\mathrm{r}_{\mathrm{ik}}$ represents the responsibility that cluster k takes for data-point $i$, and it is defined as

$$
\begin{equation*}
r_{i k}=\frac{\pi_{k} p_{k}\left(x_{i} \mid \theta_{t-1}\right)}{\sum_{k^{\prime}} \pi_{k^{\prime}} p_{k^{\prime}}\left(x_{i} \mid \theta_{t-1}\right)} \tag{2.25}
\end{equation*}
$$

Until now we have not used any information about the shape of the generative distributions, since the responsibility term has the form described above for any Mixture of Models.

The goal of the M-step is to optimise the auxiliary function Q for the parameters $\pi$ and $\theta$.
Let us start with $\pi$, since $Q[\pi]=\sum_{i} \sum_{k} r_{i k} \log \pi_{k}$, we have that the optimal $\pi$ is

$$
\begin{equation*}
\pi_{k}=\frac{1}{\mathrm{~N}} \sum_{\mathrm{i}} \mathrm{r}_{\mathrm{ik}} \tag{2.26}
\end{equation*}
$$

To estimate $\mu_{\mathrm{k}}$ and $\Sigma_{\mathrm{k}}$, it is necessary to rewrite the function Q in terms of these two variables:

$$
\begin{align*}
\mathrm{Q}\left[\mu_{\mathrm{k}}, \Sigma_{k}\right] & =\sum_{i} \sum_{k} r_{i k} \log p_{k}\left(x_{i} \mid \theta\right) \\
& =-\frac{1}{2} \sum_{k} r_{i k}\left[\log \left|\Sigma_{k}\right|+\left(x_{i}-\mu_{k}\right)^{\top} \Sigma_{k}^{-1}\left(x_{i}-\mu_{k}\right)\right], \tag{2.27}
\end{align*}
$$

a function that is maximised by

$$
\begin{align*}
\mu_{k} & =\frac{\sum_{k} r_{i k} x_{i}}{\sum_{i} r_{i k}} \\
\Sigma_{k} & =\frac{\sum_{k} r_{i k} x_{i} x_{i}^{\top}}{\sum_{i} r_{i k}}-\mu_{k} \mu_{k}^{\top} \tag{2.28}
\end{align*}
$$

In the Mixture of Models setting, we observed that it is unfeasible to compute a posterior for the parameters ascribed, and we have to limit ourselves to consider a MAP estimate, one which is computed via the EM algorithm. But sometimes it could be useful to have at least an approximation of the posterior distribution. For example, let us consider the regression case. Given a new data-point $\chi^{*}$, we do not want to know just the predicted value, but also the expected accuracy of such a prediction $p\left(y^{*} \mid x^{*}\right)$, which is given by integrating the likelihood

$$
\begin{equation*}
p\left(y^{*} \mid x^{*}\right)=p\left(y^{*} \mid x^{*}, \mathcal{D}\right)=\int p\left(y^{*} \mid x^{*}, w, \mathcal{D}\right) p(w \mid \mathcal{D}) \tag{2.29}
\end{equation*}
$$

Since the posterior $\mathfrak{p}(w \mid \mathcal{D})$ is not often feasible to compute (until now we have considered only a special case wherein the distribution is Gaussian and there exists a closed-form), the only feasible approach is to approximate it. A general class of approximations that works essentially within all contexts is variational inference in which we choose a distribution $q(\theta)$ from a known tractable family, $\mathrm{q} \in \mathcal{Q}$, and then try to make this distribution as close as possible to the true posterior $p(\theta \mid \mathcal{D})$. Before proceeding further, let us give a brief overview of the possible metrics in a distribution space.

METRICS IN THE DISTRIbUTION SPACE In a classic normed vector space $V=(\mathrm{V},\|\cdot\|)$, we say that for any two vectors $v$ and $w$ the natural distance is defined as $\|v-w\|$, and we call the metric $\mathrm{d}: \mathrm{d}(v, w)=\|v-w\|$, the induced metric by the norm $\|\cdot\|$. The induced metric is not the only possible one, indeed a metric in V is a function $\mathrm{d}: \mathrm{V} \times \mathrm{V} \rightarrow \mathbb{R}_{+}$that satisfies the following three properties: [1] positive definiteness $\mathrm{d}(v, w) \geqslant 0$ for any $v \neq w$; [2] symmetry $\mathrm{d}(v, w)=\mathrm{d}(w, v)$ and, [3] the triangle inequality $\mathrm{d}(v, w) \leqslant \mathrm{d}(v, u)+\mathrm{d}(u, w)$. In the case of the distribution space, the space of the distributions in the vector space $V$ is not a normed space, and the most popular metric between the distributions $p$ and $q$ is the $k$-Wasserstein distance $W_{K}$ defined as

$$
\begin{equation*}
W_{k}(p, q)=\inf _{\gamma \in \Gamma(p, q)} \int_{V}\|x-y\|^{\kappa} d \gamma(x, y) \tag{2.30}
\end{equation*}
$$

where $\Gamma(p, q)$ denotes the collection of all measures on $V \times V$ with marginals $p$ and $q$ on the first and second factors, respectively. With the infimum in the definition, the metric cannot be computed in real settings, for this reason in machine learning the most popular "distance" function is a divergence: the Kullback-Leibler (KL) divergence, which is a non-symmetric function that does not satisfy the triangle inequality. The KL-divergence defined as

$$
\begin{equation*}
D_{K L}(q \| p)=\int q(z) \log \frac{q(z)}{p(z)} d z \tag{2.31}
\end{equation*}
$$

could be computed analytically without too much effort and, as we will see in the following section, has a clear information interpretation.

THE EVIDENCE LOWER bOUND Letting $Q$ be the space of all tractable distributions $q(\theta)$, the goal of Variational Inference (VI) is to find the closest $q \in \mathcal{Q}$ to the intractable $p(\theta \mid \mathcal{D})$ :

$$
\begin{equation*}
q^{*}(\theta)=\arg \min _{q \in \mathcal{P}} D_{K L}(q(\theta) \| p(\theta \mid \mathcal{D})) \tag{2.32}
\end{equation*}
$$

Unfortunately, that objective is unfeasible to compute since it would require us to compute the posterior $p(\theta \mid \mathcal{D})$ point-wise. For this reason we have to optimise an approximation - an upper bound - of (2.32). The idea is to substitute the intractable $p(\theta \mid \mathcal{D})$ with the unnormalised distribution $\mathfrak{p}(\theta, \mathcal{D})=\mathfrak{p}(\theta \mid \mathcal{D}) \mathfrak{p}(\mathcal{D})$ so that, in general, it is simpler to compute the posterior. Thus, the new objective that is feasible to compute is:

$$
\begin{equation*}
J(\theta)=D_{K L}(q(\theta) \| p(\theta, \mathcal{D})), \tag{2.33}
\end{equation*}
$$

an upper bound of the original objective (2.32) yet the two minima coincide,

$$
\begin{align*}
J(\theta) & =D_{K L}(q(\theta) \| p(\theta, \mathcal{D})) \\
& =\int q(\theta) \log \frac{q(\theta)}{p(\theta \mid \mathcal{D}) p(\mathcal{D})}  \tag{2.34}\\
& =D_{K L}(q(\theta) \| p(\theta \mid \mathcal{D}))-\log p(\mathcal{D}),
\end{align*}
$$

where the equivalence of the minima is followed by the observation that $p(\mathcal{D})$ is a constant of the system.

Let us note that the objective in (2.34) is strictly related to the EM-algorithm where it is optimised to the auxiliary function $\mathrm{Q}\left(\theta, \theta_{\mathrm{t}-1}\right)=\mathbb{E}_{\mathrm{q}\left(z \mid \theta_{\mathrm{t}-1}\right)}\left[\sum_{\mathfrak{i}} \log p\left(x_{\mathrm{i}}, z_{\mathfrak{i}} \mid \theta\right)\right]$. Remembering that by Bayes formula $p\left(x_{i}, z_{i} \mid \theta\right)=p\left(x_{i} \mid z_{i}, \theta\right) p\left(z_{i} \mid \theta\right)$, the auxiliary formula can be rewritten equivalently as

$$
\begin{align*}
\mathrm{Q}\left(\theta, \theta_{\mathrm{t}-1}\right) & =\mathbb{E}_{\mathbf{q}\left(z \mid \theta_{\mathrm{t}-1}\right)}\left[\sum_{i} \log p\left(x_{i} \mid z_{i} \cdot \theta\right) p\left(z_{i} \mid \theta\right)\right] \\
& =\mathbb{E}_{\mathbf{q}\left(z \mid \theta_{\mathrm{t}-1}\right)}\left[\sum_{i} \log p\left(x_{i} \mid z_{i} \cdot \theta\right)+\log p\left(z_{i} \mid \theta\right)\right]  \tag{2.35}\\
& =\mathbb{E}_{\mathbf{q}\left(z \mid \theta_{\mathrm{t}-1}\right)}\left[\sum_{i} \log p\left(x_{i} \mid z_{i} \cdot \theta\right)\right]-\mathrm{D}_{\mathrm{KL}}\left(\mathrm{q}(z \mid \theta) \| \log p\left(z_{\mathrm{i}} \mid \theta\right)\right),
\end{align*}
$$

an expression really close to the objective in (2.34). By this observation, we can think of the VI inference as being a theoretical framework by which we may apply the EM in a single step.

As an introductory chapter, devoted to sketching the main ideas underlying Bayesian and Variational inference, we apply the VI in a specific context; namely a mean-field approximation for the univariate Gaussian estimation. For a general review, we refer to chapter 11 of [62].

Variational inference for univariate gaussian In the preceding section we discussed the density estimation and provided a posteriori for the mean, assuming that the variance $\sigma^{2}$ is a constant. Although it is possible to provide a full Bayesian approach to evaluate the posterior of $\sigma$ in the following section, for illustrative purposes, we estimate the posterior via VI. Following the same notation in [62] let us define $\lambda=\sigma^{-2}$, and assume that the prior for the parameters $\mu, \lambda$ is

$$
\begin{equation*}
p(\mu, \lambda)=\mathcal{N}\left(\mu \mid \mu_{0},\left(\kappa_{0} \lambda\right)^{-1}\right) \Gamma\left(\lambda \mid a_{0}, b_{0}\right) \tag{2.36}
\end{equation*}
$$

where $\Gamma(\cdot, \cdot)$ denotes the Gamma distribution, and the parameters defining the prior are supposed known. The variational distribution has to be tractable, for this reason a common assumption is to consider a factorized approximation, $q(\theta)=\prod_{i} q\left(\theta_{i}\right)$, that in our specific case means:

$$
\begin{equation*}
q(\mu, \lambda)=q(\mu) q(\lambda) . \tag{2.37}
\end{equation*}
$$

The choice of a factorised distribution, the so called mean field method, it is particular useful to have an easy to compute inference:

$$
\begin{equation*}
\log q\left(\theta_{i}\right)=\sum_{j \neq i} \mathbb{E}_{q\left(\theta_{\mathfrak{j}}\right)}[\log p(\theta, \mathcal{D})] \tag{2.38}
\end{equation*}
$$

In the following we will observe that this update holds for the univariate Gaussian, but a general derivation could be found in [62].

The approximated inference in (2.32) could be written as

$$
\begin{align*}
L(q) & =\int q(\lambda) q(\mu)[\log p(\mu, \lambda, \mathcal{D})-\log q(\mu) q(\lambda)] d \lambda d \mu \\
& =\int q(\lambda) \int q(\mu) \log p(\mu, \lambda, \mathcal{D}) d \lambda d \mu  \tag{2.39}\\
& -\int q(\lambda) \int q(\mu)[\log q(\mu)+\log q(\lambda)] d \lambda d \mu \\
& =\int q(\lambda) \mathbb{E}_{\mathbf{q}(\mu)}[\log p(\lambda, \mu, \mathcal{D})]-\mathbb{E}_{q(\mu)}[\log q(\mu)]-\mathbb{E}_{q(\lambda)}[\log q(\lambda)] .
\end{align*}
$$

From the equation above, we see that the objective is maximised when each marginal, say $q(\lambda)$, is equal to the average of the unnormalized posterior with respect the other variable,

$$
\begin{equation*}
\log q^{*}(\lambda)=\mathbb{E}_{q(\mu)}[\log p(\mu, \lambda, \mathcal{D})] . \tag{2.40}
\end{equation*}
$$

In light of this useful property, in order to compute the variational inference it is sufficient to compute the unnormalized $\log$ posterior,

$$
\begin{align*}
\log p(\mu, \lambda, \mathcal{D}) & =\log p(\mathcal{D} \mid \mu, \lambda)+\log p(\mu \mid \lambda)+\log p(\lambda) \\
& =\frac{N}{2} \log \lambda-\frac{\lambda}{2} \sum_{i}^{N}\left(x_{i}-\mu\right)^{2}-\frac{\kappa_{0} \lambda}{2}\left(\mu-\mu_{0}\right)^{2}+  \tag{2.41}\\
& +\frac{1}{2} \log \left(\kappa_{0} \lambda\right)+\left(a_{0}-1\right) \log (\lambda)-b_{0} \lambda+C,
\end{align*}
$$

and compute the average with respect to one of the two parameters, respectively:

$$
\begin{align*}
\log q^{*}(\mu) & =\mathbb{E}_{q(\lambda)}[\log p(\mathcal{D} \mid \mu, \lambda)+\log p(\mu \mid \lambda)]+C \\
& =\frac{\mathbb{E}_{\lambda}[\lambda]}{2}\left[\kappa_{0}\left(\mu-\mu_{0}\right)^{2}+\sum_{i}^{N}\left(x_{i}-\mu\right)^{2}\right]+C, \tag{2.42}
\end{align*}
$$

and

$$
\begin{align*}
\log q^{*}(\lambda) & =\mathbb{E}_{q(\mu)}[\log p(\mathcal{D} \mid \mu, \lambda)+\log p(\mu \mid \lambda)+\log p(\lambda)]+C \\
& =\left(a_{0}-1\right) \log \lambda-b_{0} \lambda+\frac{1}{2} \log \lambda+\frac{N}{2} \log \lambda  \tag{2.43}\\
& -\frac{\lambda}{2} \mathbb{E}_{\mu}\left[\kappa_{0}\left(\mu-\mu_{0}\right)^{2}+\sum_{i}^{N}\left(x_{i}-\mu\right)^{2}\right]+C .
\end{align*}
$$

From the description above we have established that the variational distributions associated to the two parameters are

$$
\begin{equation*}
q(\mu)=\mathcal{N}\left(\mu \mid \mu_{N}, \kappa_{N}^{-1}\right), \quad q(\lambda)=\Gamma\left(\lambda \mid a_{N}, b_{N}\right) \tag{2.44}
\end{equation*}
$$

where

$$
\begin{align*}
& \mu_{N}=\frac{\kappa_{0} \mu_{0}+N \bar{x}}{\kappa_{0}+N} \\
& \kappa_{N}=\left(\kappa_{0}+N\right) \mathbb{E}_{\lambda}[\lambda] \\
& a_{N}=a_{0}+\frac{N+1}{2}  \tag{2.45}\\
& b_{N}=b_{0}+\frac{1}{2} \mathbb{E}_{\mu}\left[\kappa_{0}\left(\mu-\mu_{0}\right)^{2}+\sum_{i}^{N}\left(x_{i}-\mu\right)^{2}\right]
\end{align*}
$$

Thanks to this simple example, we have seen the power and the conceptual simplicity of variational inference, a general principle that can be applied to more challenging tasks wherein pure Bayesian inference is not feasible.

### 2.5 VARIATIONAL INFERENCE AND INFORMATION THEORY

### 2.5.1 Basic introduction on Information theory

entropy Information Theory is a relatively new field which was developed initially by Shannon [71] to measure the quality of the communication in a (physical) channel. This theory, although in principle related to signal processing, has a strong relationship with Machine Learning [56,61] and, as we will see in the following section, it will be particularly useful to interpret both the Bayes and Variational Inference. The body of literature pertaining to information theory is vast and so we refer to [18] for a relatively recent review. In the following section, we limit ourselves to defining those basic information theory concepts that will be useful in understanding our future analysis.

To have a clearer interpretation, let us start by considering the following basic problem: Alice has a set of pictures $X=\left\{x_{i}\right\}_{i}^{N}$ with subject $\mathcal{Y}=\left\{y_{i}\right\}_{i}^{N}$ and she wants to inform Bob about the picture subjects, using a communication channel which allows her to send just a binary description Z. It is necessary to encode each image $x_{i}$ in a channel code (representation) $z_{i}$. It is the assumption that the channel is noiseless and Bob knows all the possible subjects $y$ (without loss of generality $y=\{1, \ldots, M\}$ ), and he knows how to decode the binary code $z$ to the target $y$. The first idea is to map each data-point $x_{i}$ with $y_{i}=j$ in a one-hot vector $z$ (i.e. $z^{(\mathfrak{j})}=0$ for $\mathfrak{j} \neq \mathrm{y}$ and $z^{y}=1$ ). That description, although correct, is expensive, since the dimension of the code is growing linearly with the number $M$ of subjects. If there are $N$ data-points, Alice has to send a code $Z$ that is $N \times M$ bytes long. A cheaper alternative is to consider a code of length $\log _{2}(M)$, if $M=2^{k}$, otherwise the smallest integer is greater than $\log _{2}(M)$. That option is cheaper than the naive one, but this choice is not optimal and it could improved. If we know that some data-points are more likely than others then the idea could
be to give a smaller length code to the points with a higher probability. Thus, one idea would be to define the length of the data-point $l(x)$ as

$$
\begin{equation*}
l(x)=\log _{2} \frac{1}{p(x)^{\prime}} \tag{2.46}
\end{equation*}
$$

in this setting the average length of the code $Z$ will be $L(Z)=N H(X)$, where the $H$ function, the entropy of $X$, is defined as

$$
\begin{align*}
H(X) & =\sum_{i} p\left(x_{i}\right) l\left(x_{i}\right) \\
& =-\sum_{i} p\left(x_{i}\right) \log _{2} p\left(x_{i}\right) . \tag{2.47}
\end{align*}
$$

It can be proven that the embedding described above is optimal and that the $\mathrm{NH}(\mathrm{X})$ is the minimal code-length, so that this theorem is the so-called Shannon Coding Theorem.

To give an intuitive insight, let us consider the case $y=\{1,2,3,4\}$ with a probability to occur respectively of $\left\{\frac{1}{2}, \frac{1}{4}, \frac{1}{8}, \frac{1}{8}\right\}$. If we consider the same code length for all the data, we should have a code $z$ of length 2 for each data-point with a message length of 2 N bits. Otherwise, choosing a length equal to the logarithm of the inverse probability, we determine that the average code length is $1.75 \mathrm{~N}<2 \mathrm{~N}$. Let us notice that the difference between the two coding approaches is greater when the distribution is concentrated within a few terms. In the extreme case, the distribution is concentrated within just one element (Dirac distribution) and we do not need to encode anything. In contrast, if the distribution is equally distributed for all the points, the code length is the same for all the data points (i.e. we have the naive case).

We observed above that the entropy of a random variable defines a lower bound of the code-length that we need to use to describe the random variable itself: $X$ cannot be described in less than $\mathrm{NH}(\mathrm{X})$ bits. In light of the connection with the code-length of the data, we say that the entropy of a variable is a measure of the information stored within the variable itself: thus a variable $X$ is said to be more informative than $Y$ if we need more bits to describe $X$ than $Y$.

In the description above, we restricted our attention to the binary code setting. Such a choice is arbitrary, and the space can have many possible bases $b$, with the entropy computed with respect the $\log _{b}$. Moreover, while the entropic definition holds for discrete distributions, as we have seen in the Bayes description wherein we heavily employ Gaussian properties, it would be preferable to extend the entropic definition to the continuous case. The entropy for continuous distributions $p(x)$ is called differential entropy and is defined as

$$
\begin{equation*}
h(X)=\int-p(x) \log p(x) d x \tag{2.48}
\end{equation*}
$$

In this setting the distribution $d(x)$ is discrete, and the differential entropy $h(X)$ coincides with the (classic) entropy $H(X)$ which follows, by the definition of integral sum, that in the discrete case it is just a summation.

The entropy of a continuous function does not satisfy the same properties as a discrete distribution. For example, in general, the entropy of a continuous distribution is not positive, voiding the original interpretation of entropy as being a quantity of information stored within the variable.

To avoid such an issue, and to maintain an informative description of the continuous distribution, in the following section we consider the entropy of a continuous function as being its $n$-bit quantisation, with $n$ being arbitrarily large.

Given a distribution $p(x)$, the $n$-bit quantization $p_{n}(x)$ is the discrete distribution with $n$ values, such that $p_{n}(x)=p_{i}$ for any $x \in\left[x_{i}, x_{i+1}\right]$, where $p_{i}=p\left(x_{i}\right)\left|\left[x_{i}, x_{i+1}\right]\right|$. Such a description, which at first sight could appear a little anomalous, is nonetheless consistent with the general idea that, in nature, nothing exists that is continuous and, therefore, continuity is merely an abstract mathematical construct within the definition of differential entropy. Indeed, it can be proven that, for $n \rightarrow \infty$, the quantised entropy is equal to the differential entropy.

From henceforth, in terms of the use of language, we refer to both classical and quantised entropy only as entropy.

MUTUAL INFORMATION
Until this point, we have considered the unrealistic scenario in which there is no noise in the communication, and that $X$ and $Y$ have the same entropy, since there was no loss of information within the channel. Such an assumption, as previously stated, is unrealistic and therefore it is more precise to assume that there is some degree of noise inherent within the channel and that some information will therefore be lost. The quantity of information lost by Y about X in the channel is quantified by the conditional entropy

$$
\begin{equation*}
H(X \mid Y)=\sum_{i, j}-p\left(x_{i}, y_{j}\right) \log p\left(x_{i} \mid y_{j}\right) \tag{2.49}
\end{equation*}
$$

Defined the quantity of information stored in the variable and the quantity of information lost in the message, we are able to define the quantity of information shared between the two variables, the Mutual Information I(X; Y),

$$
\begin{align*}
I(X ; Y) & =H(X)-H(X \mid Y) \\
& =H(Y)-H(Y \mid X) \tag{2.50}
\end{align*}
$$

i.e. the information stored by $X, H(X)$, minus the information lost in the channel by $Y$ about $X$, $\mathrm{H}(\mathrm{X} \mid \mathrm{Y})$. The Mutual Information (MI), in agreement with the intuition, is a positive symmetric function.

Moreover, the mutual information can be written in terms of a KL divergence, such that

$$
\begin{equation*}
I(X, Y)=D_{K L}(p(x, y) \| p(x) p(y)) . \tag{2.51}
\end{equation*}
$$

The definition via KL divergence shows a pure probabilistic definition of the MI, the distance between the joint distribution $p(x, y)$ and the product of marginals: $p(x) p(y)$, higher is the MI higher is the distance between the two distributions. Equivalently, by the properties of KL-divergence the MI can be rewritten as

$$
\begin{equation*}
I(X, Y)=\mathbb{E}_{y}\left[D_{K L}(p(x \mid y) \| p(x))\right] \tag{2.52}
\end{equation*}
$$

by this formulation it is also clearer as to what the KL divergence is measuring in terms of the expected number of extra bits that must, on average, be sent to identify $Y$ if the value
of $X$ is not already known to the receiver. By this description, we see that the maximal mutual information is obtained when $Y=X$ (i.e. $I(X ; Y)=H(X)=H(Y)$ ), indeed in general $I(X ; Y) \leqslant \min \{H(X), H(Y)\}$.

To show the final property of the MI, let us revert to the Alice-Bob channel. In a noisefree channel $I(X, Z)=I(Z, Y)=I(X, Y)=H(X)$, but in a noisy channel we expect that the information shared by $X$ with $Y$ is less than the one with $Z$ because there could be some noise arising between Z and Y . This is true in terms of Data Processing inequality for any channel $X \rightarrow Z \rightarrow Y$, and, as such, the following inequality holds:

$$
\begin{equation*}
I(X, Z) \geqslant I(X, Y) \tag{2.53}
\end{equation*}
$$

The data-processing inequality will be used heavily in the subsequent chapters, but for now it is relevant because it induces a form of triangular inequality,

$$
\begin{equation*}
\mathrm{I}(\mathrm{X}, \mathrm{Z})+\mathrm{I}(\mathrm{Z}, \mathrm{Y}) \geqslant 2 \mathrm{I}(\mathrm{X}, \mathrm{Y}) \tag{2.54}
\end{equation*}
$$

That last property, combined with the positivity and symmetry, allows us to show that the function

$$
\begin{equation*}
\mathrm{D}(\mathrm{X}, \mathrm{Y})=1-\frac{\mathrm{I}(\mathrm{X} ; \mathrm{Y})}{\max \{\mathrm{H}(\mathrm{X}), \mathrm{H}(\mathrm{Y})\}} \tag{2.55}
\end{equation*}
$$

is a metric within the probabilistic space.

### 2.5.2 Applications of Variational Inference

In the Variational Inference example provided above, we observed that such a technique allows us to compute the posterior of the parameters, terms which the classic Bayesian approach cannot compute. In this section, after the description in [30], we aim to highlight the relationship arising between variational inference and information theory. We will observe that the heuristic Occam's razor principle can be formalised, within information-theoretic terms, as a Minimum Description Length (MDL) principle, and that the variational inference approach is a stochastic version of that principle.

Let us then consider a general problem with a data-set $\mathcal{D}$ and a model family $\mathcal{M}$ parametrised by $\theta$. The MAP goal is to find the parameter $\theta_{*}$, such that $p\left(\theta_{*} \mid \mathcal{D}\right)$ is maximal. However, what if two parameters satisfy the same properties? Occam's razor asserts that, given two models describing the same data in the same way, $p\left(\mathcal{D} \mid \theta_{1}\right)=p\left(\mathcal{D} \mid \theta_{2}\right)$ we have to prefer the simpler option, but the definition of 'simple' is not clear. Commonly it is considered that the attribute 'simple' describes a model which uses the fewest possible parameters.

As we have seen, entropy provides a measure of the information of a random variable, and the logarithm of the inverse probability is the length of the specific term within the encoding space. In light of that description, it is reasonable to state that longer codes are more complex than shorter ones, and that a high entropy variable is more complex than a low entropy one. In this context, Occam's Razor can be written in terms of choosing the less
entropic random variable $\theta^{\prime}$, such that the information lost in the communication $p\left(\mathcal{D} \mid \theta^{\prime}\right)$ is maintained bounded, i.e. we optimise the following MDL problem

$$
\begin{equation*}
\min _{\theta} L(\mathcal{D} \mid M)=-\log p(\mathcal{D} \mid M, \theta)-\log p(\theta \mid M) \tag{2.56}
\end{equation*}
$$

finding the shortest parameter that describes both the data and the model itself.
The MDL objective in (2.56) is formally equivalent to the MAP objective (2.13), but the two are not the same. In MAP, the model is prefixed, and the learnt variables are also the optimal parameters for the model, whereas in the MDL, the model has to be selected. Assuming that we have a specially extra-flexible model, such that its parameters can describe any possible models, the MAP and MDL objectives are the same.

To further underline the connection between MAP and MDL, let us note that the objective (2.56) can be viewed as an approximation of the problem to minimise the complexity ( code-length) of the approximated generating distribution $p(\mathcal{D} \mid M)$, which is defined as

$$
\begin{equation*}
p(\mathcal{D} \mid M)=\int p(\mathcal{D} \mid \theta) p(\theta \mid M) \tag{2.57}
\end{equation*}
$$

Such a quantity is an integral with respect to a potentially infinite set of parameters and, in general, it is not easy to compute. To simplify the computation in an extreme fashion we can assume that the data is concentrated around a single parameter $\theta^{\prime}$. Within this setting, the integral has the form:

$$
\begin{equation*}
p(\mathcal{D} \mid M)=p\left(\mathcal{D} \mid \theta^{\prime}\right) p\left(\theta^{\prime} \mid M\right) \tag{2.58}
\end{equation*}
$$

and putting the expression (2.58) under the logarithmic function, we recover the objective in (2.56).

Underlining the relationship arising between the MAP and MDL estimator and their differences, in the following section we will assume implicitly that we are within the setting in which the parameter $\theta$ can describe any parameter. Thus we can simplify the notation, removing from $q(\theta \mid M)$ the dependence of $M$ and simply writing the term $q(\theta)$

VARIATIONAL INFERENCE AND MDL In the MAP setting, we assume that we are considering only a single $\theta$, onw which is sampled from the distribution $p(\theta)$. A reasonable improvement could be to consider more than just one parameter, chosen according to a distribution $q(\theta)$; wherein the integral in (2.57) is better approximated by a reduced sum of the most likely parameters either than considering only that factor with the most likely parameter. In that setting, since the parameters are more than one and sampled from the distribution $q(\theta)$, the length of the generative distribution $L(\mathcal{D} \mid \theta)$ cannot be computed explicitly and thus we can estimate the average code-length with respect the distribution $q(\theta)$ :

$$
\begin{align*}
L(\mathcal{D} \mid M) & =\mathbb{E}_{\mathbf{q}}[l(\mathcal{D} \mid M)] \\
& =\mathbb{E}_{\mathbf{q}}[l(\theta)+l(X \mid \theta)]  \tag{2.59}\\
& =-\int q(\theta)[\log p(\theta \mid M)+\log p(\mathcal{D} \mid \theta, M)]
\end{align*}
$$

The derived average generating length $\mathrm{L}(\mathcal{D} \mid \mathrm{M})$, is an upper bound of the MDL objective in (2.56), and is minimised by the single model minimising the deterministic MDL (i.e. the optimal solution would be $q(\theta)=\delta\left(\theta^{\prime}\right)$ ); thereby losing the advantage of considering a random $\theta$. Indeed, by introducing the new distribution $q(\theta)$ with added redundancy, there is extra information within the system that has to be taken into account. Thus, the idea of taking into account the extra information adds to the objective in (2.59), e.g. the entropy of the distribution $q(\theta)$. In this way the new objective to optimise has the form:

$$
\begin{align*}
\mathrm{L}_{\mathrm{q}}(\mathcal{D}) & =\mathrm{L}(\mathcal{D} \mid M)-\mathrm{H}_{\mathrm{q}}(\theta) \\
& =\int q(\theta) \log \frac{q(\theta)}{p(\theta \mid \mathcal{D}) p(\mathcal{D})}, \tag{2.60}
\end{align*}
$$

which is exactly the variational objective optimised (2.32).

FREE ENERGY AND INFOMAX
In the paragraph above we have seen how the variational inference is strictly connected to a model selection problem, namely the Minimum Description Length, which was initially described in information-theoretic terms. The connections between information theory and variational inference are not limited exclusively to the example cited above. Indeed, the variational inference objective (2.32) is the associated with the efficient coding theory that was first developed by Barlow [8] to describe the brain's behaviour in terms of maximising the available information arising between sensation and representation, also known as the InfoMax principle.

In terms of detail, the efficient coding theory idea is that, given a set of signals $\left\{x_{i}\right\}$, the brain has to encode these within some representations $\theta$ in an efficient way, and this is done via maximising the mutual information arising between sensations $x_{i}$ and representations $\theta$. In the original formulation, the representation $\theta$ was fixed, and thus the principle did not have a probabilistic interpretation. A probabilistic interpretation was provided in the first machine learning applications and, as observed in [9], in this revisited setting it is necessary to bound the representation entropy in order to avoid the representation being equivalent to the signal.

More recently, the free-energy principle [22] was proposed to describe how any selforganising system - and, in particular, the brain - works. The main idea underlying the free-energy principle is that a learning system is learning by acting, wherein the action is itself the ability to generate samples that are associated with the environment $p(\theta)$ in which it lives. More formally, the free-energy principle is a probabilistic model depending, as it does, on two distributions: [1] the representation density $q(\theta)$, and [2] the one generating the sensory samples $p(x \mid \theta)$ maximising the free-energy objective:

$$
\begin{equation*}
\mathbb{E}_{\mathfrak{q}(\theta, x)}[-\log \mathfrak{p}(x \mid \theta)]+\mathrm{D}_{\mathrm{KL}}(\mathbf{q}(\theta) \| \mathfrak{p}(\theta)), \tag{2.61}
\end{equation*}
$$

where the first term represents the ability to generate samples associated with the environment, while the KL term represents the ability to learn the correct representation adequately describing the environment.

The Free-Energy objective in (2.61) is exactly the VI in (2.32) objective (with opposite sign) that, as seen in (2.60), can be written as a variational InfoMax: an InfoMax wherein the encoding representation $\mathrm{q}(\theta)$ has to be bounded as stipulated in [9].

By virtue of this analysis, we have seen that Variational Inference is not only a way in which we can approximate the pure Bayesian Inference, it is also useful in describing the selection model objective, specifically the MDL, and the learning objective that derives from Neuroscience. As we will see in the following chapters, such precepts are widely used within the context of Machine Learning.

The last chapter observed how variational inference and information theory are used to describe the (representation) learning objective within the human brain framework. In the following chapter, starting from the basic PCA model, we will define what representation learning is within a purely Machine Learning context.

The first time we encountered the concept of representation was in the mixture model description, wherein the representation $z$, as described by a categorical distribution, defined which model of the mixture to use to generate a particular data-point. In the following chapter, we introduce a generalisation of the mixture of models, wherein the representation $z$ is not more categorical, but is rather continually distributed. These models are called Latent Variable Models since the goal is not only to discover the weight parameter $\theta$, but also the latent variables (aka representations) describing the data-set itself.

### 3.1 PRINCIPAL COMPONENT ANALYSIS

Let $\mathcal{D}=\left\{x_{i}\right\}_{1}^{N}$ be a set of points in $\mathbb{R}^{D}$, and assume we want to estimate the density from which they are sampled. Assuming that we know that the data are normally distributed, as we have discussed in the previous chapter, it is possible to estimate the mean and the $\mathrm{D} \times \mathrm{D}$ covariance matrix within a purely Bayesian framework. However, let us assume that an oracle tells us that the data are distributed around $\mathrm{K}<\mathrm{D}$ directions, i.e. the data lives around a K-dimensional hyper-plane embedded in D-dimensional space. In this setting, it is convenient to estimate the covariance matrix of the Gaussian for the hyper-plane axis and then to map the data in the D-space. In this way, the generative process of a new data-point $x$ is composed of two steps, namely sampling a point $z \in \mathbb{R}^{K}$ and then mapping it in the $D$-space.

The latter approach is preferable for two primary reasons. Theoretically, we store only those relevant factors, the so-called Principal Components, thereby getting rid of possible noise, and also computationally, assuming $K \leqslant D \phi$, with $\phi=(1+\sqrt{5}) / 2$ the golden number, that the parameters required to estimate the Principal Component Analysis (PCA) are less than would arise within a pure Bayesian inference. Indeed, in the PCA, the parameters to be estimated are $K(D+K)$, i.e. - the embedding matrix $W \in \mathbb{R}^{D \times K}$, plus- the covariance matrix $C \in \mathbb{R}^{K \times K}$, instead in the Bayesian approaches the parameters to estimate are $D^{2}$. Thus, $K(D+K)<D^{2}$ if $K^{2}+D K-D^{2}<0$, i.e. if $K \leqslant D \phi$.
estimation of parameters We have seen that it is convenient to look at the principal components and describe the covariance matrix with respect to such components. However,
these components have to be recovered as they are not known in advance. By definition, the principal components are the directions wherein the data is changing increasingly or, more formally, where the variance is higher. Starting from that definition it is only natural to consider the principal components as the eigenvector with highest magnitude (eigenvalue) of the empirical covariance matrix $S=\sum_{i}\left(x_{i}-\bar{x}\right)\left(x_{i}-\bar{x}\right)^{\top}$, where $\bar{x}=\frac{1}{N} \sum_{i} x_{i}$ is the empirical average. Indeed, we know from basic linear algebra that any positive definite square matrix $S$ can be decomposed into

$$
\begin{equation*}
S=V \wedge V^{\top} \tag{3.1}
\end{equation*}
$$

with $\Lambda$ the diagonal matrix of the eigenvectors $\lambda_{i}$ describing the variance of $\mathcal{D}$ around the eigenvector $v_{i}$ column of $V$.

Both the eigenvalues $\lambda_{i}$ and the eigenvectors $\nu_{i}$ are associated with the data and they are recovered directly from the data itself. In particular, defined $X=\left[x_{1}^{\top}, \ldots, x_{N}^{\top}\right]^{\top}$, the $N \times n$ data matrix, by the Singular Value Decomposition (SVD) the data matrix is decomposed as follows:

$$
\begin{equation*}
\mathrm{X}=\mathrm{U} \wedge \mathrm{~V}^{\top}, \tag{3.2}
\end{equation*}
$$

where $U$ is a $N \times N$ matrix whose columns are orthonormal $\left(U^{\top} U=I\right)$, and the other matrices are as above.

By these SVD decomposition properties, in whuch we defined $\hat{D}$ as the diagonal matrix containing only the first $K$ eigenvalues (i.e. the one with the highest magnitude), with $\hat{V}$ and $\hat{\mathrm{U}}$ the associated truncated matrices, we can assert that the matrix data is approximately equal to

$$
\begin{equation*}
\hat{X} \approx \hat{U} \hat{\wedge} \hat{V}^{\top}, \tag{3.3}
\end{equation*}
$$

where the approximation improves with the number of eigenvectors considered. Indeed, it can be proved that the error arising between the truncated approximation and the original data matrix is approximately equal to the highest eigenvalue that was not considered $\lambda_{K+1}$, [62] (12.2.3)

$$
\begin{equation*}
\|X-\hat{X}\|_{F} \approx \lambda_{K+1} . \tag{3.4}
\end{equation*}
$$

Thanks to the SVD approximation, and remembering that the principal components are generated by the highest eigenvectors, defining the latent variable (representation) matrix $Z=\hat{U} \hat{\Lambda}$ and the mapping matrix $W=V^{\top}$, we have recovered the PCA model.

By this description, the projection matrix mapping the visible data-points in the latent variable is the eigenvector matrix and the transpose of the generative one. The PCA setting wherein both projection and generation are linear and symmetric is a special one. In the following section, we will see more complex models, but that setting is particularly useful in describing the properties of the representation.
a geometric perspective The most natural description of the PCA is a statistical one: finding the directions where the normal distribution has the highest variance. Another possible description is a geometric one, as it is useful to have an intuitive idea of what the Principal Components are. Assuming that the visible data are noisy observations of data-points living in a k-dimensional hyper-plane (a mathematical generalisation of the straight line, 1-plane, and the canonical plane, 2-plane), the goal of the PCA is to find such an hyper-plane, or better still the tangent vectors unequivocally defining such a plane.

For example, let us assume the trivial case of a 2-plane in $\mathbb{R}^{3}$, mapped by the function $f(x, y)=[x, y, x+y]^{\top}$. In this setting, where we know the generative function, $f$, the two representations are the variables $x, y$ : the so-called generative factors (i.e. the independent variables from which it is possible to generate any point of the plane), and the two eigenvectors which are defined respectively as

$$
\begin{equation*}
\partial_{x} f=[1,0,1]^{\top}, \quad \partial_{y} f=[0,1,1]^{\top}, \tag{3.5}
\end{equation*}
$$

(i.e. the partial derivatives of the generative function $f$ with respect the representations, the covariant vectors). From that straightforward example, it is possible to see that the PCA is invariant with respect to these defined rotations. Indeed, considering any rotation of the representations $x$ and $y$ does not change the result, since the fundamental property of a PCA representation is that they are independent.
an infomax description The first application of the InfoMax principle in machine learning [51] was to train the self-organising network maximising the information between the layers. This is a special network connecting the representations and the visible data (i.e. a network performing the linear operator $x=W z$ ), and it was learning a representation equivalent to PCA. This is not surprising, given that the PCA solution is the one maximising the information arising between the representation and the visible data. To visualise this, we may consider the two terms of the mutual information separately, namely the latent entropy $H(X)$ and the conditional entropy $\mathrm{H}(\mathrm{X} \mid \mathrm{Z})$.

The first term is a constant of the system. Then, the only parameter we need to consider is the conditional entropy $\mathrm{H}(\mathrm{X} \mid \mathrm{Z})$, which is a function of the distance arising between the original and the reconstructed data. Let us assume that the generated data $\hat{X}$ is generated as above by $W Z$ plus an arbitrary small noise $\mathcal{N}\left(0, \sigma^{2} I\right)$. By means of this assumption, if we infer that $p(x \mid z)$ is Gaussian distributed as

$$
\begin{equation*}
\log p(x \mid z) \propto-\|x-W z\|_{2}^{2} / \sigma^{2} \tag{3.6}
\end{equation*}
$$

then the conditional entropy is $H(X \mid Z)=\|X-\hat{X}\|_{F}$, as can be shown (followed by the SVD decomposition) that it is effectively minimised by the PCA solution.

Thanks to the alternative descriptions given above, we have observed that the PCA representations are not merely the projection in the highest magnitude of eigenspace. They are the orthogonal factors spanning the most informative subspace of dimension K with respect to the visible data-points $\left\{x_{i}\right\}_{i}$.

The PCA, as described above, is a deterministic model wherein the representations are linear projections of the data. However, with this model, is not possible to make any probabilistic inference in relation to the latent variables; a probabilistic description of the generative model; or a pure informative description without adding any arbitrary noise as in the InfoMax description provided above. For this reason, it is necessary to consider a probabilistic PCA [79].

The derivation of the probabilistic PCA is based on the observation that, since the visible data $\mathcal{D}$ is Gaussian distributed and the projection operator is a linear one, then the representation is normally distributed as well. Thus, without a loss of generality, we assume that it is zero-mean and unitary variance distributed, $p(z) \sim \mathcal{N}\left(0, I_{K}\right)$. The generated points $\hat{x}_{i}$ are sampled by the distribution $p\left(x \mid z, W, \sigma^{2}\right)=\mathcal{N}\left(W z, \sigma^{2} I\right)$, that depends on a linear generative operator $W$; the representation $z$ (as in the deterministic case); and the variance of the distribution $\sigma^{2}$. That definition of the generator was made in order to be consistent with what was seen in the deterministic case. Indeed, for $\sigma \rightarrow 0$, the generative distribution $p\left(x \mid z, W, \sigma^{2}\right)$ becomes a deterministic one.

As with any probabilistic approach, the most intuitive way to learn the parameters is to maximise the log-likelihood of the generative sample

$$
\begin{equation*}
\mathcal{L}(\theta)=\sum_{i} \log p_{\theta}\left(x_{i}\right)=\log p(X \mid \theta), \tag{3.7}
\end{equation*}
$$

where the generative distribution $p_{\theta}\left(x_{i}\right)$ is defined as

$$
\begin{equation*}
p_{\theta}(x)=p\left(x \mid W, \sigma^{2}\right)=\mathbb{E}_{p(z)}\left[p\left(x \mid z, W, \sigma^{2}\right)\right] . \tag{3.8}
\end{equation*}
$$

In particular, as observed in [79] the generative log-likelihood is

$$
\begin{equation*}
\log p\left(X \mid W, \sigma^{2}\right)=\frac{N}{2}\left[n \log (2 \pi)+\log |C|+\operatorname{tr}\left(C^{-1} S\right)\right] \tag{3.9}
\end{equation*}
$$

where $C=W W^{\top}+\sigma^{2} I_{n}, S=N^{-1} \sum_{i} x_{i} x_{i}^{\top}$, with $|\cdot|$ denoting the matrix determinant, and it is maximised by

$$
\begin{equation*}
W=V\left(\Lambda-\sigma^{2} I\right)^{1 / 2} R \tag{3.10}
\end{equation*}
$$

where $R$ is an arbitrary $K \times K$ rotation matrix, $V$ is the $n \times K$ matrix whose columns are the first $K$ eigenvectors of $S$, and $\Lambda$ is the corresponding diagonal matrix of eigenvalues. Moreover, the optimal variance is given by

$$
\begin{equation*}
\sigma^{2}=\frac{1}{n-K} \sum_{j=K+1}^{n} \lambda_{j} \tag{3.11}
\end{equation*}
$$

The optimal solution, consistent with the problem definition, for $\sigma \rightarrow 0$ is equivalent (equal up to rotation) to the solution as learned by the deterministic PCA. Moreover, the probabilistic description of the generator gives us, for free, an inference description of the representation projection, with latent posterior defined as

$$
\begin{equation*}
p(z \mid x, \theta)=\mathcal{N}\left(F^{-1} W^{\top} x, \sigma^{2} F^{-1}\right) \tag{3.12}
\end{equation*}
$$

with $F=W^{\top} W+\sigma^{2} I$.
We conclude the analysis of the PCA by observing that we introduced the PCA as a generalisation of mixture models, but in manner that is fundamentally different from what was done with the Bayesian models as outlined within the previous chapter, in that the inference is done with respect to the representation and not the weight. This is not a real issue, per se, since, as described in [47], the PCA described above can be described equivalently within the terms of the Bayesian framework standards. Thus we elected to introduce this version to stress the importance of learning representation rather than weights, although the two problems are equivalent.

### 3.3 REPRESENTATION LEARNING IN THE SUPERVISED SETTING

The PCA is the most famous example of representation learning in the unsupervised setting, since its principles can be generalised for any, possibly non-linear, generator g . Indeed, as we will see in the following section, any representation learning model can be described as a generative model problem: find the generator parameter, maximising the log-likelihood. By this description it appears as though representation learning is an unsupervised problem, and the representations are simply a description of the visible data, storing the relevant information necessary to generate good samples (i.e. samples that are close to the original ones).

In this section, we show that the definition provided above is incomplete, since the optimal representations are task-dependent. Indeed, the representation learning problem can be read at any time as a supervised problem, and the unsupervised setting is just a special case wherein the task is the generation. In particular, in the following section, without the risk of a loss of generality, we study the supervised problem via the regression task. Indeed, the classification task is a special regression in which it is put as a softmax in the output.

Let us start by considering the regression problem as described in the previous chapter: given the model

$$
\begin{equation*}
y=w \cdot \phi(x)+\varepsilon \tag{3.13}
\end{equation*}
$$

find the parameter $w$ maximising the the posterior $p(w \mid \mathcal{D})$, with prior $p(w)=\mathcal{N}\left(0, \sigma^{2} I\right)$.
Assuming the feature map $\phi$ is known, the posterior $p(w \mid \mathcal{D})$ is maximised by

$$
\begin{equation*}
w_{\text {PLS }}=\left(\Phi^{\top} \Phi+\sigma^{2} \mathrm{I}\right)^{-1} \Phi^{\top} y, \tag{3.14}
\end{equation*}
$$

an expression that depends upon the feature map $\phi$, or equivalently on the model representations $Z=\phi(\mathrm{X})=\Phi$. By this observation, assuming that we have a free (to learn) feature map, we expect to learn a better function $f$. Let us note that the problem of estimating the feature $\operatorname{map} \phi$ (or equivalently $Z$ ), is equivalent to an estimation model problem: i.e. find the optimal representation $Z$, such that $\arg \max p(w \mid \mathcal{D}, z)$ is maximal. Such a relationship would be useful in the following context to provide an objective through which to learn the optimal representation.

In the setting where both the weights $w$ and the feature map $\phi$ are free parameters, it is convenient to rewrite the Bayes inference problem with respect to the function $f=w \cdot \phi$. In this thesis, we will restrict ourselves to considering only the MAP problem: i.e. to find the optimal function $f$, such that the posterior $p(f \mid \mathcal{D})$ is maximised. For a pure Bayesian inference analysis, we refer to [73].
gaussian processes Proceeding in the same vein as Chapter 2, in order to estimate the MAP it is first necessary to define the log-likelihood

$$
\begin{equation*}
\log p(\mathbf{y} \mid X, f) \propto \sum_{i}\left\|y-f\left(x_{i}\right)\right\|_{2}^{2} \tag{3.15}
\end{equation*}
$$

and the prior for the function $f$. To define the prior of $f$, it is first necessary to define the space in which the function has to live, space that is not more than $\mathbb{R}^{n}$, the vector space where the parameters $w$ were living. A common assumption is to say that $f$ lives in the continuous function space $\mathcal{C}\left(\mathbb{R}^{n}\right)$ : the space of all functions $g$ such that the $L_{2}$-norm is bounded, i.e.

$$
\begin{equation*}
\|g\|_{2}^{2}=\int \sum_{i}^{k} g_{i}^{2}(x) d x,<\infty \tag{3.16}
\end{equation*}
$$

Having defined the function space we can assume that the prior distribution has the form

$$
\begin{equation*}
p(f) \propto e^{-\|f\|_{2}^{2}} \tag{3.17}
\end{equation*}
$$

a special Gaussian distribution in the function space.
The relationship with the Gaussian distribution is not just formal. Indeed, given a set of points $X=\left\{x_{i}\right\}_{i}^{M}$, the distribution $p(f(X))=p\left(f\left(x_{1}\right), \ldots, f\left(x_{M}\right)\right)$ is a Gaussian one, with mean 0 , and covariance matrix $K=\left[K_{i, j}=k\left(x_{i}, x_{j}\right)\right]_{i, j}$

$$
\begin{equation*}
k\left(x_{i}, x_{j}\right)=\mathbb{E}\left[f\left(x_{i}\right) f\left(x_{j}\right)^{\top}\right] . \tag{3.18}
\end{equation*}
$$

Thanks to the special prior, ascertained in an analogous way as for the vector setting, it is possible to show that the log-likelihood is

$$
\begin{equation*}
\log p(y \mid f, D) \propto\|f\|_{2}^{2}+\frac{1}{\sigma^{2}} \sum_{i}\left(y_{i}-f\left(x_{i}\right)\right)^{2} \tag{3.19}
\end{equation*}
$$

a normal distribution with mean

$$
\begin{equation*}
k^{\top}\left(\sigma^{2} \mathrm{I}+\mathrm{K}\right)^{-1} \mathbf{y}, \tag{3.20}
\end{equation*}
$$

and variance matrix

$$
\begin{equation*}
K-k^{\top} K^{-1} k \tag{3.21}
\end{equation*}
$$

where $\sigma^{2}$ represents the noise variance in the prediction, $p(y \mid f(x)) \sim \mathcal{N}\left(f(x), \sigma^{2} I\right)$ and $\vec{k}=$ $\left[k\left(x, x_{1}\right), \ldots, k\left(x, x_{N}\right)\right]^{\top}$, and $k=k(x, x)$.

By the property of the function $f$, the process $f(X)$ is called the Gaussian Process (GP). That kind of process is widely used in machine learning since it is the generalisation of the standard Bayes inference on the parameters (finite space) to the functions (infinite space).

Moreover, the MAP estimation of the function $\mathrm{f},(3.20)$, resembles the optimal weight solution in (3.14), an expression that depends exclusively on the feature map. That behaviour suggests that the feature function already describes the fundamental property of the models. To better investigate this point and to describe the properties of a good feature map, let us consider the weight $w$ and the feature map separately.
optimal feature map Without a loss of generality, we assume that each component $\phi_{i}$ of $\phi: \mathbb{R}^{n} \rightarrow \mathbb{R}^{m}$ has the same norm (if it is not true it is sufficient to normalise all of the factors), in this way the $L_{2}$ norm of the function $f$ is rewritten as,

$$
\begin{align*}
\|f\|_{2}^{2} & =\int_{2} \sum_{i}\left(w_{i} \phi_{i}(x)\right)^{2} \\
& =\sum_{i} w_{i}^{2} \int \phi_{i}^{2}  \tag{3.22}\\
& \|w\|_{2}^{2}\|\phi\|_{2}^{2}
\end{align*}
$$

and then the prior has the form

$$
\begin{equation*}
p(f) \propto e^{-\|f\|_{2}^{2}}=e^{-\|w\|_{2}^{2}\|\phi\|_{2}^{2}}=p(w) p(\phi), \tag{3.23}
\end{equation*}
$$

with $p(w)$ having the same form assumed in the previous chapter. Observing that the Gaussian assumption in (3.17) induces the normality in the weights $w$, we can write the kernel K as a function of $\phi$ instead than $f$

$$
\begin{align*}
k\left(x_{i}, x_{j}\right) & =\mathbb{E}\left[\phi\left(x_{i}\right)^{\top} w w^{\top} \phi\left(x_{\mathfrak{j}}\right)\right] \\
& =\mathbb{E}_{\phi}\left[\phi\left(x_{i}\right)^{\top} \mathbb{E}_{w}\left[w w^{\top}\right] \phi\left(x_{\mathfrak{j}}\right)\right] \\
& =\mathbb{E}_{\phi}\left[\phi\left(x_{i}\right)^{\top} \alpha \operatorname{I} \phi\left(x_{\mathfrak{j}}\right)\right]  \tag{3.24}\\
& =\alpha k_{\phi}\left(x_{i}, x_{\mathfrak{j}}\right) .
\end{align*}
$$

From the equivalent Kernel description above we see that an implicit property of Gaussian Processes is that the kernel, and subsequently the behavioural (dynamics) of the process, has to be described completely by the feature map, also known as the representations. If so, then the optimal feature map $\phi$ has to be defined as the one with kernel $K=\phi(X) \phi(X)^{\top}=Z Z^{\top}$ such that the likelihood of the function $p(f(X))$ is maximised.

### 3.4 A GOOD REPRESENTATION

Introducing PCA, we have seen that its representations are a set of orthogonal vectors spanning the most informative subspace in relation to the one generated by the visible data. In the more general setting of the Gaussian Process, we have seen that a good representation has to have the same dynamics as the entire GP model: i.e. the kernel of the representation is the same as the kernel of the entire function. In this section, with the help of the PCA example, we show that an unsupervised problem can be described as a GP and that the two definitions of representations are in agreement. Thus, an informative disentangled representation describes the model dynamics.

PCA: A PARTICULAR REGRESSION PCA can be described as the problem by which to find a representation $Z$ and a weight matrix $W$ such that the reconstruction loss objective

$$
\begin{equation*}
J(W . Z)=\left\|X-W Z^{\top}\right\|_{F}^{2} \tag{3.25}
\end{equation*}
$$

is minimised.
Comparing the objective in (3.25) with (3.19), we see that the PCA objective is optimising the deterministic log-likelihood of the GP $f(z)=W z$. Considering a probabilistic version with the $p(f)$ Gaussian as above, the distribution $p(f(Z))$ is a zero mean with a variance given by $K=Z Z^{\top}$, and marginal likelihood

$$
\begin{align*}
p\left(X \mid Z, \sigma^{2}\right) & =\prod_{i}^{N} \int p\left(x_{i} \mid z_{i}, W, \sigma^{2}\right) p(W)  \tag{3.26}\\
& =(2 \pi)^{n N / 2}|K|^{n / 2} \exp \left(\frac{1}{2} \operatorname{tr}\left(K_{z}^{-1} X X^{\top}\right)\right),
\end{align*}
$$

where $K_{z}=Z Z^{\top}+\sigma^{2} I$.
In this setting, the goal, as outlined above, is to find the Z optimising the log-likelihood $\log p(f(X))$. By its special structure, wherein the input data are the latent variables and the unsupervised Gaussian Processes (like the one here) and are called Gaussian Process Latent Variable Models (GPLVMs), first introduced in [47]. In particular, the objective in (3.26) is maximised by the latent variable having the form

$$
\begin{equation*}
\mathrm{Z}=\mathrm{ULV} \mathrm{~V}^{\top} \tag{3.27}
\end{equation*}
$$

where $U$ is an $N \times k$ matrix, whose columns are the eigenvectors of $X X^{\top}$; $L$ is a $k \times k$ diagonal matrix with elements $l_{i i}=\left(\frac{\lambda_{i}}{n}-1\right)^{-1 / 2}$, where $\lambda_{i}$ is the $i$-th eigenvalue of $X X^{\top}$; and $V$ is an arbitrary $k \times k$ orthogonal matrix. The derived solution, as expected, is equivalent to the probabilistic PCA solution derived before. Indeed, the eigenvalues of the two matrices $X X^{\top}$ and $X^{\top} X$ are the same, and the eigenvector $v$ of $X X^{\top}$ is given by $X^{\top} v^{\prime}$, where $v^{\prime}$ is an eigenvector of $X^{\top} X$.

By this method, we have shown a dual definition of the probabilistic PCA, wherein the inference on the weights is now moved to the latent variables, enforcing the intuition that optimal representations are equivalent to optimal weights.

### 3.5 NEURAL NETWORKS

In the preceding analysis, we have seen that both supervised and unsupervised models can be described as GPs, and that the latent representation plays a fundamental role in the model performance, since the representation defines the kernel map K associated with the model dynamics. In classical machine learning theory, the feature maps are chosen in advance and the optimal one is obtained via a model selection technique.

An alternative approach, avoiding manually selecting the subset of feature maps to consider, is to define a special parametric class of models that potentially can describe any feature map $\phi$, that model class is the Neural Network (NN) family. A (fully-connected) Neural Network
$f_{N N}$ is a concatenation of layers $f_{N N}=L_{n}\left(L_{n-1}\left(\ldots\left(L_{0}(x)\right)\right)\right)$, where a layer $L_{i}(z)$ is the output of a linear operator followed by a fixed non-linearity $\sigma$, i.e $L_{i}(z)=\sigma(W(z))$, where the parameters to learn are the entries of the matrices $W_{i}$. Technically, we define the width of the layer as the dimension of the number of units (features) used to describe the layer itself (i.e. if $z_{1}=\mathrm{L}(z) \in \mathbb{R}^{\mathrm{d}}, \mathrm{d}$ is the width of the first layer). Such a relatively simple structure can, in principle, be used to learn any possible feature map. Indeed, a NN is a theoretical universal approximator [31] (i.e. for any $\varepsilon>0$ given any function $f$ there exists a network with enough number of layer and width such that $\left\|f-f_{N N}\right\|<\varepsilon$ ).

Such a theorem works only theoretically and, in general, many alternative architectures are used to describe the network layers that were proposed to fit better to the input data (e.g. convolutional [42] for static geometrically connected data-points, and recurrent [67] for sequential data), while maintaining the same idea and principles. Although some differences arise in the main structure, all NNs $f_{N N}$ are optimised via Gradient Descent derived algorithms (e.g. Batch Gradient Descent, Stochastic Gradient Descent (SGD), Adam [36]); learning algorithms wherein the main idea is to optimise the old parameters $\theta_{\text {old }}$ within the gradient of the loss objective $J(\theta)$ :

$$
\begin{equation*}
\theta_{\text {new }}=\theta_{\mathrm{old}}-\nabla_{\theta} J\left(\theta_{\mathrm{old}}\right), \tag{3.28}
\end{equation*}
$$

where the objective loss J, in general, is the sum of a distance $D$ arising between the label $y$ and the predicted data $f_{N N}(x)$, plus some regulariser $R$,

$$
\begin{equation*}
J(\theta)=D(\hat{Y}, Y)+R(\theta) \tag{3.29}
\end{equation*}
$$

### 3.5.1 <br> AutoEncoder: a neural net performing PCA

In agreement with what has been achieved thus far in terms of the representation learning problem and the Gaussian Process models, as described within the special context of the PCA, we conclude the chapter by describing a special NN, the AutoEncoder, which learns the representation in an unsupervised way and, in its simplest structure, is learning the PCA parameters.
autoencoder An AutoEncoder (AE) network $\mathrm{f}_{\mathrm{AE}}$ is a composition of two NNs; specifically, an encoder $e, e: x \rightarrow z$ transforming the visible data-point(s) $x$ into some representation $z$, and a decoder $\mathrm{d}, \mathrm{d}: z \rightarrow \hat{x}$, transforming the latent variable in some real data-point. The network is trained to minimise the objective loss

$$
\begin{equation*}
\mathrm{J}(\theta)=\mathrm{D}(\mathrm{x}, \hat{\mathrm{x}}=\mathrm{d}(e(\mathrm{x})))+\mathrm{R}(\theta) \tag{3.30}
\end{equation*}
$$

with $D$, the reconstruction loss (e.g. the $L_{2}$-distance $\|x-\hat{x}\|_{2}^{2}$, or the cross-entropy $x \cdot \log (\hat{x})$ when the data-points are binary), and R a generic regulariser.

The AE is a network explicitly defined to learn the optimal representation within an unsupervised scenario, since the main idea underlying the network is that an optimal representation $z=e(x)$ is the one storing all the information necessary to restore the data.


Figure 3.1 A schematic illustration of an AutoEncoder Network. In general, the representation $z$ is smaller than the data-point $x$, in order to constrain the network to learn only that essential information pertaining to the data.

It is possible to prove (e.g. [6]) that, if the encoder and decoder are linear, and one is the transpose of the other (i.e. $e(x)=W x$ and $d(z)=V z$, with $W=V^{\top}$ ), then the AE optimised to minimise the $L_{2}$ reconstruction loss with no auxiliary regulator is recovering the same weights of PCA. Such a theorem, which is in agreement with the regression description of the PCA summarised in (3.25), is useful to show that, at least in special cases, a NN can describe a Gaussian Process [50].

### 3.5.2 Regularised AutoEncoders

By the good properties of the linear AE, it is reasonable to consider more complex encoder and decoder networks to learn GP with kernels that differ from the linear one, and to discover those non-linear factors describing the data. To achieve this goal, it is insufficient to add more layers to these networks, but rather it is necessary to also change the reconstruction loss. Indeed, the direct reconstruction loss is not an excellent objective through which to learn the network parameters, since a deep network without a regulariser tends to over-fit, and the learnt representations are thus sub-optimal and not describing the data adequately.

In the over-fitting scenario, if a few features are more used than others, then an intuitive form of regulariser is the weight penalty $R(W)=\lambda \sum_{(i, j)} W_{i, j}^{2}$. In this way, all the weights have to be bounded, and thus no feature is used more widely than others. This approach is working optimally within a relatively shallow network. However, in a deep network architecture, wherein the number of parameters to control grows rapidly with the number of layers, it is no more feasible.

Starting from the observation that a regulariser on the weight is hard to define, and that a good representation is the one that is robust with respect to noise, in [84] it was suggested that it was necessary to minimise, as an objective, the reconstruction loss of the network wherein some input noise $v$ was added to the visible data (i.e. $J(\theta)=D(x, d(e(\tilde{x}))$ ), where $\tilde{x}=x+v)$. The network optimising the revisited reconstruction loss is called the Denoising AutoEncoder
(DAE) because the network is trained to remove the noise from the data and then to learn a more robust representation that learns the fundamental properties of the data. Moreover, the addition of noise gives a probabilistic description of the DAE. Indeed, the reconstruction loss can be described as an approximation of the conditional entropy $\mathrm{H}(\mathrm{X} \mid \mathrm{Z})$, in that the extra noise in the model defines an implicit regulariser.

To have an explicit regulariser of the network, it is necessary to look at the small-noise setting, wherein the DAE is equivalent to the Contractive AutoEncoder (CAE) [66], a noise-free network with a regulariser bounding the Jacobian of the encoder map $J_{e}(x)=\left(\partial_{x} \sigma(e(x))\right)$, i.e. $R(\theta)=$ $\lambda\left\|J_{e}\right\|_{\mathrm{F}}^{2}$, with $\sigma=(1+\exp (x))^{-1}$. The CAE description is useful for two main reasons. First, it shows that in a deep scenario it is more suitable to control the latent description rather than the network weights, and it also gives a probabilistic description of the latent representation. Indeed, by the non-linearity in the encoder, its derivative is $\sigma^{\prime}(x)=p(x)$, with $p(x)$ a logistic distribution. Then, the regulariser $\left\|J_{e}\right\|_{F}^{2}=\sum_{i}\left[\partial_{x_{i}} \sigma\left(e\left(x_{i}\right)\right)\right]^{2}=\sum_{i} p\left(z_{i}\right)^{2} e^{\prime}\left(x_{i}\right)^{2}$, is a term enforcing a high entropy representation (i.e. $\mathrm{p}(z)$ has to be almost constant for any $z_{\mathfrak{i}}$ ).
the variational autoencoder The AutoEncoders described above are deterministic models where a probabilistic description was provided. As we have seen for the probabilistic PCA, a full probabilistic description of the AEs would be necessary to have a clear interpretation of the latent variable; a sample of the inference map; and of the decoder, the generative process associated to the data.

A full probabilistic AutoEncoder was provided by [37], and is called the Variational AutoEncoder (VAE). The VAE is a network wherein the encoder is modelling the inference $\mathrm{q}_{\phi}(z \mid x)$ and the decoder the generative distribution $p_{\theta}(x \mid z)$. It was originally proposed to maximise the Evidence Lower Bound (ELBO)

$$
\begin{equation*}
\sum_{i} \mathbb{E}_{\mathfrak{q}_{\phi}(z \mid x)}\left[\log p_{\theta}(x \mid z)\right]-D_{K L}\left(q_{\phi}(z \mid x) \| p(z)\right) \tag{3.31}
\end{equation*}
$$

objective which, as we have seen in the previous chapter, is the variational lower bound of the visible $\log$-likelihood $\mathbb{E}\left[\log p_{\theta}(x)\right]$, the very same objective that was optimised by means of the Probabilistic PCA. By means of that description and the analogy seen by the AE and PCA, it would be not so surprising to know that the linear VAE optimising the ELBO is learning a solution equivalent to the one offered by the pPCA [55].

In the following chapter, we will analyse the VAE network, describe its issues, and try to provide a possible solution.

Part II

CONTRIBUTION

THE CAPACITY CONSTRAINED INFOMAX

Although the Variational AutoEncoder (VAE) is one of the most popular models, both for inference $[74,39]$ and generative purposes [86, 14], it presents two main issues: - the generated samples have higher variance than the visible ones, so that if the data are images that means blurred samples; and - the inference is often inaccurate: the representations do not describe the data accurately. These two issues, as we will see in the following sections, are strictly interrelated, and they are associated with the Evidence Lower Bound (ELBO) objective

$$
\begin{equation*}
\mathrm{ELBO}=\sum_{\mathrm{i}}^{\mathrm{N}} \mathbb{E}_{\mathbf{q}\left(z \mid x_{i}\right)}\left[\log p\left(x_{i} \mid z\right)\right]-\mathrm{D}_{\mathrm{KL}}\left(\mathrm{q}\left(z \mid x_{i}\right) \| p(z)\right) \tag{4.1}
\end{equation*}
$$

and thus the two tasks of representation inference and generative modelling, seems impossible to be solved together.

In this chapter, we analyse from an information theoretic perspective the ELBO objective and the most relevant proposed variants: $\beta$-ELBO by Higgins et al.[28], Variational Wasserstein AutoEncoder by Tolstikhin et al. [83], TC-VAE by Chen et al. [13], and we observe that all of these are aiming to optimise the same (theoretical) objective:

$$
\begin{cases}\max _{Z} & \mathrm{I}_{\mathrm{p}}(X ; Z) \\ \text { s.t. } & \mathrm{I}_{\mathrm{q}}(X ; Z) \leqslant \mathrm{H}_{\mathrm{p}}(Z)\end{cases}
$$

This objective, that in the following we refer to as Constrained InfoMax (CIM), is asserting that the optimal inference, $Z$, is the most informative about the data $X$, while storing the least possible noise.

Computationally, that means that the problem is not the ELBO objective per se, but rather the chosen prior $p(z)$ for the representation. Indeed, bounding the latent (representation) entropy, i.e. choosing the correct inference variance, the optimal inference and generated samples are obtained.

The contribution of the present chapter can be summarised in the following points:

- The Minimal Description Length (MDL) representation of the data is the most robust to invariance
- Show the informative equivalence between two of the most popular variational objective for generative modelling: ELBO and Wasserstein distance, both are optimised by a MDL solution.
- The Wasserstein objective, by its definition, is more robust than ELBO to the hyperparameter defining the respective object itself.
- Empirical observation that a representation with smaller entropy tends to decompose better the latent factor than the one with high entropy.


### 4.1 BACKGROUND AND RELATED WORK

### 4.1.1 Notation

The Evidence Lower Bound is described by two distributions: - the inference, $q$, and - the generative $p$ one. They are associated respectively with the VAE encoder and decoder network. As $q$ is the distribution modelling the visible data $X$, we assume that $X$ is defined as $q(x)=$ $\frac{1}{N} \sum_{i} \delta\left(x_{i}\right)$ and the generated distribution as $p_{\theta}(x)=\int p_{\theta}(x \mid z) p(z)$, where $p(z)$ is the prior distribution of the latent variable (parameter not learned during the training). The subscriber associated with the distributions denote the parameter set from which the distribution are modelled, e.g. $\mathrm{q}_{\phi}(z \mid x) \sim \phi(x)+\varepsilon$, with $\varepsilon \sim \mathcal{N}\left(0, \sigma^{2} \mathrm{I}\right)$

### 4.1.2 Variational AutoEncoder Issues

Both the high entropy samples (generative issue) and the inaccurate representations (inference issue) are associated with the ELBO objective. In the following, we describe via an informative description of the network, the reason why the two issues arise, and we propose a possible solution to overcome both the issues.
blurriness To understand the high-entropy issue it is necessary to underline that maximising the ELBO is equivalent to minimise the KL divergence between the joint real distribution $p(x, z)$ and inferred one $q(x . z): D_{K L}(q(z, x) \| p(z, x))$.

Indeed,

$$
\begin{aligned}
\mathrm{D}_{\mathrm{KL}}(\mathrm{q}(z, x) \| p(x, z)) & =-\mathbb{E}_{q(x, z)}\left[\log p_{\theta}(x, z)-\log q(z \mid x)-\log q(x)\right] \\
& =-\mathbb{E}_{\mathbf{q}(x)}\left[\mathbb{E}_{\mathbf{q}(z \mid x)}\left[\log p_{\theta}(x \mid z) \log p(z)-\log q(z \mid x)\right]-\log q(x)\right] \\
& =-E L B O-H_{q}(X)
\end{aligned}
$$

where the equivalence holds since the empirical entropy of the data $X, H_{q}(X)=\log (|\mathcal{D}|)$, is a constant of the problem.

The equivalence in (4.2) implies that the variance of the generative joint distribution $p(x, z)$ is higher (or equal) than the inference distribution $\mathrm{q}(z, x)$. That issue follows directly from the Kullback-Leibler divergence property, that given two different distribution $q$ and $p$, $D_{K L}(q \| p) \leqslant D_{K L}(p \| q)$ if $p$ has higher variance than $q$. Indeed, for any given rare event $x_{r}$, the "pointwise" KL-divergence $q\left(x_{r}\right)\left[\log \frac{q\left(x_{r}\right)}{p\left(x_{r}\right)}\right]$ tends to infinity if $q\left(x_{r}\right) \ll p\left(x_{r}\right)$. Thus, a close to optimal ELBO tends to have larger generative variance than the exact one, i.e. $H_{p}(X)<H_{q}(X)$.

In order to avoid such an issue, two different alternative corrections were proposed: choose a more flexible generator distribution $p_{\theta}(x \mid z)$, [26], or - consider a free-inference problem, relaxing the condition of an encoder $q(z \mid x)$ close to the prior $p(z)$, [25]. However, if the latter approach is really expensive because it is necessary to compute and evaluate the latent inferred variable (there is no more prior), the former one is often associated with the posterior collapse issue: the learnt representations do not share any information with the visible data, an extreme case of bed inference.
entangled representations The second issue affecting an ELBO learnt latent representation is the inaccurate description of the visible data, e.g. two data-points belonging to two different classes are not separated in the latent space, or the main factors describing the data (generative factor) are not distinguishable (entangled representation). The non-interpretability issue is often associated with two causes: either - the representation is not sharing the proper knowledge with the data, or - the latent representation is not close enough to the prior (assumed to have independent components). As we will see in the following sections, the two causes are strictly interrelated; indeed, intuitively the factors are separated if they are contained in the latent variable (the representation is informative), and if they appear in each feature once, i.e. the data knowledge has not to be redundant.

According to the description above, both the issues have an informative description: the generated data is blur if the generator is not informative enough, and the representation is not interpretable if the representation does not share the correct amount of information with the visible data. For this reason, in order to provide a solution to the issues listed above, it would be useful to provide a full informative description of the ELBO variational objective.

### 4.1.3 Information theoretic description of the ELBO

Following what has been presented in [5], let us consider the two terms defining the ELBO, the distortion $\mathrm{D}=-\mathbb{E}_{\mathbf{q}(x, z)}[\log p(x \mid z)]$ and the rate $\mathrm{R}=\mathbb{E}_{\mathbf{q}(x)}\left[\mathrm{D}_{\mathrm{KL}}(\mathrm{q}(z \mid x) \| p(z))\right]$ separately. The distortion D is the cross-entropy between the generative and inference distribution $H(q(x \mid z) \| p(x \mid z))$ and can be rewritten as

$$
\begin{align*}
D & =-\int q(x, z) \log p(x \mid z) \\
& =-\int q(x, z) \log \frac{q(x \mid z) p(x \mid z)}{q(x \mid z)} \\
& =H_{q}(X \mid Z)+\mathbb{E}_{q(z)} D(q(x \mid z) \| p(x \mid z)),
\end{align*}
$$

where $H_{q}(X \mid Z)$ is the conditional entropy with respect to the inference distribution $q(x, z)$. From the relationship above, and by non-negativity of the KL divergence we have that the distortion $D$ defines a lower bound of the encoding information $I_{q}(X ; Z)$,

$$
\begin{equation*}
\mathrm{H}_{\mathrm{q}}(\mathrm{X})-\mathrm{D} \leqslant \mathrm{I}_{\mathrm{q}}(\mathrm{X} ; \mathrm{Z}), \tag{4.4}
\end{equation*}
$$

where we used the fact that the entropy of the visible data $H_{q}(X)=H$ is a constant of the system.

On the other hand, the rate $R$ is an upper bound of the mutual information $I_{q}(X ; Z)$, because

$$
\begin{align*}
\mathbb{E}_{q(x)}\left[D_{K L}(q(z \mid x) \| p(z))\right] & =\int q(x, z) \log \frac{q(z \mid x)}{p(z)} d x d z \\
& =\int q(x, z) \log \frac{q(z \mid x) q(z)}{p(z) q(z)} d x d z  \tag{4.5}\\
& =D_{K L}(q(z) \| p(z))+I_{q}(X ; Z) .
\end{align*}
$$

Thus, combining the two terms, we establish that the two ELBO terms are bounding the encoding information from below and above,

$$
\begin{equation*}
H-D \leqslant I_{q} \leqslant R . \tag{4.6}
\end{equation*}
$$

An observation which suggests that we should think the ELBO as the objective looking for the optimal encoding information. The correct amount that guarantees both good quality samples and optimal inference. Such a description of ELBO shows once more, from a pure informative description, that the ELBO objective is (in principle) the correct one to learn both optimal inference and generative model. Indeed, the issues described in the previous section are caused by a wrong amount of information within the network.
target rate elbo and $\beta$-vae In light of the informative description above, the ELBO can be equivalently described as the objective looking for the representation that shares the correct amount of information, say $R_{0}$, with the input data. In that scenario, both the inference and the generation are optimal.

For this reason in [5], assuming to know $R_{0}$, was suggested that the following Target-Rate ELBO be optimised

$$
\begin{equation*}
\mathbb{E}_{\mathbf{q}(x, z)}[\log p(x \mid z)]-\gamma\left|R_{0}-\mathbb{E}_{\mathbf{q}(x)}\left[D_{K L}(q(z \mid x)| | p(z))\right]\right| \tag{4.7}
\end{equation*}
$$

where $\gamma>0$ is an hyper-parameter, to tune.
The objective in (4.7), due to the absolute value term, is not very tractable and moreover the correct target is unknown in general. For that reason in [5], it was suggested to consider the following relaxed version of (4.7):

$$
\begin{equation*}
\beta-\operatorname{ELBO}=\mathbb{E}_{\mathbf{q}(x)}\left[\mathbb{E}_{\mathfrak{q}(z \mid x)}[\log p(x \mid z)]-\beta D_{K L}(q(z \mid x) \| p(z))\right] \tag{4.8}
\end{equation*}
$$

where $\beta>0$ is an hyper-parameter implicitly definining the bound of the mutual information: the higher is the $\beta$ the less is the information. The $\beta$-ELBO objective (4.8), was firstly proposed in [28], in the special case $\beta \gg 0$ to obtain disentangled representations.

Indeed, starting from the observation that, in general, an entangled representation contains too much information and the generative factors are stored in more than one feature, the idea of [28] was to bound the encoding information and push each generative factor in just one feature, in order to have independent factors. That approach, in general, gives us a disentangled representation but one which is not very informative (i.e. generative samples
of poor quality). For that reason, [11], was optimised the objective (4.12); where, during the training, the Target Rate increases to obtain a correct balance between inference and generative accuracy.

WASSERSTEIN DISTANCE The parameter $\beta$ plays a fundamental role since it is an implicit definition of the target rate $R_{0}$ which, in general, is unknown. However, that parameter is often difficult to estimate, and, moreover, as observed in [28] for large $\beta$ although the representation is disentangled, the generated samples are not good.

In order to avoid the selection of the $\beta$ parameter, a possible choice is to remove the rate term, i.e. the same idea of the free-inference model, but where the latent prior is constrained to have a shape as close as possible to the inferred one.
Starting from a similar information-theoretic argument, as posited in [89], aiming to obtain an informative inference that fits the prior, an alternative objective for the VAE was proposed, wherein the information penalty upon the ELBO is removed.

Going into the details, combining (4.5) and (4.1), the ELBO objective can be rewritten as

$$
\begin{equation*}
\operatorname{ELBO}=\sum_{i} \mathbb{E}_{q\left(z \mid x_{i}\right)}[\log p(x \mid z)]-D_{K L}(q(z) \| p(z))-I_{q}(X ; Z) \tag{4.9}
\end{equation*}
$$

then, by removing the $I(X ; Z)$ term, the model is informative (i.e. no posterior collapse) and the inference model is still constrained to be close to the prior, $\mathrm{D}_{\mathrm{KL}}(\mathrm{q}(z) \| p(z))<\varepsilon$. Moreover, observing that the KL divergence term $\mathrm{D}_{\mathrm{KL}}(\mathrm{q}(z) \| p(z))$ can be approximated with the simpler to compute Maximum Mean Discrepancy (MMD), $\operatorname{MMD}(q(z) \| p(z))$, in [89] was suggested to optimise the following objective

$$
\begin{equation*}
\mathrm{L}_{\text {Wass }}=\mathbb{E}_{\mathrm{q}(x, z)}[\log p(x \mid z)]-\lambda \cdot \operatorname{MMD}(\mathrm{q}(z) \| p(z)) \tag{4.10}
\end{equation*}
$$

with the KL divergence approximate with the MMD distance.
The same objective was derived independently in [57], where the KL divergence was approximated with an adversarial network.

More recently, [83] using an optimal transport argument, showed that the objective (4.10) is the variational upper bound of the Wasserstein distance arising between the visible and generated data. For that reason, henceforth, we will dub the objective in (4.10) as Wasserstein distance, or simply Wass, and the network optimising Wass will be termed Wasserstein AutoEncoder (WAE), in contraposition to the ELBO trained network that would be simply called VAE.

### 4.1.4 Disentangled representation: A review

We said that often the learnt representation by the ELBO trained model are entangled. And our goal is to learn a disentangled representation. If the entangled representation notion is relatively simple - the data representation is entangled if given two data-points belonging to two different classes the associated representations are not separate in the latent space - it is less clear what a disentangled representation is.

As in literature are provided many different definitions, see [53], In the following, we decide to consider the one provided in [28], because, for the authors of this manuscript, is the most intuitive one.

FRAMEWORK Let us assume that each data-point $x \in \mathcal{D}$ is generated by some independent $u \in \mathbb{R}^{\mathrm{L}}$ and dependent $v \in \mathbb{R}^{\mathrm{H}}$ generative factors with generative distribution $p(x \mid u, v)$. In this setting, the representation learning goal is to find a representation $z \in \mathbb{R}^{K}$, with $K \geqslant L$, such that $p(x \mid z) \approx p(x \mid u, v)$. In particular, we wish that the inferred representation $z \sim q(z \mid x)$ captures the independent latent factors $u$ in a disentangled manner, (i.e. the variable $z_{i}$ and $z_{j}$ are independent for any $\mathfrak{i} \neq \mathfrak{j}$ ). The conditionally dependent data generative factors $v$ can remain entangled within a separate subset of $z$ that is not used for representing $u$. Equivalently, we can consider the factor $v$ to be noise, wherein the goal of the representation is to separate such noise from the independent factors.

The independent factors by definition factorise (i.e. $q(u \mid x)=\prod_{i} q\left(u_{i} \mid x\right)$ ). For this reason, we expect that also the latent representation has to factorise, say for instance $p(z) \sim \mathcal{N}(0, \alpha \mathrm{I})$, $\alpha \in \mathbb{R}$. With the representation $z$ that has to contain all the information about $u, H(Z) \approx$ I(U;X).

From that definition, we see that the disentanglement property is not directly related to any theoretical objective. It is rather more a computational aspect that is associated to the chosen prior $p(z)$, and on the metric evaluating the fitting of the inferred with the prior distribution, $\mathrm{D}(\mathrm{q}(z \mid \mathrm{x}), \mathrm{p}(z))$.

In light of the independence shown by the representation information, the objectives that are proposed to obtain disentangled representations are just a variant of the ELBO where to the standard objective it is added an external factor to guarantee the disentanglement of the factors. In particular, [35] added to the ELBO objective the Total Correlation (TC) term

$$
\begin{equation*}
\mathrm{TC}(\mathrm{q}(z))=\mathrm{D}_{\mathrm{KL}}\left(\mathrm{q}(z) \| \prod \mathrm{q}\left(z^{(\mathfrak{j})}\right)\right), \tag{4.11}
\end{equation*}
$$

which serves as a measure of the independence of the factors, which is null when all the factors are independent. Actually, as observed in [13] the TC is already minimised by the rate term, indeed

$$
\begin{align*}
D_{K L}(q(z \mid x) \| p(z)) & =D_{K L}(q(z \mid x) \| q(z))+D_{K L}\left(q(z) \| \prod q\left(z^{(j)}\right)\right)  \tag{4.12}\\
& +D_{K L}\left(\prod q\left(z^{(j)}\right) \| \prod p\left(z^{(j)}\right)\right)
\end{align*}
$$

then the model in [35] can be considered as a refined ELBO. Moreover, the Rate decomposition explains the reason why in the standard $\beta$-VAE the $\beta$ is chosen higher than 1 : in order to constrain the TC more than the Mutual Information.

However, the decomposition in independent factors is not the only property of a good (disentangled) representation. Indeed, as observed in [58, 11] another property to take into account is the latent overlapping; in that the representation points have to lie neither too close no to far from each other; a property which is associated with the network information.


Figure 4.1 Example of disentangled representation of a four class data-set with Gaussian prior distribution. e.g. green class inference $\mathrm{q}\left(z \mid \mathrm{x}_{\mathrm{g}}\right)=\mathcal{N}\left((-\mu, 0), \operatorname{diag}\left(\sigma^{2}, \varepsilon\right)\right)$

AN INFORMATION DESCRIPTION OF OVERLAPPING Each point in the latent space $z_{i}$, can be described in terms of its posterior distribution $\mathrm{q}\left(z \mid \mathrm{x}_{\mathrm{i}}\right)$. By means of the posterior distribution, we can define the overlapping arising in the latent space as the area in common of the two distributions. By this definition we say that there is maximal overlap arising between $z_{1}$ and $z_{2}$ if $\mathrm{q}\left(z \mid \mathrm{x}_{1}\right)=\mathrm{q}\left(z \mid \mathrm{x}_{2}\right)$ for any $z$, and it is minimal if $\mathrm{q}\left(z \mid \mathrm{x}_{\mathrm{i}}\right)=\delta\left(z_{\mathrm{i}}\right)$, with $z_{1} \neq z_{2}$. The two opposite scenarios correspond to the extreme cases: specifically, zero information for the maximal overlapping, and maximal information for the null overlapping.

By the description given above, in the optimal inference scenario, we expect that latent distributions of same-class points coincide, while latent distribution associated with different class data-points have null overlap. In the information theoretic setting, it is equivalent to state that $\mathrm{I}(\mathrm{X} ; \mathrm{Z})=\mathrm{H}(\mathrm{U})$ (i.e. the representation has to be informative as the generative (unknown) factors), and it has not to contain other information.

However, by empirical evidence, in agreement with the theoretical analysis, an unbounded network tends to learn an unnecessarily informative representation, $\mathrm{I}(\mathrm{X} ; \mathrm{Z})>\mathrm{H}(\mathrm{U})$, and for that reason, most of the representation learning objectives explicitly bound the encoding information.

As we will see in the following paragraph, the information bound has to be done properly, in order to avoid noise in the latent variables.

To better understand the concept of disentanglement and its information theoretic properties, we introduce an information based disentanglement metric: the Mutual Information Gap, firstly proposed in [13].

MUTUAL INFORMATION GAP The main idea behind the MIG is that a representation is disentangled if the information between each ground truth (independent) factor $u^{(k)}$ and a representation factor $z^{(\mathfrak{j})}$ is maximal and zero for any other factors $z^{\left(j^{\prime}\right)}, \mathfrak{j}^{\prime} \neq \mathfrak{j}$. Formalising the concept, a representation $z$ is said to be disentangled if, for any ground truth factor $u^{(k)}$, there exists a representation factor $z^{(j)}$ such that $\mathrm{I}\left(u^{(k)} ; z^{(j)}\right)=\mathrm{H}\left(z^{(\mathrm{k})}\right)$ and $\mathrm{I}\left(u^{(\mathrm{k})} ; z^{(\mathrm{l})}\right)=0$
for any $l \neq j$. This definition is in agreement with the prevailing notion of disentanglement and its geometric intuition of overlapping. Indeed, given any two data-points differing for just one generative factor, their representation has to overlap in all the axes apart from the one associated with the differing generating factor ${ }^{1}$.

Assuming to know the correct generator $p(x \mid u)$, the joint distribution $p\left(z^{(j)}, u^{(k)}\right)$ can be estimated as follows:

$$
\begin{equation*}
q\left(z^{(j)}, u^{(k)}\right)=\sum_{i}^{N} p\left(u^{(k)}\right) p\left(x_{i} \mid u^{(k)}\right) q\left(z^{(j)} \mid x_{i}\right) \tag{4.13}
\end{equation*}
$$

and then estimate the $\operatorname{MII}\left(Z^{(\mathfrak{j})}, \mathrm{U}^{(\mathrm{k})}\right)$,

$$
I\left(Z^{(j)}, u^{(k)}\right)=\mathbb{E}_{q\left(z^{(j)}, u^{(k)}\right)}\left[\log \sum_{x_{i} \sim \mathfrak{p}\left(x \mid \mathfrak{u}^{(k)}\right)} p\left(x_{i} \mid u^{(k)}\right) q\left(z^{(j)} \mid x_{i}\right)\right]+H\left(Z^{(j)}\right)
$$

Since we are assuming the ground-truth generative factors are discrete, we prefer to consider a normalised metric, (i.e. we divide the MI $I\left(Z^{(j)}, U^{(k)}\right)$ by the generative factor entropy $\mathrm{H}\left(\mathrm{U}^{(\mathrm{k})}\right)$ ).

Let us note that the normalised information serves only as an informative measure that is maximised for any factor $Z^{(j)}$, such that the encoding information $I(X ; Z)$ is maximal, without taking into account the proper overlapping. To measure the overlap in the encoding space, the idea is to compute the Gap arising between the MI of the generative factor with the associated feature, $I\left(Z^{(j)}, U^{(k)}\right)$, and the information shared with the most informative wrong feature, $I\left(Z^{\left(j^{\prime}\right)}, U^{(k)}\right)$, with $Z^{\left(j^{\prime}\right)}$ the second most closely related variable to $U^{(k)}$. In this way the Mutual Information Gap (MIG) is defined as

$$
\begin{equation*}
\left.\left.M I G=\frac{1}{M} \sum_{\mathfrak{m}}^{M}\left(\mathrm{I}\left(\mathrm{Z}^{\left(\mathfrak{j}_{\mathfrak{m}}\right)}, \mathrm{U}^{(\mathfrak{m})}\right)\right)-\mathrm{I}\left(\mathrm{Z}^{\left(\mathfrak{j}_{\mathfrak{m}}^{\prime}\right)}, \mathrm{U}^{(\mathfrak{m})}\right)\right)\right) \tag{4.15}
\end{equation*}
$$

where $Z^{\left(\mathfrak{j}_{\mathfrak{m}}\right)}=\arg \max I\left(Z^{(\mathfrak{j})}, \mathrm{U}^{(k)}\right)$ and $Z^{\left(\mathfrak{j}_{\mathfrak{m}}^{\prime}\right)}=\arg _{\mathfrak{j} \neq \mathfrak{j}(\mathfrak{m})} \max I\left(Z^{(\mathfrak{j})}, \mathrm{U}^{(\mathrm{k})}\right)$.
Thus, that we define what a we mean with disentangled representation and we provide an information theoretic description of it we are ready to describe the Constrained InfoMax, the learning objective connecting the Wasserstein distance and the ELBO.

Observation. The MIG is only one of the possible disentanglement metrics, indeed have been proposed as many metrics as disentangled definitions. We select such a metric because is Information based and well describe the disentanglement property and moreover, because is one of the few that satisfies the two following properties [70]:

- the metric gives a high score to all representations that satisfy the characteristic that the metric reflects,
- the metric gives a low score for all representations that do not satisfy the characteristic that the metric reflects.

Two properties that we consider fundamental to define a metric a good one.

[^0]4.2.1 A unifying principle describing both the ELBO and the Wass objectives

Starting from the same information analysis of the ELBO, two different objectives were proposed: Target-Rate ELBO (4.7) and the Wass (4.10). In the following, we will show that the two objectives are two different variational descriptions of the same information principle: the Constrained InfoMax.

From a purely theoretical information perspective, the target rate ELBO, (4.7), is learning the parameters such that both the encoding and decoding information coincide with $R_{0}$ and, the marginal $\mathrm{q}(z)$ coincides with $z \sim p(z)$, or more formally it is equivalent to the following objective

$$
\begin{cases}\max _{q} & I_{q}(X ; Z)  \tag{4.16}\\ \text { s.t. } & I_{q}(X ; Z)=I_{p}(X ; Z) \\ & I_{q}(X ; Z) \leqslant R_{0} \text { and } H_{q}(Z)=H(Z)\end{cases}
$$

where the InfoMax objective (1st term) and the first condition is associated with the distortion term, compare it with (4.3), and the last two terms with the rate term, see (4.5). Since the distortion term is a common term for all the VAE objectives, and then the first condition is common for all the objectives, from now on we simply write $I(X ; Z)$, rewriting the objective in (4.16) as

$$
\begin{cases}\max & I(X ; Z)  \tag{4.17}\\ \text { s.t. } & I(X ; Z) \leqslant R_{0} \text { and } H_{q}(Z)=H(Z)\end{cases}
$$

In this way it becomes clear that the objective in (4.16), is an Infomax objective bounded from above, by the Target-Rate $R_{0}$ and by the entropy $H(Z)$, indeed $I(X ; Z) \leqslant H(Z)$.
the optimal upper bound We have seen above that the Wass and the ELBO are two variational descriptions of the same objective: the Constrained InfoMax (4.17), where the constrain is, in principle, given by two terms: - the rate $R_{0}$ and the latent entropy $H(Z)$. Actually, the constrain is just one, the smallest of the two upper bounds, and as we will see the property of the learnt representation depends by the chosen upper bound. Let us consider the two cases, and see what are the optimal learnt representations in the two settings.

- $R_{0} \ll H(Z)$ : the objective is optimised by an inference distribution $q(z \mid x)$ such that $I(Z ; X)=R_{0}$ and $H_{q}(Z)=H(Z)$, as the information shared beteeen the latent bariable and the generated data, $\mathrm{R}_{0}$, is much smaller than the knowledge encoding information, we expect to have the generative issue described for the $\beta$-VAE, [28], whereupon the sample quality is poor. Moreover, if $R_{0}$ is too small, the encoding channel would be very noisy and so the learn representation cannot store all the generative factors (that issue is
common with the $\beta$-VAE representations, that are separating some generative factors but, not of all the generative factors are contained within the representation).
- $R_{0}>H(Z)$ : the encoding and decoding distribution do not coincide, since $I_{q}(X ; Z)+$ $D_{K L}(q(z) \| p(z))=R_{0}>H(Z)$, holds only if $D_{K L}(q(z) \| p(z))>0$. In this scenario we can expect good reconstruction performance (i.e. high information), but poor inference and generative samples, since the distribution from which to sample is unknown.

In light of the description above, since we are interested in yielding both good generative samples and optimal representations, the only scenario we should take into account is the one wherein the fixed rate $R_{0}$ is smaller than latent entropy $H(Z)$. In particular, as we know that the optimal encoding information has to be as close as possible to the latent prior entropy (noiseless channel), in the following we set $R_{0}=H(Z)$.

By means of this analysis, in the setting $R_{0}=H(Z)$ the objective in (4.17) can be further simplified in terms of:

$$
\begin{cases}\max & I(X ; Z)  \tag{4.18}\\ \text { s.t. } & I(X ; Z) \leqslant H(Z)\end{cases}
$$

which is exactly the theoretical objective optimised by the Wass (4.10).
In this way, we have seen that for the optimal Target-Rate $R_{0}=H(Z)$, the two variational objectives Target-Rate ELBO and Wasserstein Distance are equivalent. They are optimising the Constrained InfoMax (4.18), a theoretical information objective, learning an almost noise-free informative representation.

### 4.2.2 Bound the latent Entropy to achieve disentangled representations

By virtue of the preceding analysis, summarised in the equation (4.18), we have that the optimal scenario for the Target-Rate ELBO arises when the Target-Rate $R_{0}$ is chosen to be equal to the latent entropy $H(Z)$ and, by the disentanglement definition, we have observed that, in order to have a proper overlapping in the latent space it is first necessary to control the information in the network. By those two observations, we see that the choice of the (entropy) prior affects the quality of the learnt representation.

How to choose the correct representation entropy? The choice of the representation entropy, as seen in chapter 2 , is equivalent to a model selection problem, in that the latent representation first defines the information inside the network and then its complexity. By the analogy between the model selection and the optimal representation problem, it is reasonable to state that the optimal representation is the one optimising the Minimum Description Length (MDL) principle.

The MDL principle, introduced in the second chapter, assert that the optimal representation is the smallest descriptive latent variable $Z(H(Z))$, such that the information lost in the channel, $\mathrm{H}(\mathrm{X} \mid \mathrm{Z})$, is deemed to be acceptable:

$$
\begin{equation*}
\min _{\theta, p(z)} H_{\theta}(X \mid Z)-\lambda H(Z) . \tag{4.19}
\end{equation*}
$$

Let us notice that the objective in (4.19) is similar to the Wass objective in (4.10) wherein the conditional entropy $\mathrm{H}(\mathrm{X} \mid Z)$ is substituted with the Distortion D , its lower-bound, and the entropy term, with the KL-divergence term, $\mathrm{D}_{\mathrm{KL}}(\mathrm{q}(z) \| p(z))$. Indeed, the Wass objective is the lower bound of (4.19) in the setting where $p(z)$ is fixed.

Although the MDL objective cannot be optimised directly, it will provide a framework by which to define the optimal network and then the optimal representation. Indeed, as we will see in the following section, the MDL solution retains the main properties of the optimal representation.

MINIMUM DESCRIPTION LENGTH FOR OPTIMAL SOLUTION We have seen that the optimal representation is the most informative about the data and with a proper overlapping. Thus, to show the optimality of the MDL solution, we have to consider the two properties separately. We do not ask to be disentangled, since the separation in independent factors depends on the choice of the prior $p(z)$.

The informativeness is simple, since the MDL has a minimal $\mathrm{H}(\mathrm{X} \mid \mathrm{Z})$, or equivalently maximal $I(Z ; X)$ for any $Z$. The proper overlapping property is not easy to verify, so for this reason, we prefer to show that an optimal representation is maximally invariant to noise, a property closed related to the proper overlapping.

A representation $Z$ is said to be invariant to nuisance $v$ in the input, if the two variables are independent, (i.e. $I(Z ; v)=0$ ). In alternative terms, a representation is said to be invariant if $\mathrm{q}(z \mid \mathrm{x}+\mathrm{v})=\mathrm{q}(z \mid x)$ for any x . By that definition, we see that a complete overlapping representation is invariant (if any data-point is mapped into the same latent point). On the other hand, the most informative is highly susceptible to noise, since any visible point is mapped to a different latent point with zero overlapping, i.e. for any small noise $v$, the representations of $x_{i}$ and $x_{i}+v$ differ.

Excluding the trivial invariance for the total overlapping, $H(Z)=0$, it follows from the optimal overlapping description above that the maximally invariant representation to nuisance is the one with proper overlapping. Indeed, the generative factors of $x$ and $x+v$ are the same, and if the representation is affected by the nuisance is changing only on the active generative factors (that are a small subset of all the possible options).

By that intuitive relationship, to show that the representation is disentangled (it has the proper overlapping) it is enough to prove that the representation is robust to noise. Thus, from the following proposition we can assert that: the optimal representation is the one optimising the MDL principle (4.19).

Proposition The MDL solution is the maximally invariant with respect to noise $v$ in the input data.

By the chain rule of the MI, the following equivalence holds: $I(X ; Z, v)=I(X ; v)+I(X ; Z \mid v)$. Observing that the conditional information can be estimated as

$$
\begin{align*}
\mathrm{I}(Z ; X \mid v) & =\mathrm{H}(X \mid v)-\mathrm{H}(X \mid Z, v) \\
& =\mathrm{H}(X)-\mathrm{H}(X \mid Z, v)  \tag{4.20}\\
& \geqslant \mathrm{H}(X)-\mathrm{H}(X \mid Z) \\
& =\mathrm{I}(X ; Z),
\end{align*}
$$

where the equivalence in the second line follows the independence between the noise $v$ and the data $X$, and the inequality in the third line follows from the Jensen inequality (we put an average inside the log). Moreover, remembering the entropy bounds of the MI, it is possible to bound the MI between the representation and the nuisance as follows

$$
\begin{align*}
I(Z ; v) & =I(Z ; X, v)-I(Z ; X \mid v) \\
& \leqslant H(Z)-I(X ; Z) \tag{4.21}
\end{align*}
$$

Remembering that the $H(X)$ is a constant of the system, the bound is exactly the opposite objective of the MDL solution (with Lagrangian equal to 1 ), then we derived that the MDL solution is also the most invariant to noise.

The good properties of the MDL solution confirm that the Constrained InfoMax solution is the optimal objective, wherein the latent prior has to be defined as the one with minimal entropy such that the decoding information is maximal.

### 4.3 EXPERIMENTS

In the theoretical section, we have seen that both the ELBO and the Wass are two variational objectives associated with the same principle, in that they are seeking the same representation, namely the one maximising the information available with the visible data such that no knowledge in the latent representation is redundant. In the following section, we want to verify whether the theoretical assertions are confirmed by the computational experiments.

In particular, in the following experiments, we compare the ELBO and Wass objective to show that:

- the optimal ( $\beta$-)ELBO is equivalent to the Wass objective,
- to control the encoding information it is more fruitful to bound the latent entropy than the rate term in ELBO, and
- the MDL solution is the optimal one: i.e. disentangled and informative.

For this purpose, the section is divided in two parts: first we describe the effect of the $\beta$ (the encoding information) in the ELBO trained solutions, where it is observed that it is necessary to find a balance between generative and inference task and that an optimal solution is not
associated with the most informative representation (i.e. $\beta \approx 0$ ); in the second part we describe the effect of the variance $\sigma^{2}$ in the Wass trained model, the WAE. Indeed, a way to bound the latent entropy is to bound each feature variance $\left(\sigma^{2}\right)$, another possible approach is to reduce the number of latent feature, the latter approach would be not discussed in future works. From the WAE analysis, we observe that the Wass trained representations almost coincide with the optimal ELBO, and that bounding the latent entropy (the variance of the prior) is a way to achieve better, more disentangled and robust to nuisance, representations.
datasets and configurations The experiments are performed with different network architectures that are associated with different datasets. We consider 4 data-sets: the MNIST [48] a standard dataset consisting of $70 \mathrm{ok}, 28 \times 28$ grey-scale, handwritten digits; the Omniglot [44] a set of $1623,28 \times 28$ grey-scale, characters drawn online via Amazon's Mechanical Turk by 20 different people; the CelebA [52] a collection of more than 200k of $40 \times 40$ cropped celebrity images; and finally, the DSprites [59] a synthetic dataset of more than $70 \mathrm{k}, 64 \times 64$ grey-scale, images generated by six ground truth independent latent factors: rotation, translation in the $x$ and $y$ axis, shape, orientation, dimension. The respective network architectures are described in table 4.1.

For the greyscale data-sets, we pre-processed these to create binary data-sets, and we consider, as Distortion, the binary cross entropy

$$
\begin{equation*}
\mathbb{E}_{q(z \mid x)}[-\log p(x \mid z)]=x \cdot \log \left(x_{g}\right), \quad x_{g} \sim p(x \mid z) \tag{4.22}
\end{equation*}
$$

for the colour data-set, we instead consider the standard Gaussian entropy

$$
\begin{equation*}
\mathbb{E}_{q(z \mid x)}[-\log p(x \mid z)]=\left\|x-x_{g}\right\|_{2}^{2}, \quad x_{g} \sim p(x \mid z) . \tag{4.23}
\end{equation*}
$$

Finally, for the ELBO, the rate $R$ is computed as suggested in [37],

$$
\begin{equation*}
\mathbb{E}_{\chi}\left[D_{K L}(q(z \mid x) \| p(z))\right]=\frac{1}{2} \sum_{i} \sum_{j}\left(1+\log \left(\left(\sigma_{i}^{(\mathfrak{j})}\right)^{2}\right)-\left(\mu_{i}^{(\mathfrak{j})}\right)^{2}-\left(\sigma_{i}^{(\mathfrak{j})}\right)^{2}\right), \tag{4.24}
\end{equation*}
$$

and the KL divergence $\mathrm{D}_{\mathrm{KL}}(\mathrm{q}(z) \| p(z))$ in the Wass with the Maximum Mean Discrepacy $\operatorname{MMD}(q(z), p(z))$, defined as

$$
\begin{equation*}
\operatorname{MMD}(q, p)=\left\|\int k(z, \cdot) p(z)-\int k(z, \cdot) q(z)\right\|_{H_{k}} \tag{4.25}
\end{equation*}
$$

with $\mathrm{k}: \mathcal{Z} \times \mathcal{Z} \rightarrow \mathbb{R}$, a kernel function living in the Reproducing Kernel Hilbert Space $\mathcal{H}_{\mathrm{K}}$, the space of all possible kernels. In particular for all our experiments we consider the inverse multi-quadratic kernel $k(x, y)=C /\left(C+\|x-y\|_{2}^{2}\right)$, with $C=\operatorname{dim}(z)$.

As the model architecture is the same as the one utllised in [83], for consistency purpose we decided to consider the same training procedure and hyper-parameters utilised in [83].

Balance between encoding and decoding information
generative performances The first issue of the VAE model was to generate blurred images, since the entropy of the generated data was greater than the actual data entropy.

Table 4.1 Network architectures of different VAEs

| Dataset | Optimiser | Architecture |
| :---: | :---: | :---: |
| MNIST <br> Omniglot | Adam <br> $10^{-3}$ | $\begin{gathered} \text { Conv( } 4 \times 4,128), \mathrm{BN}+\mathrm{ReLu} \\ \mathrm{Conv}(4 \times 4,256), \mathrm{BN}+\mathrm{ReLu} \\ \text { Encoder: } \quad \operatorname{Conv}(4 \times 4,512) \\ \mathrm{BN}+\mathrm{ReLu} \\ \operatorname{Conv}(4 \times 4,1024), \mathrm{BN}+\mathrm{ReLu} \\ \mathrm{FC} 2 \mathrm{~K}, \mathrm{~K}=10 \\ \\ \mathrm{FC} 8 \times 8 \times 1024 \\ \text { Decoder: } \mathrm{FSConv}(4 \times 4,256), \mathrm{BN}+\operatorname{ReLu} \\ \mathrm{FSConv}(4 \times 4,128), \mathrm{BN}+\operatorname{ReLu} \\ \mathrm{FSConv}(4 \times 4,1) \end{gathered}$ |
| CelebA | Adam $10^{-4}$ | $\begin{gathered} \operatorname{Conv}(4 \times 4,128), \mathrm{BN}+\operatorname{ReLu} \\ \operatorname{Conv}(4 \times 4,256), \mathrm{BN}+\operatorname{ReLu} \\ \text { Encoder: } \quad \operatorname{Conv}(4 \times 4,512) \\ \mathrm{BN}+\mathrm{ReLu} \\ \operatorname{Conv}(4 \times 4,1024), \mathrm{BN}+\operatorname{ReLu} \\ \mathrm{FC} 2 \mathrm{~K}, \mathrm{~K}=64 \\ \\ \mathrm{FC} 8 \times 8 \times 1024 \\ \text { FSConv( } 4 \times 4,512), \mathrm{BN}+\operatorname{ReLu} \\ \text { Decoder: } \mathrm{FSConv}(4 \times 4,256), \mathrm{BN}+\operatorname{ReLu} \\ \mathrm{FSConv}(4 \times 4,128), \mathrm{BN}+\operatorname{ReLu} \\ \mathrm{FSConv}(4 \times 4,1) \end{gathered}$ |
| Dsprites | $\begin{aligned} & \text { SGD } \\ & 10^{-4} \end{aligned}$ | $\text { FC } 1200, \mathrm{BN}+\mathrm{ReLu}$ <br> Encoder: FC 1200, BN + ReLu $\text { FC } 2 \mathrm{~K}, \mathrm{~K}=10$ <br> Decoder: $\begin{aligned} & \text { FC } 1200, \mathrm{BN}+\mathrm{ReLu} \\ & \text { FC } 1200, \mathrm{BN}+\mathrm{ReLu} \end{aligned}$ <br> FC 1200, BN + ReLu <br> FC 4096 |

Table 4.2 Quality samples scores for ELBO trained VAEs. Negative Log-Likelihood for MNIST, Omniglot and DSprites, and Frechet Inception Distance for CelebA (smaller is better).

| Dataset | $\beta\left(\log _{10}\right)$ |  |  |  |  |
| :--- | :---: | :---: | :---: | :---: | :---: |
|  | -2 | -1 | 0 | 1 | 2 |
| MNIST | 81 | 70 | 120 | 190 | 210 |
| Omniglot | 121 | $\mathbf{1 0 9}$ | 111 | 153 | 186 |
| DSprites | 53 | 44 | 57 | 96 | 246 |
| CelebA | 161 | $\mathbf{1 5 0}$ | 218 | 271 | 298 |

This phenomenon could be explained as an attempt to fill the gap between the decoding information with the real optimal information. Indeed, for any fixed representation, the only way to maximise the decoding information is to maximise the entropy of the generated data. For this reason, a good estimation of the decoding information, or better of the (generative) conditional entropy $H_{\theta}(X \mid Z)$ is the sample quality. In agreement with the intuition; for any fixed generative family of models, the better the generated samples, the more informative the representations are. Let us note, that this estimation is acceptable only in the case the posterior collapse is avoided (otherwise it is possible to obtain optimal generative performances with zero information between the inferred and generated data).

To evaluate the quality of the generated samples the natural metric is the Negative Log Likelihood $(N L L), \operatorname{NLL}(X)=-\mathbb{E}_{x}\left[\log p_{\theta}(x)\right]$, upper bound of the KL divergence $D_{K L}\left(p(x) \| p_{\theta}(x)\right)$, that can be estimated via importance sampling method [24]. The NLL serves, in general, as a good proxy when the data-structure is relativly simple and the visible data describes completely the possible data samples. In the more complex setting, in which the visible data are just a small sample of all the possible data-points, it is common assumption to evaluate the quality of the sampled images using other metrics. In specific terms, in [27] was suggested that for computer vision problem the Frechet Inception Distance (FID) be considered to measure the distance arising between those feature vectors calculated for real and generated images. The FID is formally defined as:

$$
\begin{equation*}
\mathrm{FID}=\left\|\mu_{v}-\mu_{\mathrm{g}}\right\|^{2}+\operatorname{Tr}\left(\Sigma_{v}+\Sigma_{\mathrm{g}}-\left(\Sigma_{v} \Sigma_{\mathrm{g}}\right)^{\frac{1}{2}}\right) \tag{4.26}
\end{equation*}
$$

or equivalently the Wasserstein distance arising between two Gaussian distributions $X_{v, g} \sim$ $\mathcal{N}\left(\mu_{v, g} \cdot \Sigma_{v, g}\right)$, describing respectively the visible and the generated data.

According to the relationship in (4.3) and (4.5), one way to maximise the information within the representation is to train a VAE with small $\beta$, since the smaller the $\beta$ is, the higher the encoding information. But that naive approach, as we shall see qualitatively from figures 4.2, 4.3, 4.4 and quantitatively from table 4.2 , is not the correct one. Indeed, the optimal generative performances are not obtained for the smallest $\beta$. This phenomenon shows, that the most

(a) $\beta=0.01$

(b) $\beta=0.1$

(c) $\beta=1$

(d) $\beta=10$

(e) $\beta=100$

Figure 4.2 Samples generated by VAE with different $\beta \mathrm{s}$, trained with MNIST. For small $\beta$ the diversity is reduced since the latent does not fit with the prior. Instead for large $\beta$ the samples are blurred since small amount of information are transferred.
informative encoder is not associated with informative decoder, (i.e. the representations are storing not relevant data information and thus it is necessary to contain that quantity). If we view this kind of extra unnecessary information as noise, then we understand why the optimal samples are obtained for a relatively large $\beta$ as, in a small information setting only the most relevant information is shared.
disentanglement The generative performance analysis is a phenotypical description of the learnt representation, and it is useful to describe the informativeness of the representations. However, as observed above, an optimal representation has to separate out the generative factors (i.e. an optimal representation has to be disentangled).

The analysis in this setting is not straightforward, because it depends on the dataset. Indeed, the disentangled metrics can be used only if the ground-truth generative factors are known.

Known generative factors. Let us start with the simple case in which the ground-truth factors are provided, and it is possible to explicitly compute the MIG score, the metric that we choose in order to evaluate the disentanglement. Of the datasets taken into consideration, the only one having this property is DSprites.

In the same way as performed previously for the generative classification, we compared the MIG associated values for each VAE trained with different $\beta \mathrm{s}$. As we see from the MIG scores in figure 4.5 , the disentangled property is related to the generative quality metric. Indeed, the two most disentangled representations are the ones with minimal NLL, respectively $\beta=0.1,1$.


Figure 4.3 Samples generated by VAE with different $\beta \mathrm{s}$, trained with Omniglot. For small $\beta$ just one datum is sampled whereas, for large $\beta$ the samples are blurred since small of information are transferred. In particular, for $\beta=100$ the samples do not look like characters.

(a) $\beta=0.01$

(b) $\beta=0.1$

(c) $\beta=1$

(d) $\beta=10$

(e) $\beta=100$

Figure 4.4 Samples generated by VAE with different $\beta \mathrm{s}$, trained with CelebA. In all the settings the samples are not really diverse, and this is particularly visible in the $\beta=100$ setting wherein the non-black samples are just few.


Figure 4.5 Comparison of MIG scores obtained by the same VAE trained with different ELBOs with the DSprites dataset. The larger the beta, the higher the variance, and the higher is the maximum value. To achieve a disentangled representation, it is necessary to bound the encoding information.

This behaviour, in agreement with the intuition, confirms that the generative performance is a benchmark for the representation quality.

The MIG scores summarised in figure 4.5 also highlight the importance of finding a balance between the encoding information and the sample quality. Indeed, if we look at the MIG maximum values, we see that the less informative it is the more disentangled, and the more informative it is the more entangled. This behaviour suggests that the most informative has representations that are highly redundant, and thus a generative factor can appear within more than a feature. Instead, the least informative representation has to contain knowledge about generative factors in just one feature. In the same way, the high variance associated with the minimal informative encoder shows that, for an high $\beta$, it is not guarantee that we should learn a representation sufficiently informative to generate good samples.

To better understand the balance between informative and disentangled representation, it is useful to continue our representation analysis with the other datasets.
decomposability For real datasets, as the ground-truth generative factors are unknown, it is not possible to consider any metric to evaluate the disentanglement. However, we can still proceed with a decomposability analysis. The decomposability is a property firstly defined in [58] that generalises the disentanglement to the context in which the prior does not factorise. In detail, the representation is said to be decomposed if the latent variables:

- have an appropriate level of overlap,
- conform to the desired prior structure.

As we see, this definition differs from the disentanglement in one main aspect, in that the data representation should not be orthogonally distributed. Thus a disentangled representation is a decomposed one, but the opposite does not hold true.

Table 4.3 Decomposition metrics: listed pair (Hoyer, MMD), the more decomposed is closer to the origin ( $\mathrm{o}, \mathrm{o}$ ). For a large $\beta$, since most of the features are zero, the representations are sparse, but these representations are not informative. This is visible from the generated samples that are far from the original ones, and by the high MMD distance: in that the latent entropy is smaller than the prior entropy.

| Dataset | $\beta\left(\log _{10}\right)$ |  |  |  |  |
| :--- | :---: | :---: | :---: | :---: | :---: |
|  | -2 | -1 | 0 | 1 | 2 |
| Dsprites | $(0.68,0.25)$ | $(0.57,0.06)$ | $(0.42, \mathbf{0 . 0 8 )}$ | $(0.49,0.54)$ | - |
| MNIST | $(0.71,0.36)$ | $(0.74,0.06)$ | $(0.73, \mathbf{0 . 0 5 )}$ | $(0.64,0.36)$ | $(0.78,1.84)$ |
| Omniglot | $(0.71,0.62)$ | $(0.73,0.18)$ | $(0.71, \mathbf{0 . 0 5})$ | $(0.73,1.21)$ | $(0.59,1.56)$ |
| CelebA | $(0.8,3.09)$ | $(0.72,1.99)$ | $(0.67, \mathbf{1 . 5 4})$ | $(0.71,1.54)$ | $(0.78,1.92)$ |

To provide a measure of the decomposition, let us remember that, given two data-points differing for just one factor, the associated representations overlap correctly if they are coincident in all the latent features but one. Then, in the case that the generative factor is just one for each data-point, the correct overlapping coincides with the sparse notion, a classic property of the optimal representation $[15,45,49,65]$. Indeed, in a single-factor generated data, the representation is constant (say o) in all the features but the correct one.

In light of the connection arising between the overlapping and the sparseness notion, following on from what was determined in [58], we decided to estimate the sparsity of the representation with the Hoyer distance [33]

$$
\begin{equation*}
\operatorname{Hoyer}(y)=\frac{\|y\|_{1} /\|y\|_{2}-1}{\sqrt{d}-1} \tag{4.27}
\end{equation*}
$$

for any given point $y \in \mathbb{R}^{d}$, being 1 for a full dense vector and o for a full sparse vector. Since we are interested in computing the metric with respect to the learnt representations, in the following we consider the average measure, $\operatorname{Hoyer}(Z)=\frac{1}{N} \sum_{i} \operatorname{Hoyer}\left(\tilde{z}_{i}\right)$, where we decide to consider the normalised variance $\tilde{z}=z / \sigma(z)$, just to avoid the eventuality that a larger entropic distribution is considered more sparse than the one with small entropy.

Let us notice, that the Hoyer metric in (6.24), is not exactly the one introduced in [33], but an equivalent variant. That choice was made so as to describe the metric as a distance and to be consistent with the measure to evaluate the proper fitting.

To evaluate the conformity of the embedding to the prior, we considered the MMD distance between the prior $p(z)$ and the inferred distribution $q(z)$, as seen above, which is considered a special distance in the probability space.

The disentanglement results are summarised in table 5.1. First of all, to validate the decomposability analysis, let us note that the disentanglement and decomposability metrics are concordant. Indeed, in agreement with the MIG results listed in 4.5 , the most decomposed representations for DSprites are those obtained by the VAE trained with $\beta=0.1$ and 1. That
result confirms the disentanglement is a special case of the decomposability; and the two metrics estimating the decomposability serve as a good proxy to evaluate the disentanglement.

As we see from table 5.1, the optimal representation - sparse and fitting the prior - essentially does not exist; Indeed, the most sparse representation do not fit the prior representation. The balance between the two metrics is, in general, found for a $\beta \approx 1$. Moreover, from table 5.1, we see that the main discriminant is the MMD measure, and not the Hoyer which is similar for all the data; suggesting that the sparseness factor, which varies differently from the prior fitting, is not associated to the network information, but rather is more a data property.

The different prior learnt by the different models tested is motivated by the quantity of information shared with the data. For high (small) $\beta$ the encoding information is small (high); the inferred entropy is smaller (higher) than the prior, and the the MMD value high. Thus, the most decomposed is the one sharing the correct amount of information (i.e. a quantity close to the latent entropy).

Let us conclude these experiments observing that in the ELBO it is difficult to find the optimal $\beta$. This difficulty is confirmed by the non-total agreement arising between the sample quality and decomposable performance. The models with optimal generative performances are not the one learning the best representations and vice-versa.

### 4.3.2 InfoMax and the role of the prior

In the experiments detailed above, we have observed that finding the optimal $\beta$ from which are obtained the optimal generative and inference performances, is not an easy task. In this second experiment part, we want to show that the optimal solution is learnt without much effort by the WAE and also that the disentanglement property depends upon the entropy of the latent variable more than the encoding information. Latent entropy that is implicitly defined by the hyper-parameter $\sigma$. Indeed, as the prior is assumed to be Normally distributed, for any given number of latent units $(K)$, the latent entropy $\left(\mathrm{H}(\mathcal{N}(0, \Sigma))=\log \left((2 \pi e)^{K} \operatorname{det}(\Sigma)\right)^{1 / 2}\right)$ is defined by the covariance matrix $\Sigma$ and, as the factors are supposed orthogonal and equally important, by the diagonal covariance matrix $\Sigma=\sigma^{2} \mathrm{I}$.
generative performance The first task for which we compare the different VAEs objectives is the generative one. For this, we start the description of the WAEs. As we see from table 4.4 and from the samples presented in figures $4.6,4.7$ and 4.8 the sample quality of the different WAEs is comparable to or better than the best VAE models.

In particular, if we compare the $\sigma=1$ WAE with the (optimal) VAE, the two models yield very similar results, with the WAE model having slightly better results with the only exception being the DSprites setting, wherein the VAE samples are of better quality that the WAE ones. That observation is in agreement with the theoretical results, wherein the optimal VAE and the Wass should share the same information and then have similar generative performance.

(a) $\sigma=0.1$

(b) $\sigma=0.25$

(c) $\sigma=0.5$

(d) $\sigma=1$

(e) $\sigma=1.5$

Figure 4.6 Samples generated by WAE, trained with MNIST, with different $\sigma$ s, (i.e. different latent entropies). There are no visible differences arising between the samples generated by the different models, suggesting that unnecessary information is transmitted in the high variance setting.

(a) $\sigma=0.1$

(b) $\sigma=0.25$

(c) $\sigma=0.5$

(d) $\sigma=1$

(e) $\sigma=1.5$

Figure 4.7 Samples generated by WAE, trained with Omniglot, with different os. No samples are generated with $\sigma=0.1$, since the shared information was not sufficient (Omniglot has larger entropy than MNIST). Instead for the other models there are no visible differences arising between the generated samples.


(d) $\sigma=1$

(e) $\sigma=1.5$

Figure 4.8 Samples generated by WAE, trained with CelebA, with different $\sigma$ s. Small $\sigma$ are associated with worse samples, suggesting that, in that case, the latent representations do not share sufficient information with the visible data.

Table 4.4 NLL (FiD for CelebA) obtained by WAE trained with different priors and different data-sets

| Dataset | $\sigma($ Wass $)$ |  |  |  |  | ELBO |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: |
|  | 0.1 | 0.25 | 0.5 | 1 | 1.5 | $\beta^{*}$ |
| Dsprites | 72 | 48 | 52 | 48 | 53 | 44 |
| MNIST | 70 | 74 | 63 | 67 | 83 | 70 |
| Omniglot | - | 109 | $\mathbf{1 0 4}$ | 107 | 108 | 109 |
| CelebA | 102 | 100 | $\mathbf{9 8}$ | 101 | 99 | 150 |

Moreover, from table 4.4, it is possible to infer that the choice of the prior has no real effect upon the generative performance, suggesting that not all the information stored in the latent variable is necessary for the task itself.

It is also important to note that, in the CelebA setting, the samples generated by a low sigma prior do not appear to be of better quality than those generated by the optimal VAE (see figure 4.8); although the FID score in figure 4.4 does not highlight that difference. This phenomenon can be explained if we remember that the FID score takes into account the diversity of the samples. In other words, the optimal VAE samples, although of decent quality, are not diverse as those generated by a small entropy prior.
disentanglement As observed for the VAE analysis, generative accuracy is merely one side of the coin:- to evaluate the learnt representation quality, it is necessary to look inside the


Figure 4.9 Traversal associated with the VAE representation, trained with MNIST and $\beta=10$. All the samples are blurry, and not all the digit classes are visible, suggesting that each data-point is generated as a combination of more than one feature.
network. Moreover, we expect that the disentanglement analysis will underline the role of the latent entropy within the WAE model; differences that are not easy to observe by means of the generative comparison made above.

In accordance on what we have done in the ELBO comparison, we start the disentanglement analysis with the MIG scores of the Dsprites dataset. From the MIG comparison illustrated in figure 4.11, we see that the $\sigma=1$ WAE representation is disentangled as is the ELBO one, confirming that the optimal VAE is coincident with the WAE. Moreover, we see that bounding the latent entropy is a way to bound the encoding information. Indeed, in agreement with the behaviour seen in table $4 \cdot 5$, the most informative representations (respectively small $\beta$ or high $\sigma$ ) have smaller variance in terms of MIG score and, in contrast, the smallest informative representations are associated with the highest MIG variance.

## 

(a) feature o $(8 \rightarrow 9 \rightarrow 4)$
7777777777727209929888888
(b) feature $1(9 \rightarrow 7 \rightarrow 8)$

## 2222222212222200000000000

(c) feature $2(2 \rightarrow 7 \rightarrow 0)$

(d) feature $3(0 \rightarrow 1)$
4444999999920253333333333
(e) feature $4(4 \rightarrow 9 \rightarrow 3)$

(f) feature $5(7 \rightarrow 9 \rightarrow 6)$

(g) feature $6(9 \rightarrow 0 \rightarrow 1)$

## 2222222222220200955555555

(h) feature $7(2 \rightarrow 5)$

Figure 4.10 Traversal associated to the WAE representation, trained with MNIST and $\sigma=1$. Each digit is associated with at least one feature. Excluding the " 9 " and " 7 " that are the two digits associated with the null space, each digit appears in just two transversal, confirming that a disentangled representation is sparse.


Figure 4.11 Comparison Dsprites MIG scores obtained by the WAE with different priors $\mathfrak{p}(z)$ ~ $\mathcal{N}\left(0, \sigma^{2} \mathrm{I}\right)$, for different standard deviation $\sigma$, with the optimal VAE with $\sigma=1$

The differences arising between the VAE and WAE representations are also visible when looking at the generated transversal data, which are plotted in figures 4.9, 4.10, 4.12 and 4.13. The data generated by a single feature of each representation, maintaining the others fixed to 0 . In particular, by this qualitative comparison, we notice that, although the VAE and WAE representations are almost equally informative about the data (the sample quality is comparable), the WAE representations look more disentangled than the VAE ones.

Let us also notice that the WAE traversal have all the same pattern: blank data (around $z=0$ ) and data associated with two different classes. The reason of such a behaviour would be explained in the next chapter, but for now let us observe that is the same pattern sketched in figure 4.1, where the inference distribution of each data-class is distributed along a subspace and the center of the distribution is empty.
decomposition In the classic setting in which the generative factors are unknown, it is necessary to resort on the indirect metrics, namely the Hoyer evaluating the sparseness and the MMD distance which is used to evaluate the fitting of the latent with the prior. Since in the Wass, the MMD distance is directly minimised, the latter quantity is negligible for all the models, thus in table 4.5 are listed only the Hoyer scores.

From the Hoyer scores presented in table 4.5, we see that the WAE learnt representations are, in general, at least as decomposed as those for the optimal VAE latent variables. Indeed, the WAE representations are equally or more sparse than the VAE counterpart, as in the MNIST and Omniglot setting, or else are slightly less sparse, but nonetheless fitting the prior as in the CelebA. The only WAE representations that are less decomposed than the VAE ones are the DSprites representations. This result is in agreement with the low Log-Likelihood measures, but not with the MIG results, where the WAE representations are the most disentangled. These results highlight how difficult it is to find a metric that satisfactorily evaluates the optimal representation.

The effect of $\sigma$. Both the Hoyer and the MMD metrics are evaluating the geometric properties of the learnt features and, as observed in table $4 \cdot 5$, they are unable to discriminate



Figure 4.13 Dsprites generated by each representation of the optimal WAE, $\sigma=0.25$

Table 4.5 Comparison of the decomposable quality of the representation learnt by WAE, with different prior $p(z)$. Since the MMD distance arising between the prior and inference is ever risible, in the table the decomposability is described only by the Hoyer metric (smaller is better)

| Dataset | $\sigma$ (Wass) |  |  |  |  | ELBO |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: |
|  | 0.1 | 0.25 | 0.5 | 1 | 1.5 | $\beta^{*}$ |
| Dsprites | 0.63 | 0.59 | 0.58 | 0.63 | 0.57 | $\mathbf{0 . 4 2}$ |
| MNIST | 0.73 | 0.75 | $\mathbf{0 . 7 1}$ | 0.73 | 0.72 | 0.71 |
| Omniglot | 0.75 | 0.64 | 0.69 | $\mathbf{0 . 6 2}$ | 0.74 | 0.71 |
| CelebA | 0.78 | 0.79 | 0.78 | 0.77 | 0.78 | $\mathbf{0 . 6 7}$ |

Table 4.6 $\mathrm{L}_{2}$ norm of the difference between the visible and the reconstructed corrupted data, $\| \mathrm{x}-$

| Dataset | $\sigma$ (Wass) |  |  |  |  | $\begin{gathered} \text { ELBO } \\ \beta^{*} \end{gathered}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | 0.1 | 0.25 | 0.5 | 1 | 1.5 |  |
| Dsprites | 35 | 32.7 | 30.4 | 28.6 | 30.2 | 31.3 |
| MNIST | 36.3 | 34.2 | 34.1 | 32.3 | 30.4 | 35.2 |
| Omniglot | 48.5 | 47.2 | 46.4 | 41.5 | 46.7 | 41.2 |
| CelebA | 99.6 | 98.3 | 93.2 | 90.4 | 93.7 | 480 |

in a clear way the differences between the learnt representations as achieved by the MIG score. In light of those difficulties, to evaluate the differences arising between the learnt representations, we decided to consider, as a decomposable metric, the robustness of the network. Indeed, as seen in the theoretical section, the invariance to input nuisance is a property that is strictly related to the proper overlapping and then to the disentanglement.

Given a data-point $x$, its representation $z=z(x)$ is invariant to input noise if $z(x) \approx z(x+v)$, for any small noise $v$. For this reason, to evaluate the robustness of the latent representation, we consider the reconstruction robustness by computing the reconstruction accuracy given noisy input data.

From the results in table 4.6 wherein are listed the $L_{2}$ reconstruction losses obtained by the two AE models with input data obtained adding a small noise $v \sim \mathcal{N}(0,0.4 \cdot$ I), it is possible to appreciate the role of the prior in that a too small representation has no room for error and a large representation $\sigma>1$, as expected, is, in general, not very robust. Moreover, confirming what was observed until this point, the unitary variance WAE is learning an equal or better representation than the ones learnt by the VAE.
sfor ARARARC
(a) unused feature

(b) orientation
(c) haircut

(d) gender

(e) hair color
Figure 4.14 CelebA transversal generated by ELBO $(\beta=1)$. The sample quality is quite good, but just four generative factors are clearly discovered.

(a) haircut
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(c) gender

(d) hair color

(e) smile

Figure 4.15 CelebA transversal generated by Wass ( $\sigma=1$ ). The sample quality is not particularly good, but it is possible to recognise at least five generative factors.

In this chapter we related the most common objectives for Variational AutoEncoder: ELBO and Wass, under a common principle, specifically the Constrained InfoMax (CIM). The unitary information-theoretic description of the two objectives shows us that it is necessary to find a compromise between encoding and decoding information and that information has to be controlled by the prior entropy and not by the encoding information as achieved by the ELBO.

We arrived at this conclusion by associating the optimal representation with the Minimum Description Length solution: learning a representation storing only that information necessary to generate the visible data. The theoretical argument was followed by computational experiments. In the first part, we observed the effect of the parameter $\beta$ in terms of the ELBO trained VAEs. In the second part we showed that, for the optimal $\beta$, ELBO and Wass objectives coincide, and that an accurate choice of the variance of the prior leads to more disentangled representations.

In the previous chapter we observed that the two main objectives, ELBO and Wass, both optimise the Constrained InfoMax objective. Thus we observed that the best VAE is the one learning the most informative representation of the data, fitting the prior $p(z)$. In the previous chapter we also observed that, although ELBO and Wass are informative equivalent, the performances of the model trained with the two objectives are not coincident. Aiming to explain the reason of such unexpected behaviour, in the following we restrict our attention to the linear decoder VAE.

The reason to consider that setting is two-fold: (i) it is possible to connect the VAE representations with the ones learnt by a linear Gaussian Process Latent Variable Model, and (ii) by what was illustrated in Lucas et al. [55], we have a formal proof that the learnt representations by the ELBO trained VAE are the PCA ones, independently by the encoder.

In this chapter we will observe that the Wass trained representations are encoder-dependent and the learnt representations are equivalent to the ones learnt by a kernel PCA having features described by the encoder itself. To show this result, we have first show the (geometric) connection between kernel PCA and unsupervised Mixture PCA, and highlight that the posterior inference is closer to a Gaussian Mixture Model (GMM) than to a multivariate Gaussian.

Summarising, the main contribution of this chapter can be listed by these points:

- Mixture PCA is a special Kernel PCA
- the posterior inference distribution learnt by the Wass trained VAE with Gaussian Prior is closer to a Mixture of Gaussian than to the Prior
- provide a geometric (non-informative) reason why bound the latent entropy is necessary to have good representations
- show the Wass representations are equivalent to the Kernel PCA ones, with kernel defined by the encoding map.
5.1 RELATED WORK: FROM PCA TO VAE

The main goal of this chapter is to connect the learnt representation by the VAE with a linear Gaussian Process Latent Variable Model (GPLVM). In chapter 3 we introduced already one of these: the Probabilistic Principal Component Analysis (PCA), here we introduce other two classic GPLVMs that will be utilised to describe the Wass trained VAE representations: Kernel PCA and Mixture PCA.

The PCA is based on the assumption that the visible data are sampled from a uni-modal distribution (i.e. there is only a single class defining all the data-points), and then the datapoints are identically independently distributed (iid). As it is possible to observe in real contexts, the iid assumption is quite restrictive. For instance, a two classes dataset or a Markov Chain time series are not iid. Indeed, in the Markov Chain setting, each data-point is dependent on the past and, within a multi-class dataset, the data-points are sampled from different distributions, and in the two class data-set it is reasonable to assume the data-points belonging to two different classes are sampled from different distributions.

In the case the data are not iid, and we know the distribution from which each data-point is sampled (e.g. the data-class) the Mixture PCA idea is to apply a "classwise" PCA, i.e. to apply a PCA for each distribution.
geometric interpretation A set of iid distributed data can be thought as a sample of points lying into a plane, and the PCA idea is to project such a plane into a smaller one. As most of the time the data lie in more than one plan (each plan is the data-class) the Mixture PCA idea is to project each plan into a different sub-plane. Thus if the PCA representations is a single sub-plane, the Mixture PCA representation is a collection of planes.
a probabilistic description From a probabilistic perspective, assuming that the visible data lies in $K$ different tangent planes $z_{k}$, and each data-point $x_{i}$ belongs to just one plane $z_{k}$, the generative distribution is given by

$$
\begin{equation*}
p\left(x_{i} \mid z_{i}, q_{i}=k, \theta\right)=\mathcal{N}\left(\mu_{k}+W_{k} z_{i}, \sigma^{2} I\right) \tag{5.1}
\end{equation*}
$$

where the latent prior is $p\left(z_{k}\right)=\mathcal{N}\left(0, I_{k}\right)$ for any $k$, where $I_{k}$ is the $\operatorname{dim}\left(z_{k}\right) \times \operatorname{dim}\left(z_{k}\right)$ identity matrix associated to the space $\mathcal{Z}_{\mathrm{k}}$, and the probability to sample a point in the space $k$ is defined by the categorical distribution: $p(k)=\operatorname{Cat}(\pi)$.

Combining all these elements together, we obtain the (probabilistic) Mixture PCA defined as

$$
\begin{equation*}
\sum_{k}^{K} p(x \mid z, k) p(z \mid k) p(k) \tag{5.2}
\end{equation*}
$$

or, in vectorial form:

$$
\begin{equation*}
\mathfrak{p}(x)=\mathfrak{p}(x \mid \vec{z}) \mathfrak{p}(\vec{z} \mid \vec{k}) p(\vec{k}) \tag{5.3}
\end{equation*}
$$

where $\vec{z}=\left[z_{1}, \ldots, z_{k}\right]^{\top} \sim \mathcal{N}(0, I), \vec{k}=\left[0, \ldots, 1_{k}, \ldots, 0\right] \sim \operatorname{Cat}(\pi)$ and $p(x \mid \vec{z})=\mathcal{N}(\mu+$ $W \vec{z}, \sigma^{2} I_{K}$ ) with $W=\left[W_{1}, \ldots, W_{K}\right]^{\top}$.

Often the distributions (classes) from which each data-point is sampled are not known in advance, and it is more reasonable to know some general property of the data. One of these possible information is that the visible data-points are not iid sampled in the visible space where we see them, i.e. in the visible space $X$, but they are iid sampled in a different space: the Feature (latent) space $\mathcal{F}$. Assuming to know the map $\phi: \mathcal{X} \rightarrow \mathcal{F}$, a possible solution is to apply the PCA on the new space, or equivalently find the eigenvalues and eigenvectors of the Kernel $K=F^{\top}$ with $F=\left[\phi\left(x_{1}\right), \ldots, \phi\left(x_{n}\right)\right]$. For this reason this approach that has firstly proposed in [6o], it is called Kernel PCA.
geometric interpretation It is possible that we do not know the local information about the many plans composing a manifold, but we can know the general shape of the manifold. In that setting we know that a (smooth enough) differential manifold can be parametrised as a plane in a different space (e.g. a parabola $y=x^{2}$, is a manifold (curve) in the canonical 2D space $\left.R^{2}=\{(x, y): x, y \in \mathbb{R}\}\right)$ but it is a straight line in the quadratic feature space $\mathcal{F}=\left\{\left(x^{2}, x\right): x \in \mathbb{R}\right\}$. Thus, the geometric idea behind the Kernel PCA is to map a manifold into a plane, and then apply the linear projection on the feature space. Let us observe, that the projection is linear only on the feature space but not with respect to the visible space.

GENERATIVE DESCRIPTION
As the Kernel PCA is simply a PCA on a different space it has not a proper probabilistic interpretation. Indeed, given $z$ the latent representation of the visible data-point $x$, the "natural" generative distribution $p\left(x_{l} \mid z\right)=\mathcal{N}\left(x_{l} \mid W z, \sigma^{2} I\right)$ is defined with respect the latent $x_{l}=\phi(x) \in \mathcal{F}$. Thus, the description with respect to the visible latent variable can be done only when the latent space has the same dimensionality of the visible one. Indeed, in that extreme case (never used in practice), it is possible to apply the change of variable formula, and thus we have that the distribution with respect the visible space is defined as

$$
\begin{equation*}
p(x \mid z)=p\left(x_{l} \mid z\right)\left|J_{\phi}(x)\right|, \tag{5.4}
\end{equation*}
$$

where $J_{\phi}(x)=\left(\partial_{i} \phi\left(x_{i}\right)\right)_{i, j}$ is the Jacobian associated to the map $\phi$. By this Jacobian value, the generative map is not more Gaussian distributed, it is Gaussian only in the special setting the kernel is linear, and so the Kernel PCA coincides with the PCA.

For the sake of completeness we conclude this section providing the sketch derivation of the equivalence between pPCA representations and the linear ELBO trained VAE, that was firstly illustrated in Lucas et al, [55]

A linear Variational AutoEncoder is a model with decoder $p(x \mid z)$ and encoder $q(z \mid x)$ having the form

$$
\begin{align*}
& p(x \mid z)=\mathcal{N}\left(W z, \sigma^{2} I\right) \\
& q(z \mid x)=\mathcal{N}(V x, D), \tag{5.5}
\end{align*}
$$

where D is a diagonal covariance matrix, used globally for all the data-points.
To show equivalence with the pPCA, it is first necessary to show that the ELBO objective has a unique solution, and it is the same of the Maximum Likelihood optimising the pPCA. In this thesis, we limit ourself to showing that the ELBO optimum is the same of the log-likelihood optimum of pPCA (lemma 1 in [55]), and so, for the second part of the proof we refer to [55].

As we seen in the third chapter, the pPCA is the model parameterising the inference and generative distributions as follows,

$$
\begin{align*}
p(x) & =\mathcal{N}\left(\mu, W W^{\top}+\sigma^{2} I\right)  \tag{5.6}\\
p(z \mid x) & =\mathcal{N}\left(M^{-1} W(x-\mu), \sigma^{2} M^{-1}\right)
\end{align*}
$$

with $M=W W^{\top}+\sigma^{2}$. For this model the Maximum Likelihood Estimation (MLE) parameters are:

$$
\begin{align*}
\sigma_{M L E}^{2} & =\frac{1}{n-K} \sum_{j=K+1}^{m} \lambda_{j}  \tag{5.7}\\
W_{M L E} & =U_{k}\left(\Lambda_{k}-\sigma_{M L E}^{2} I\right)^{1 / 2} R
\end{align*}
$$

with $U_{k}$, the matrix of the first $K$ principal components, $\Lambda_{K}=\operatorname{diag}\left(\lambda_{1}, \ldots, \lambda_{K}\right)$ the diagonal matrix of the eigenvalues associated to the principal component, and $R$ an arbitrary rotation matrix.

Assuming the matrix $R=I$, the matrix $M$ is the eigenvalues diagonal matrix $\Lambda$. Thus, setting $V=M^{-1} W_{M L E}^{T}$ and $D=\sigma_{M L E}^{2} M^{-1}$, the inference distribution is exact the posterior $p(z \mid x)$, and the ELBO is equivalent to the likelihood, indeed

$$
\begin{equation*}
\mathbb{E}\left[\log p_{\theta}(x)\right]=\mathrm{ELBO}+\mathrm{D}_{\mathrm{KL}}(\mathrm{q}(z \mid x) \| \mathfrak{p}(z \mid x)) \tag{5.8}
\end{equation*}
$$

In this way the optimal ELBO recovers the MLE parameters.
For a complete proof of the connection between the linear VAE and the pPCA we refer to the original paper [55]. To convince ourself of the truth of the statement, let us remember that the PCA solution can be recovered via the EM algorithm, an iterative algorithm which is almost equivalent to the ELBO.
It is relevant to notice that the analysis is done considering the standard ELBO, and not the general $\beta$-ELBO. That choice could be considered restrictive, but actually, it is not; since as observed in [55], within the Gaussian decoder setting, wherein the distortion term has the form $\|x-W z\| / \sigma^{2}$, the $\beta$ can be seen as the decoder variance $\sigma^{2}$. In this way, in the Gaussian decoder context, the $\beta$ term is a measure of the decoder entropy: the larger is $\beta$, the more blurred are the sampled data.
non-Linear vae In agreement with the intuition, in the case the encoder network is not being more linear, the equivalence with the PCA is lost. Indeed, in this setting, the ELBO has many optima, but the proposition above still holds, since it is layer independent. Then, one of these optima is the PCA solution. Other possible optima are those where the posterior collapse is occurring.

Rather more strangely, as observed by empirical results [55], a non-linear VAE is not learning a better inference than the linear encoder VAE. To better understand the reason for that phenomenon, let us examine the geometric description of the KL divergence.

A GEOMETRIC DESCRIPTION
In the PCA assumption we have established that the data $X=\left\{x_{i}\right\}_{i \in[1, N]}$ are living around an hyper-plane univocally defined by some tangent vectors $\left\{z_{k}\right\}_{k \in[1, K]}$, wherein the goal of PCA is to find the linear projection map $W$ and the plane $Z$ such that the scalar product $W x_{i} \cdot Z$ is minimised for any $x_{i}$, or equivalently the $L_{2}$ norm $\left\|W x_{i}-z\right\|_{2}^{2}$ is minimal for any $z \in Z$, indeed

$$
\begin{equation*}
\left\|W x_{i}-Z\right\|_{2}^{2}=\|Z\|_{2}^{2}-\left\|W x_{i}\right\|_{2}^{2}-2 W x_{i} \cdot\left(Z-W x_{i}\right) . \tag{5.9}
\end{equation*}
$$

Let us notice that it is not necessary to put any condition on the projection map $W$, it in principle could be any function, but as we constrain that has to project into a plane, that is a sub-space of the visible one, that turns out to be a linear projection.

By the connection in (5.9) we can say that, in the deterministic scenario, the PCA is looking for the matrix $W$ minimising the Bregman divergence,

$$
\begin{equation*}
B_{F}(x, y)=F(x)-F(y)-\nabla F(y) \cdot(x-y), \tag{5.10}
\end{equation*}
$$

between the projected data-points $W X$ and the latent plane $Z$ with respect the natural norm in $\mathbb{R}^{n}$, specifically the $L_{2}$ norm.

As the Bregman metric can be defined for any function $F$, the natural way to define the pPCA via the Bregman divergence, is to consider as $F$ the $L_{2}$ norm in the random variables (rv) space. In the rv space the $L_{2}$ norm of a rv $X$ is defined as

$$
\begin{equation*}
\|X\|_{2}^{2}=\mathbb{E}_{p(x)}\left[|X|^{2}\right], \tag{5.11}
\end{equation*}
$$

which, for the Gaussian distribution, is equal (up to constant) to the latent representation entropy $H(Z)$. Indeed, $H(Z)=\mathbb{E}[-\log p(z)] \propto \mathbb{E}_{z}\left[(Z-\mu)^{2} /|\Sigma|\right]$. Thus, as we are considering only Gaussian distributions, we expect that the pPCA projection map is the one minimising the Bregman divergence with respect to the entropy,

$$
\begin{aligned}
B_{H}(q(z \mid x), p(z)) & =H(q(z \mid x))-H(p(z))-\sum_{i}(\log p(z)+1) \cdot(q(z \mid x)-p(z)) \\
& =H(q(z \mid x))-H(p(z))-\sum_{i} \log p\left(z_{i}\right) q\left(z_{i} \mid x\right)-\log p\left(z_{i}\right) p\left(z_{i}\right)\left(q\left(z_{i} \mid x\right)-p\left(z_{i}\right)\right) \\
& =H(q(z \mid x))-\sum_{i} \log p\left(z_{i}\right) q\left(z_{i} \mid x\right)\left(q\left(z_{i} \mid x\right)-p\left(z_{i}\right)\right. \\
& =D_{K L}(q(z \mid x) \| p(z)),
\end{aligned}
$$

i.e. the Rate term.

The connection between the Rate term and the Bregman divergence reveals that the KL divergence operator, is minimised by a posterior inference distribution $\mathrm{q}(z \mid x)$ that is linear in the Gaussian distribution space, i.e. $q(z \mid x)=\mathcal{N}(z \mid W x, S)$

### 5.2 MIXTURE PCA AS AN APPROXIMATED KERNEL PCA

By the geometric description of the the two PCA generalizations, Mixture PCA finding the different planes where the data-points lie, and Kernel PCA finding the Manifold where all the data-points lie, it seems that the two approaches are strictly connected, and the former can be described as an approximation of the latter. Indeed, for any manifold $M$ and any small $\varepsilon$ there exits a piecewise linear approximation of $M, M_{L}$ s.t. $\left\|x_{M}-x_{L}\right\|$ for any $x_{M} \in M$ and $x_{L} \in M_{L}$.

As the formal connection between the two principle is not so trivial, here we limit ourselves to show that any Mixture PCA can be described as a special Kernel PCA, and we try to give a geometric intuition why any Kernel PCA can be approximated by a Mixture PCA. We will leave, for future work, to show the formal connection.

### 5.2.1 Mixture PCA: a special Kernel PCA

As we have seen above the main idea of Kernel PCA is to apply the (standard PCA) on the Kernel Matrix $\mathrm{K}=\mathrm{FF}^{\top}$, where F is the matrix having columns the feature vectors, $F=\left[\phi\left(x_{i}\right)^{\top}\right]^{\top}$, with $\phi$ a generic feature map.
Let us notice that a possible feature map could be the following one

$$
\begin{equation*}
\phi(x)=\sum_{i}^{K} \mathbb{1}_{\delta_{\rangle}} \cdot[0, \ldots, x, \ldots, 0], \tag{5.13}
\end{equation*}
$$

with $\mathcal{S}$ a partition subset of the data-set $X$ s.t. $\cup \mathcal{S}_{i}=X$ and $[0, \ldots, x, \ldots, 0]$ is a $K \times n$ vector zeros everywhere but on the $i$-th slot that is $x$. In words, the feature map in (5.13) is mapping each data-point in some subspace of a larger space. If $x \in \mathbb{R}$, the feature space is $\mathbb{R}^{K}$ and on the new space each data-point can leave in only one of the axes.
The kernel map associated to the feature map in (5.13) has the following form

$$
S=\left[\begin{array}{ccc}
\left.\begin{array}{|ccc}
\mathrm{s}_{1} & \cdots & 0 \\
\vdots & \ddots & \vdots \\
0 & \cdots & \boxed{\mathrm{~s}_{\mathrm{K}}}
\end{array}\right] \tag{5.14}
\end{array}\right.
$$

where $S_{i}$ is the covariance (linear kernel) $S_{i}=X_{i} X_{i}^{\top}$, with $X_{i}=\left[x_{i}\right]_{i \in s_{i}}$ the matrix with column the data-points in $\mathcal{S}_{\mathfrak{i}}$.

It is straightforward to see that for block diagonal matrix like this one the the associated generative matrix $W$ of the Kenel PCA is diagonal as well, i.e.
with $W_{i}$ orthonormal $n \times n$ matrices, obtained applying PCA on each block $S_{i}$.
So, for each data-point $x_{i}$, the generative distribution of the associated feature $\phi\left(x_{i}\right)=$ $\left[0, \ldots, x_{i}, \ldots, 0\right]^{\top}$ is the following:

$$
\begin{align*}
& p\left(\phi\left(x_{i}\right)\right)=\int \mathcal{N}\left(\phi\left(x_{i}\right) \mid W z, \sigma^{2} \operatorname{Ip}(z)\right) d z \\
= & \sum_{k}^{k} \int \mathcal{N}\left(\phi\left(x_{i}\right) \mid W_{k} z_{k}, \sigma^{2} I_{k}\right) p\left(z_{k}\right) d z_{k} \tag{5.16}
\end{align*}
$$

with $p\left(z_{k}\right)=\int p(z) d z_{-k}$, i.e. the marginal over the "unused" space $\left(z_{-k}=\left(z_{i} 1, \ldots, z_{k-1}, z_{k+1}, \ldots z_{k}\right)\right)$, indeed by the shape of the generative matrix $W$, each row is all zeros but $n$ entries associated with the k-th space, and so they are invariant to the $z$ values outside the associated space.

In this way we have derived the kernel of a general Mixture PCA model. In the next section we provide an argument to show (intuitively) why any Kernel PCA can be approximated by a Mixture PCA (or by Kernel PCA with Kernel as above).

### 5.2.2 Approximate Kernel PCA with Mixture PCA

From the definition of Mixture PCA and Kernel PCA, we have seen that the two models are designed for different tasks. The former is more suitable when the data is subdivided into clusters with each cluster distributed around $\mu_{i}$, instead the latter is more suitable in the case the data is distributed around a manifold, and the data is linearly separable with respect to the metric induced by the manifold itself.

We observed that the two approaches coincide only in two special cases: the data has a standard geometric structure, i.e. it is distributed on a plane, i.e. the optimal Kernel PCA and optimal Mixture PCA are actually the standard PCA, and in the case the manifold where the data live is actually a composition of planes.

The latter special case, actually is not so rare; indeed, any geometric structure can be described as a cluster collection (e.g. a smooth curve can be approximated via a collection of segments ). In this way assuming to have a large number of factors a Mixture PCA can separate the main factors of the data.

Let us notice, that by sub-dividing the geometric structure into small pieces,


Figure 5.1 Piecewise linear approximation of a parabola
the learnt representation by Mixture PCA and (an optimal) Kernel PCA will not coincide, because the Kernel PCA representations will be an aggregate version of the Mixture PCA ones. If for instance one data-class is distributed in a square-like shape, the kernel PCA is learning a single representation (the square perimeter) and the Mixture PCA is learning four representations (one for each edge).

In the case more than one data-class is visible, a possible way to relieve the Kernel PCA representations from the Mixture PCA ones, is to apply a standard PCA on the Mixture Representation space. Indeed, in this way all the many representations in the Mixture space that have similar properties, because belonging on the same geometric structure, are clustered all together and separate from the ones with different properties.

### 5.3 WASSERSTEIN FOR MIXTURE PCA

In light of the relationship highlighted above between the Mixture PCA and Kernel PCA, the goal of this section is to show that the Wasserstein loss is pushing the associated VAE to learn a Mixture PCA-like representation in its latent variables.

To show the connection between the Wasserstein trained representations and the Mixture PCA ones, we -first show that the Wass loss can be read as a variational approximation of the Mixture Likelihood, then -following an informative argument we show that from the possible local minima of the Wass distance, the global minimum is the Mixture PCA one.

### 5.3.1 ELBO for Mixture PCA

FROM MIXTURE PCA to NON-LINEAR vaE As sdescribed above, under the assumption to know the $k$ factors, the Mixture PCA it is trained maximising the visible log-likelihood:

$$
\begin{align*}
\sum_{i}^{N} \log p\left(x_{i}\right) & =\sum_{i}^{N} \log \left(\sum_{k}^{K} \pi_{k} p\left(x_{i} \mid k\right)\right) \\
& =\sum_{i}^{N} \log \left(\sum_{k}^{K} \pi_{k} \int_{z_{k}} p\left(x_{i} \mid z_{k}\right) p\left(z_{k}\right) d z_{k}\right) \tag{5.17}
\end{align*}
$$

where $\pi$ is the discrete mixing distribution, that for the sake of simplicity we will assume in this section uniformly distributed (i.e. $\left.\pi_{k}=K^{-1}\right)$ and $p\left(x_{i} \mid z_{k}\right)$ the generative distribution of the data-point $x_{i}$, given the latent variable $z_{k}$, multivariate normally distributed.

Let us notice that by Mixture PCA definition each factor $z_{\mathrm{k}}$ is associated with a single data-class, thus the vector $\left[p\left(x_{i} \mid z_{1}\right), \ldots, p\left(x_{i} \mid z_{k}\right)\right]$ is a sparse vector wherein most of the mass is concentrated onto a single value $p\left(x_{i} \mid z_{k(i)}\right)=p\left(x_{i} \mid z_{k *}\right)$. By the sparsity of the distribution
vector, and the LogSumExp property we can approximate the equation in (5.17) with the following one:

$$
\begin{align*}
\sum_{i}^{N} \log p\left(x_{i}\right) & \approx \frac{1}{K} \sum_{i}^{N} \log p\left(x_{i} \mid k^{*}\right) \\
& =\frac{1}{K} \sum_{i}^{N} \log \left(\int_{z_{k *}} p\left(x_{i} \mid z_{k}\right) p\left(z_{k^{*}}\right) d z_{k^{*}}\right) . \tag{5.18}
\end{align*}
$$

In agreement on what has been proved in [55], and in light of the approximation above, we can maximise the likelihood via the following variational objective

$$
\begin{align*}
\sum_{i}^{N} \log p\left(x_{i}\right) \geqslant & \sum_{i}^{N} \frac{1}{K} \operatorname{ELBO}\left(q\left(z_{k(i)} \mid x_{i}\right), p\left(x_{i} \mid z_{k(i)}\right)\right) \\
& =\frac{1}{K} \sum_{i}^{N} \log \mathbb{E}_{q\left(z_{k^{*}} \mid x_{i}\right)}\left[p\left(x_{i} \mid z_{k^{*}}\right)\right]-D_{K L}\left(q\left(z_{k^{*}}\right) \| p(z)\right) . \tag{5.19}
\end{align*}
$$

Indeed, the objective in (5.19) is the composition of many ELBOs, objective that, in the linear setting (the same of the Mixture PCA) has the same minima of the PCA.

Unfortunately, the (5.19) expression is useless in practice because it assumes to employ K different VAEs, one for each class-data, indeed we do not have knowledge of the different classes, and we do not know to which class each data-point belongs to. A possible way to overcome that issue is to consider a cumulative approach: -select a batch $B$ of $K$ data-points, one for each class (let us assume for now we have this extra information), and rewrite the Variational objective in (5.19).

Observing that for any two independent distribution pairs $\left(p_{1}, p_{2}\right),\left(q_{1}, q_{2}\right)$, such that $\vec{p}=p\left(x_{1}, x_{2}\right)=p_{1}\left(x_{1}\right) p_{2}\left(x_{2}\right)$, the following equation holds

$$
\begin{equation*}
D_{K L}\left(q_{1} \| p_{1}\right)+D_{K L}\left(q_{2} \| p_{2}\right)=D_{K L}(\vec{q} \| \vec{p}), \tag{5.20}
\end{equation*}
$$

for any batch B the Mixture ELBO in (5.19) can be rewritten as follows:

$$
\begin{align*}
\sum_{k}^{K} \underbrace{\frac{1}{\mathrm{~K}} \log \mathbb{E}_{\mathbf{q}\left(z_{k^{*}} \mid x_{i}\right)}\left[\mathfrak{p}\left(x_{i} \mid z_{k^{*}}\right)\right]}_{\mathrm{D}_{\mathrm{k}}}-\mathrm{D}_{\mathrm{KL}}\left(\mathrm{q}\left(z_{\mathrm{k}^{*}} \mid \mathrm{x}_{\mathrm{k}}\right) \| \mathcal{N}(0, \mathrm{I})\right. & =\sum_{\mathrm{k}} \mathrm{D}_{\mathrm{k}}-\mathrm{D}_{\mathrm{KL}}\left(\prod_{\mathrm{k}} \mathrm{q}\left(\vec{z} \mid x_{k}\right) \| \mathcal{N}(0, \mathrm{I})\right) \\
& \left.=\mathrm{D}-\mathrm{D}_{\mathrm{KL}}\left(\overrightarrow{\mathrm{q}}\left(\vec{z}|\vec{z}| \mathrm{x}_{\mathrm{k}}\right]_{1}^{K}\right) \| \mathcal{N}(0, \mathrm{I})\right) \\
& =\mathrm{D}-\mathrm{D}_{\mathrm{KL}}(\overrightarrow{\mathrm{q}}(\vec{z} \mid \mathrm{B}) \| \mathcal{N}(0, \mathrm{I})), \tag{5.21}
\end{align*}
$$

where the first equation follows by independence of each $x_{k}$.
By the relationship exploited in (5.21), we see that (i) in the multimodal setting, i.e. if the input is a batch of data-points, the ELBO is suitable to learn a representation close to the Mixture PCA one, and (ii) that for any $x$ the associated inference distribution is distributed as

$$
\begin{equation*}
\vec{q}(\vec{z} \mid x)=\mathcal{N}\left(0, \operatorname{diag}\left(\varepsilon_{1}, \ldots, I, \ldots \varepsilon_{K-1}\right)\right) \tag{5.22}
\end{equation*}
$$

with $0<\varepsilon_{i} \ll 1$. scription done above, we observed from a different perspective why a deep encoder is not able to learn a latent distribution that differs from the linear encoder, and thus why the ELBO trained VAE in linear setting are learning VAE-representations.

Let us notice, moreover, that the analysis above does not say that the Wass is not suitable to learn Mixture-like representation. Indeed, on average $\mathrm{q}(z)$ is still Gaussian distributed with $\mathrm{q}(z)=\mathcal{N}(0, \operatorname{diag}(1+\varepsilon(N-1) / N))$. Thus, we deduce that (i) the optimal Wass solution satisfies the Mixture ELBO properties, and (ii) for a fixed number of non-linear units $\hat{\mathrm{K}}$, the selected variance $\sigma$ (controlling the entropy) is inversely associated with the number of factors describing the mixture, i.e. $\sigma \geqslant 1$ implies one common factor for all the data (PCA setting) $q(z)=\prod \mathcal{N}(0,1)$, otherwise if $\sigma<1$ each latent unit is associated with a Mixture factor, $q(z)=1 / \sqrt{\hat{K}} \prod \mathcal{N}(0,1)$.

In this way we have obtained (i) a pure probabilistic interpretation of why bounding the entropy is necessary, and in particular (ii) a lower bound for the latent variance, i.e. $\sigma>1 / \sqrt{\hat{K}}$.
infomax improves the clustering By the argument above we have seen that the Mixture PCA solution has to maximise the Wass objective. However, we have not shown any property that guarantees that the optimal Wass solution is close to the Mixture PCA one. In the following, we relate the two solutions showing that the Mixture PCA representations, as the Wass solutions, are the most informative about the data.

For the sake of simplicity, let us assume that, without loss of generality, that each Principal Component (PC) is associated with a different subspace, with generative model $p_{\mathrm{k}}(x)$. Then, defining $z_{\mathrm{k}}$ the k -th feature of $\vec{z}, \vec{z}^{(k)}=z_{\mathrm{k}}$, the Mixture PCA goal is to associate each data-point $x_{i}$ to the correct cluster, $\vec{z}=\left[0, \ldots, z_{k}, \ldots, 0\right]=f(x)$.

As a clustering problem, the optimum mixture PCA representation is the one maximising the information with the visible data, [7].
To determine this point, it is useful to write the mutual information in terms of the sum of two entropies, $I(Z ; X)=H(Z)-H(Z \mid X)$ and consider them separately. The entropy of $\mathrm{Z}, \mathrm{H}(\mathrm{Z})$, is a quantity measuring the information contained within the representations, which is proportional to the number of clusters $K$, and the data is maximally entropic if the representation is sparse: each data-point falls in just one cluster. Instead, the conditional entropy $\mathrm{H}(\mathrm{Z} \mid \mathrm{X})$ is a measure of the information lost in the channel. It is minimal if each datapoint is associated (deterministically) to the respective cluster, leading to hard assignments of cluster labels to equiprobable data regions.

Combining the two terms, we derive that the Mixture PCA representation is the one maximising the MI $I(Z ; X)$, where the entropy is bounded in order to avoid that each datapoint is associated to a single feature.

Remembering that, by definition, the Wass-trained network is the one optimising the encoding information, we see that the Wass solution is strictly associated with the one optimising the Maximum Likelihood in (5.17).


Figure 5.2 Sample from the two synthetic data-sets used for these experiments. Both are not suited for PCA, as in the cross generated data, the Principal Factors are not orthogonal, and in the two sphere data, the two factors are not linearly related.

The goal of this section is to show that the representations learnt by the Wass trained VAE (WAE) are comparable to the Kernel PCA ones (a generalisation of the unsupervised Mixture PCA), in contraposition to the PCA-like representations learnt by the ELBO trained model. To achieve this, we first consider some simple toy examples, wherein it is possible to compare the two objectives with the associated PCA solution directly; and then to consider the classical benchmarks dataset: MNIST, Fashion-MNIST and DSprites.

With the latter dataset, we compare the MIG obtained by the two different trained VAEs, wherein we observe, confirming the theoretical argument, that the latent representations learnt by WAE are more disentangled than those associated to the classic VAE.

### 5.4.1 Synthetic data-sets

To better understand what the VAE models are learning and how they are connected with classical models, we first decided to illustrate the behaviour of the two objectives within some simpler contexts. Thus, the learnt representation can be plotted easily and compared directly with the known generative factors.

Cross dataset In the theoretical section we have shown that, if the ELBO-trained model is equivalent to the PCA, then the Wass-trained VAE is learning representations that are closer to the Mixture PCA ones. Thus, the decoder of the WAE is a matrix where each row is a spanning a different space, and then we do not expect that is orthogonal.

To verify that assertion, we start considering the cross data-set illustrated in fig. 5.2a, which is formally sampled by

$$
\begin{equation*}
x \sim c v_{1}+(1-c) v_{2}+n \tag{5.23}
\end{equation*}
$$

where $c \sim \operatorname{Unif}(\{0,1\})$ defines the probability of falling into of the two classes, $v_{i} \sim \operatorname{Unif}\left(d_{i}\right)$ the position in the direction $d_{i}$, where the data are distributed and $n \sim \mathcal{N}(0, I)$ the extra noise to add in the data.

In this setting, the generative factors are the two directions $d_{i}$ and the class $c$.
generated spaces According to the theoretical description given above, in a Mixture PCA, we expect to find two separate PCs, one for each class, with generative matrices $W_{1}$ and $W_{2}$ spanning the directions $d_{1}$ and $d_{2}$ respectively. Conversely, in a standard PCA setting, the directions of the generative matrix $W$ has to be orthogonal and so also the mapped direction. To see if these deductions are true and to analyse the properties of the learnt matrices, we will observe the generated spaces for each column of the generative matrix $W$.

In all the experiments that we will examine whitin a non-linear encoder VAE model of form: $x \xrightarrow{\phi} z \xrightarrow{W} x$. The function $\phi$ is a potentially non-linear function described by a multi-layer encoder and W is the generative map, trained to maximise one of the two objectives,

$$
\begin{equation*}
\mathrm{ELBO}=\sum_{i}-\left\|W \phi\left(x_{i}\right)-x_{i}\right\|_{2}^{2}-\beta D_{K L}\left(q\left(z \mid x_{i}\right) \| p(z)\right) \tag{5.24}
\end{equation*}
$$

and

$$
\begin{equation*}
W \text { ass }=-\sum_{i}\left\|W \phi\left(x_{i}\right)-x_{i}\right\|_{2}^{2}-\lambda D_{K L}(q(\bar{z}) \| p(z)), \tag{5.25}
\end{equation*}
$$

where with abuse of notation, since we are using the same network for both the models, we decide to remove the vector notation from the Wass objective.

Both the KL divergences are computed with the approximation illustrated in the previous chapter.

From empirical observations we observed that the hyper-parameters $\lambda$ and $\beta$ and the variance factor $\sigma^{2}$ do not have a relevant role, indeed changing them does not change radically the results. In particular, for all those synthetic experiments we consider the parameters that better optimise the respective objective: $\beta=0.2, \lambda=1, \sigma=1$. All the networks, in this chapter, i.e. both the Fully Connected Network and the Convolutional ones, are trained with a standard Stochastic Gradient Descent with learning rate $\operatorname{lr}=1 e-4$.

In the specific case of the Cross dataset, we consider an encoder of shape $x \rightarrow h_{1} \in$ $\mathbb{R}^{256}+\operatorname{ReLU} \rightarrow z \in \mathbb{R}^{2}$, with the representation $z$ chosen to be two-dimensional since we know that the generative factors are two, and the data are obtained via linear combination of the generative factors.

As we see from figure 5.3, wherein we compared the generated data associated to the two features (i.e. the transversal) for both ELBO and Wass-trained VAE, the WAE features generate the two vectors that lie in correspondence of the principal components of each direction. Instead, the ELBO generated factors are almost perpendicular, and lie in the proximity of the PCs of the whole data; in agreement with the theoretical deduction asserting that ELBO-trained models recover the PCA solution and the Wass the Mixture PCA one.

From a geometric perspective, the cross dataset is the composition of two manifolds, wherein the derivative is constant in each cylinder and zero outside. The Wass representations define

(a) ELBO

(b) Wass

Figure 5.3 Generated directions (yellow and blue lines) of the same VAE trained with ELBO (left) and Wass (right), over the visible data (red and blue dots). The Wass generated data overlap the visible data, suggesting that the representation has discovered the principal factors of each class. In the ELBO instead the generated data are orthogonal following the Principal components of the whole dataset.
the directions where the tangent vectors to the manifold are constant (i.e. the two vectors describing a manifold). Instead, the first principal component PCA (yellow line) is the one associated with the direction in which the derivative of the plane embedding the two cylinders is maximal. That property, as we will see better in the next experiment, is equivalent to the property necessary to discover the hidden manifold wherein the data-points lie.
two sphere dataset Thanks to the cross data-set we have seen that the Wass is learning representations that are close to the ones learnt by a Mixture PCA. However, in the theoretical section we observed that within more complex settings, it is better to describe the Wass representations in a manner akin to the ones associated with a Kernel PCA. To illustrate the connection arising between WAE and the Kernel PCA representation, we consider the two concentric sphere dataset, figure 5.2b: which serves as a standard benchmark of non-linear separable data and is useful to explain the differences arising between Kernel PCA and PCA. Indeed, in this setting, the Kernel PCA can discover a linear separable representation, while the standard PCA is learning solely the identity map, as we can see illustrated in figure 5.4.

The two sphere data-set is a set of points in $\mathbb{R}^{2}$, generated by the following function:

$$
\begin{equation*}
x \sim c \cdot r(\sin (\theta), \cos (\theta))+\varepsilon, \tag{5.26}
\end{equation*}
$$

where $c \sim \operatorname{Unif}(0,1)$ is the probability of being in one of the two sphere, $r$ is the radius of the largest sphere (the smallest one has radius o); $\theta \sim \operatorname{Unif}([0,2 \pi))$ is the angle defining the point position; and $\varepsilon \sim \mathcal{N}(0, \sigma I)$ is the additive noise.

From the description in (5.26) we observe that the generative factors for the data are: the class factor c (or in a more general setting the radius) and the angle $\theta$. Since the generative function is non-linear, $x \neq W(c, \theta)$, we cannot expect that the PCA is learning the two factors. To apply the PCA, it is first necessary to map the datapoints $X$ living in the Cartesian space


Figure 5.4 2d projection of the 2 sphere dataset for PCA and Kernel PCA. The first one is not learning the factors as it is only projecting the identity; the second one is learning the two classes, wherein the red data-points are sparse in the Kernel PCA projection, since they do not have any structure, or at least their relationship is different from the one connecting the blue-points.
$\mathbb{R}^{2}$ into the torus $\mathbb{T}^{2}(\mathbb{R} \times 2 \pi),\left(t_{1}, t_{2}\right) \in \mathbb{T}^{2}$ if $(r, \theta)=(r, \theta+2 k \pi)$ for any $k \in \mathbb{Z}$, wherein the generative factors are disentangled. Formally, it is necessary to apply the PCA in the feature space which is obtained via the map $\phi: \mathbb{R}^{2} \rightarrow \mathbb{T}^{2}$ defined as

$$
\begin{align*}
r & =\phi_{1}(x, y) \\
\theta & =\phi_{2}(x, y)=\mathrm{tg}^{-1}\left(\frac{x}{y}\right) \tag{5.27}
\end{align*}
$$

That approach is exactly what we defined to be a Kernel PCA method, where the kernel is defined by the feature map $\phi$. Obviously, as we generally do not know what the optimal feature map $\phi$ is it has to be defined a priori, or better learnt via the non-linear encoder VAE.

In this setting in which the goal is to compare the two objectives, ELBO and Wass, the decoder of the linear encoder VAE has the form:

$$
\begin{equation*}
x \in \mathbb{R}^{2} \rightarrow h_{1} \in \mathbb{R}^{256}+\operatorname{ReLU} \rightarrow z \in \mathbb{R}^{128} \tag{5.28}
\end{equation*}
$$

Let us note that, in this setting, although the generative factors are still two-fold - specifically the radius and the angle - we have a latent representation that has more than two hidden units. This choice is necessary to have redundancy within the latent variable and thus the opportunity to generate data that are not simply a linear combination of the two factors. Indeed, as we observed in the Piecewise Continuous function setting, any non-linear function such as $\cos (\theta)$, can be described as a linear combination of linear functions.

To be consistent with the results summarised in figure $5 \cdot 4$, and have a visible comparison, we compare the 2 d projection of the two latent representations. These projections can be obtained interchangeable applying the PCA to the learnt features or simply considering the two most used features (the two with the highest magnitude), indeed as described above all the learnt features are essentially copies (up to dilatation and rotation) of the two main features.


Figure 5.5 2d projection of the learnt representation by the VAE as trained with ELBO (left) and Wass (right). The ELBO is learning the identity map, like the PCA; and the Wass representations are separated, but the structure is not the same as for the Kernel PCA above, suggesting that the kernel learnt in the encoder is not the RBF one.


Figure 5.6 2d projection of the learnt representation by the VAE as trained with ELBO (middle) and Wass (right), of the data presented on the left. The ELBO encoder is performing a rotation of the data, as performed by the PCA or any linear encoder, whereas the Wass is clearly performing a non-linear mapping, wherein the middle points (purple line) are well separated by the counter data.

As we see in figure 5.5, in agreement with the theoretical argument, the ELBO model is learning a PCA-like solution; instead, the Wass one is learning a representation that discovers the generative factors.

To better understand the differences arising between the encoders learnt by the two objectives, it could be useful to take a look at figure 5.6, where the latent space of the two most used features are plotted, giving as input a square dataset. From this figure, it is possible to see that the VAE encoder is simply performing a rotation (i.e. a linear operation); instead the WAE encoder is performing a non-linear map wherein the center data (purple line) is well separated from the outer square lines.
the learnt representation by wae We observed that the WAE encoder is a nonlinear map, but the map is not equivalent to the RBF one.

In the theoretical section and via the previous example we suggested that the learnt representations are associated to those directions wherein the hidden manifold, the space where the data lie, is changing the most (the derivative is the highest and possibly constant).

This deduction is also confirmed in the 2-sphere experiment. Indeed, according to the representation plotted in figure $5 \cdot 5$, we can determine that the (hidden) manifold describing the data is a cone, whereupon the red dots are concentrate around the vertex and the blue dots around the basis (the visible data can be interpreted as a projection from the above). In this setting, the orthogonal tangent vectors defining the manifold are the tangent vector to the basis and the one tangent to the lateral surface.

Moreover, this experiment is useful in that it highlights that the hidden manifold does not live any time in a subspace of the visible one; indeed, in general, it lives in a larger space, and the visible data are just corrupted projection of the hidden data.

### 5.4.2 Classical Benchmarks

By virtue of the experiments with the synthetic datasets, we have seen that the Wass objective helps to discover the latent structure of the hidden manifold.

The differences arising within this special context are evident, but what are the differences between Wass and the ELBO solutions in the real setting? To answer this question, we compare the representations and the samples obtained by the VAE models as trained with three standard datasets: namely MNIST, FashionMNIST and DSprites. The FashionMNIST [87] is a collection of 7ok $28 \times 28$ grey-scale Zalando's article images, subdivided in ten classes (specifically T-shirt/top, Trouser, Pullover, Dress, Coat, Sandal, Shirt, Sneaker, Bag and Ankle boot).

We choose these datasets for two main reasons: they are relatively complex (i.e. the datapoints have to be generated by a linear operator and thus it is not possible to consider more challenging datasets); and because they are associated with a ground-truth generative factor (this is the label set for MNIST datasets). The knowledge of the ground-truth generative factors is not just important to evaluate the disentanglement of the learnt representation, but it also allows us to guess the manifold structure wherein the data is distributed. In particular, following the standard intuition, we firstly assume that, within the MNIST data-sets, the data are distributed into a star-shape manifold which has as many vertices as generative factors; something akin to the cross considered above, wherein each edge of the cross is a generative factor

To evaluate the differences arising between the two objectives, we divide the experiments into two parts. First, we provide a qualitative analysis of the learnt representation, describing the generated space for each row of the generative map. In the second part, we provide a computational analysis of the learnt representation (in the classic way as performed in chapter 4): computing the Negative Log-Likelihood of the generated samples in order to evaluate the informativeness of the representation, and the Hoyer and the MMD distances to estimate the degree of disentanglement. This form of description is useful to allow us to better understand

## 

(a) 1st feature (sandals $\rightarrow$ sneaker $\rightarrow$ coat $\rightarrow$ dress)

(b) 2nd feature (ankle boot $\rightarrow$ pullover $\rightarrow$ trouser)

## 

(c) 3rd feature (dress $\rightarrow$ pullover $\rightarrow$ shirt)

## 

(d) $4^{\text {th }}$ feature (bag $\rightarrow$ pullover $\rightarrow$ t-shirt)

(e) 5th feature (bag (?) $\rightarrow$ pullover $\rightarrow$ ankle boot)

## 

(f) 6th feature (coat/pullover )

Figure 5.7 Generated Fashion-MNIST transversal spanned by the hidden features of the WAE. All ten different classes appear within the transversal data and if the class appears more than one time, (e.g. sneaker or bag), they appear with two different prototypes (i.e. the representation is disentangled). Here we show just six transversals, since the others are unused such as the sixth one plotted here.
the process of disentanglement, and to understand whether the disentanglement metrics are discovering those differences.

THE GENERATED SPACE

SPANNED SPACE All the experiments are performed by a VAE with 4-convolutional layer encoder, linear decoder and to latent features within the hidden layer. The hyper-parameters $\beta$ and $\lambda$ chosen for the experiments are, respectively, $\beta=0.1$ and $\lambda=10$, wherein the parameter $\beta$ in ELBO is chosen so as to have balanced encoding and decoding performances. For both models, the prior $p(z)$ is chosen normally distributed with unitary variance.

Figures $5.7,5.8,5.9,5.10$ illustrate the traversals of the respective models: the data-points $x$ generated by each feature $z^{(i)}, x=W z^{(i)}+b$, for the MNISTs trained models.

From these figures, we see that the solutions associated with the two objectives are different and they are not equivalent. The (ELBO) VAE is using all the possible features since each one is generating different data-points, but all these data-points are blurred and some features seem redundant (i.e. they are generating the same space). Differently, the WAE model is using


Figure 5.8 Generated Fashion-MNIST transversal spanned by the hidden features of the VAE. Some classes are not represented (such as trousers and dress), whereas other classes appear in more than one traversal (e.g. t-shirt), suggesting that the representation is not fully disentangled since more than one feature is used for some data-points arising. The other transversals are not represented as, since the respective features are unused, they are generating the same space for the 5 th feature.
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(a) 1st feature $(9 \rightarrow 3)$
9999939393333333333
(b) 2nd feature $(9 \rightarrow 8)$

(c) 3 rd feature $(3 \rightarrow 5)$

(h) 8 th feature $(8 \rightarrow 9)$

(i) 9 th feature $(0 \rightarrow 9)$

## 6666669393933333333

(j) 1oth feature $(6 \rightarrow 3)$

Figure 5.9 Generated MNIST transversal spanned by the hidden features of the VAE. The generated data is not sharp, and not all the classes are represented (e.g. the 4 and the 7), instead some classes appear in more than one traversal. That means that the representation is neither sparse, nor disentangled.
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(a) 1st feature ( $7 \rightarrow 3 \rightarrow 5 \rightarrow 0$ )
L6k66600005559988888
(b) 2nd feature ( $6 \rightarrow 5 \rightarrow 8$ )

(c) 3 rd feature $(9 \rightarrow 5)$
88359595955999999997
(d) $4^{\text {th }}$ feature (rotation)
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(g) 7 th feature $(4 \rightarrow 5 \rightarrow 3 \rightarrow 2)$
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(h) 8th feature (unused)

(i) 9th feature $(1 \rightarrow 9 \rightarrow 5 \rightarrow 0)$
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(j) 1oth feature $(5 \rightarrow 3)$

Figure 5.10 Generated MNIST data spanned by the hidden features of the WAE. All the used features generate sharp samples associated to the different classes. The redundant features, like the fourth and the sixth, are describing hidden properties common for all the data-sets.



Figure 5.12 Generated DSprites data spanned by the hidden features of the WAE. Four features are unused, and in most of the other eight it is possible to recognise a generative factor.
a smaller number of features, since most of them are simply generating the null class (digit five and coat respectively). The null class which is visible in all the other transversal associated with the null feature $z=0$, i.e. the digit 5 is the $\mathrm{oWO}+\mathrm{b}=\mathrm{b}$. Moreover, the samples, in general, appear to be of better quality. Let us remember that since we are considering just one feature and a linear generator, we cannot expect to have particularly good samples.

Such behaviour is in agreement with what observed in the cross dataset, wherein the WAE is able to discover the hidden manifold, a task where it outperforms the VAE. Indeed, the data-points appear to be distributed in a cross with a centre class data (the digit 5 and coat), and any other classes appear on one side of the cross.

This is different from the behaviour observed in the DSprites setting, wherein both the ELBO and Wass trained VAEs are learning different, but not interpretable representations. We think that the issue lies in the complexity of the dataset. Indeed, the DSprites set is more complex than the two MNIST sets, since the relationship between the generative factors is not linear. That conclusion is confirmed by the learnt representation for $z=0$, which yields an all-black picture.

Finally, we note that the ELBO results are not associated with a no-informative representation. Indeed, as we observe in figure 5.13 the generated samples of the data for latent variable sampled by $p(z)$ are similar for all the models tested, and this is confirmed by the Negative Log-Likelihood (NLL) metric. However, the Wass-trained model generated slightly better samples.
representation analysis Through the experiments described above, we have observed that, although from an information-theoretic description that two objectives, namely ELBO and Wass, should be equivalent, the associated models are learning different kinds of representations. Those learnt by WAE are intuitively more disentangled. In the following experiments, we seek to establish if the intuitive idea of good representation is confirmed by the metrics introduced in Chapter 4.

The first metric that we consider is the Mutual Information Gap, a quantitative metric of the disentanglement, in that it measures the gap arising between the first two most informative features for the same generative factor.

For the MNISTs datasets, as it is not possible to compute the MIG, or any other disentangled metric, following what was established in the previous chapter, we evaluate the decomposition property of each variable. A representation is said to decompose if the encoding fits the prior and there is a correct overlapping in the latent space. To evaluate the encoding fitting, we consider the MMD distance between the encoding $\mathrm{q}(z)$ and the prior $\mathrm{p}(z)$; and to evaluate the proper overlapping as we consider the Hoyer metric introduced in chapter 4.

As we see from the table 5.1 the differences arising between representations associated with the two learning objectives are minimal, although the ELBO representations appear slightly more entangled than those for Wass.


(c) $\mathrm{ELBO}, \mathrm{NLL}=90$

(d) Wass, NLL $=77$

Figure 5.13 Generated data, Fashion-MNIST (above) and MNIST (below), obtained sampling from the latent variable prior, where $x=W z+b$ with $z \sim p(z)$. Both networks are generating similar samples, highlighting the conclusion that the sample quality does not say everything about the degree of disentanglement.

Table 5.1 Disentanglement comparison: MIG for Dsprites (left), and Decomposition metrics (Right) (Hoyer, MMD), the more decomposed is, the closer to the origin ( 0,0 ). Both the objectives have similar metrics, in conflict with the qualitative analysis.

(a) MIG, Dsprites

| Dataset | Objective |  |
| :--- | :---: | :---: |
|  | ELBO | Wass |
| MNIST | $(0.69,0.07)$ | $(0.65,0.06)$ |
| F-MNIST | $(0.78,0.09)$ | $(0.62,0.05)$ |

(b) MMD and Hoyer for MNISTs

In particular, the differences are more visible within the most complex settings, DSprites and FashionMNIST, than in the standard MNIST where the two objectives seem to be learning equivalent representations. This result is not in agreement with the qualitative comparison where, also within the MNIST setting, the differences arising between the objectives are clear.

In this way, we observe that, as already noted in Chapter 4, that the decomposition metrics are merely describing some of the properties of the optimal representation, but do not serve, in general, as a precise metric for the disentanglement.

## $5 \cdot 5$ <br> CONCLUSION

In this chapter, we compared from a geometric perspective the ELBO and Wass objectives in the special case in which the Variational AutoEncoder decoder is linear. We observed that the two objectives, although equivalent from an information theoretic perspective - i.e. both of them are maximising the Constrained InfoMax - they are learning different forms of representations. Indeed, the representations learnt by ELBO are equivalent to the ones learnt by PCA, independently by the depth of the Encoder network. In contrast, the Wass is learning a representation that is strongly related to the Mixture PCA one.
The differences in the learnt representations are evident in the experiments performed both with the synthetic data, where it is shown that the WAE representations are describing the hidden manifold; and with the MNIST data-sets, wherein each data-class is associated to just one latent feature.

The description provided illustrates that a disentangled representation does not have to generate orthogonal factors, since that condition holds only in the special case the data are iid.

Possible future work includes the extension of this analysis to the general VAE network. Indeed, as in the linear setting we have seen that both ELBO and Wass linear VAE are associated to two linear Gaussian Process Latent Variable Model, we expect that, in the non-linear encoder case, the associated VAEs can be related to general GPLVMs as well.

That connection arising between Gaussian Processes and variational methods will be strengthened by the analysis performed in the following chapter wherein we consider the Constrained InfoMax within the supervised setting.

## INFORMATION BOTTLENECK REVISITED

In the previous chapters we focused on the problem definition with a view to learning the optimal representations in the unsupervised scenario where no tasks were provided. Although most of the learning is by its very nature unsupervised, an important setting is the supervised one in which each visible data-point $x$ is associated with a task (label) $y$.

In such a scenario the optimal representation, or at least a priori, does not coincide with the optimal learned one in the unsupervised setting, since optimally depends on the task at hand. In this chapter, we will discover that, in practical terms, the two optimal definitions in the supervised and unsupervised scenarios are strictly related and the optimal supervised definition is also an optimal unsupervised definition.

Following the same argument as for the previous chapters, we will describe supervised representation learning from the information-theoretic and Gaussian Process perspectives. That description will lead us to observe, in total agreement with previous chapters, that an optimal representation is the one optimising the Constrained InfoMax objective and a generalisation of the objective derived for the unsupervised setting. The description of the optimal network as being the one optimising the CIM, allows us to propose a novel variational objective for the stochastic network, the Variational InfoMax. A variational objective that outperforms, both in terms of accuracy and robustness, the Deep Variational Information Bottleneck, the most popular variational objective used to learn optimal representation within the supervised setting.

### 6.1 OPTIMAL REPRESENTATION AND INFORMATION BOTTLENECK

FRAMEWORK In this chapter we are working on a complete supervised setting, and in particular under the classification framework. Differently from the previous chapters, the data-points are defined as the pair $(x, y)$, where $x \in \mathbb{R}^{D}$ represents the visible data, and $y \in[0,1]^{K}$ the one-hot vector describing the class where the associated data-point belongs to. From a probabilistic perspective, assuming the data-distribution $p(x)$ is a mixture distribution, $p(x)=\sum_{k} p(x \mid k) \pi_{k}$ we can describe $y$ as the factor defining the distribution from which the associated data is sampled; i.e. $x \sim p(x \mid k)$ with $y[k]=1$. A model $M$ trained for this task is the one minimising the distance between the output prediction $M(x)=\hat{y}$ and the correct label $y$.

### 6.1.1 Optimal representation

The quality of the representation is often associated with the quality of the network itself. For this reason, it is a common assumption to assert that the optimal network learns optimal representations, wherein the optimal network is the one that can generalise: i.e. it is able to predict well using unseen data. In light of that definition, a straightforward conclusion is that the network learning the optimal representation is the one having a minimal test error.

However, this definition is not entirely correct. Indeed, within general settings, such as continual or multi-task learning, the unseen data are sampled from another distribution or from another dataset $[3,34,63]$ and, for this reason, a network able to generalise is considered as a network learning an interpretable representation, fitting the prior with correct overlapping as per the unsupervised scenario.

Intuitively a network is able to generalise if, in its latent layers and representations, it contains all the relevant information about the data: where each layer has to store the necessary knowledge to predict both the training and the test task correctly, but nothing more than that. Indeed, a representation storing unnecessary information is prone to over-fitting.

A representation satisfying the properties described above can be formally defined in information-theoretic terms as a minimal sufficient statistic of the data with respect to the task.
minimal sufficient statistic A statistic $Z$ of the visible data $X$, is the output of any encoding (possibly stochastic) function $f$ of the data (i.e. $Z=f(X)$.) We say that a statistic $Z$ is sufficient for the label (task) $Y$, if $Z$ contains all the knowledge of $X$ that is shared with $Y$, i.e.

$$
\begin{equation*}
I(Z ; Y)=I(X ; Y) \tag{6.1}
\end{equation*}
$$

We say that the sufficient representation is minimal, if $Z$ is the least informative about $X$, i.e.

$$
\begin{equation*}
\min _{Z} I(X ; Z) \quad \text { s.t. } \quad I(Z ; Y)=I(X ; Y) . \tag{6.2}
\end{equation*}
$$

information bottleneck In light of the given definition, the optimal representation which is able to generalise seems to be the minimal sufficient statistic of the data. Therefore, the idea is to learn the network parameters optimising the objective in (6.2). However, that objective is not operative and it is necessary to consider a more relaxed version, since the sufficiency condition is too restrictive.

To effectively optimise the objective in (6.2), a possible approach is to consider its Lagrangian description, by Lagrange multiplier theorem we know that a minimisation problem with an equal constrain as the one in (6.2) has the same global minimum of the following relaxed objective:

$$
\begin{equation*}
\min _{Z} I(X ; Z)-\lambda(I(Z ; Y)-I(X ; Y)) \tag{6.3}
\end{equation*}
$$

with $\lambda$ the Lagrange Multiplier, a real number associated with the problem itself. By Data Process Inequality (DPI) $I(Y ; X) \geqslant I(Y ; Z)$, and so the second term is negative and it is null
only when $I(Z ; Y)$ is maximal and so the original, unfeasible to compute objective in (6.2) can be relaxed as

$$
\begin{equation*}
\max _{Z} I(Y ; Z)-\beta I(X ; Z) \tag{6.4}
\end{equation*}
$$

By virtue of the concavity of the objective, the optima of the objective (6.4) exist for any $\beta>0$ and these are sufficient solutions (e.g. [17,23]). Moreover, if $\beta$ is the exact Lagrange multiplier, then the representation is also minimal.

The objective in (6.4), it is called theInformation Bottleneck (IB) and it was originally proposed in Tishby et al. [82], and after in [81] as a principle by which to describe the optimal Deep Neural Network (DNN). The basic idea is that an optimal DNN, modelled as per the following Markov Chain $\mathrm{X} \rightarrow \mathrm{Z}_{1} \rightarrow \cdots \rightarrow \mathrm{Z}_{\mathrm{n}} \rightarrow \hat{\mathrm{Y}}$, is trained to minimise the supervised $\operatorname{loss} \mathrm{D}(\hat{\mathrm{Y}}, \mathrm{Y})$, in learning in each layer $L_{i}$ a representation where $Z_{i}$ is as close as possible to the minimal sufficient one.

The assumption was showed not to be true within general contexts, (e.g. [69]), since the behaviour described in [81] works only for a special structure of the network (which is fully connected with sigmoidal activation). However, since the Minimal Sufficient properties are those defining the optimal representation, many learning objectives were derived to optimise the IB (6.4) directly, see, e.g. [68, 41, 76, 4].

Before proceeding with a brief review of these approaches, let us describe some essential properties of the MinSuf representations. These properties serve to explain why MinSuf is the most desirable for the representation.

### 6.1.2 Properties of Minimal Sufficient representation

In the unsupervised setting, we defined optimal as being the representation informative about the data $X$ and disentangled (each factor associated with just one latent feature). In the following section, we show that the two properties are satisfied by the MinSuf representations.
informativeness Defining $\hat{Y}$ as the predicted and $Y$ as the real task, the neural net can be described by the following Markov Chain: $\mathrm{Y} \rightarrow \mathrm{X} \rightarrow \mathrm{Z} \rightarrow \hat{\mathrm{Y}}$. By means of the sufficiency condition, and by DPI, the information shared between the representation and the visible data $I(Z ; X)$ is at least $I(Y ; X)$. Moreover, by minimality we have, assuming that the channel $Y \rightarrow X$ is noiseless, the equality $I(Z ; X)=I(Y ; X)$. Under such conditions the representation is informative about $X$, as the label is informative about the data.
disentanglement We have understood that a disentangled representation is one which learns within each feature a generative factor of the data, where each generative factor cannot be shared with other features (i.e. the disentangled representation is sparse). By sufficiency, we know that the representations contain all the information required about the data necessary for the task, wherein all the generative factors are stored within the latent variable. Instead,
the minimality ensures that the generative factors are stored just once within a single feature variable.

Moreover, in agreement with what we observed in the unsupervised setting, in the supervised case it is also possible to prove (e.g. [1]), that a MinSuf representation is maximally insensitive (invariant) to noise within the input.
the most invariant representation Until now we have discussed a theoretical representation in the network, but in a DNN all the layers are a different representation (otherwise some layers are unused). For practical reasons, we want to choose a specific representation (layer) and we want to choose the layer that is learning the representation closest to the MinSuf statistic. That representation, in a standard-setting (i.e. the ones that we take into account) are the ones associated with the deepest hidden layer. This conclusion follows from the following theorem (see e.g. [1], Corollary 3.4)

Theorem Suppose we have the Markov Chain of layers:

$$
\begin{equation*}
X \rightarrow Z_{1} \rightarrow Z_{2} \rightarrow \hat{Y}, \tag{6.5}
\end{equation*}
$$

and suppose that there is a communication or computation bottleneck arising between $Z_{1}$ and $Z_{2}$, such that $I\left(Z_{1} ; Z_{2}\right)<I\left(Z_{1}, X\right)$. Then, if $Z_{2}$ is still sufficient, it is more invariant to nuisance than $Z_{1}$. In other words, the more minimal the more robust to nuisance is the representation.

The bottleneck condition it is a standard assumption since it occurs if $\left|Z_{2}\right|<\left|Z_{1}\right|$, or a pooling is applied after a convolution, and both conditions are often true.

From that property, consistent with what we observed through empirical observations, the idea is to apply the IB with respect the representation learned in the last layer, the one that is the most invariant, and the closest to the MinSuf one.
6.2 RELATED WORK

The first algorithms proposed to optimise the IB principle were limited to the tabular case, wherein $X, Y$ and $Z$ are all categorical variables. In that setting the IB objective (6.4) can be optimised via the Blahut-Arimoto algorithm [82], deterministic annealing [72], or via bottom-up greedy agglomerative clustering [8o].

The first Neural Net objective explicitly derived to optimise the IB objective was proposed in Alemi et al. [4]: known as the Deep Variational Information Bottleneck (VIB). The idea, similar to the one considered in the variational AutoEncoder, is to divide the neural network into two subsections, namely the encoder $p(z \mid x)$, inferring the representation of the data, and the decoder $\mathrm{q}(\mathrm{y} \mid z)$ performing the supervised task (regression or classification) on the learnt representation.

Going into finer detail, following the same argument as delineated in [4], we will describe the two mutual information sets composing the IB (6.4) separately.

The decoding information $I(Y ; Z)$,

$$
\begin{equation*}
I(Y ; Z)=\int p(y, z) \log \frac{p(y \mid z)}{p(y)} d y d z \tag{6.6}
\end{equation*}
$$

is an intractable quantity, since both the joint $p(y, z)$ and the marginal $p(y \mid z)$ distribution are unfeasible to compute. To overcome the latter issue, the idea is to consider a variational approximation $\mathrm{q}(\mathrm{y} \mid z)$, in that setting by means of the KL divergence non-negativity property:

$$
\begin{equation*}
D_{K L}(p(y \mid z) \| q(y \mid z)) \geqslant 0 \rightarrow \int p(y \mid z) \log p(y \mid z) \geqslant \int p(y \mid z) \log q(y \mid z) \tag{6.7}
\end{equation*}
$$

we obtain a lower bound of the correct (6.6):

$$
\begin{align*}
I(Y ; Z) & \geqslant \int p(y, z) \log \frac{q(y \mid z)}{p(y)} \\
& =\int p(y, z) \log q(y \mid z) d y d z-\int p(y) \log p(y) d y  \tag{6.8}\\
& =\int p(y, z) \log q(y \mid z) d y d z+H(Y),
\end{align*}
$$

with $H(Y)$ being a constant of the system. Unfortunately, the unknown joint distribution persists within the provided lower bound and so, to eliminate this term, it is sufficient to rewrite the joint distribution in the alternative form:

$$
\begin{align*}
p(y, z) & =p(y \mid z) p(z)=p(z) \int p(x, y \mid z) d x \\
& =p(z) \int p(y \mid x) p(x \mid z) d x  \tag{6.9}\\
& =\int p(y \mid x) p(z \mid x) p(x) d x
\end{align*}
$$

Substituting the joint distribution with the integral expression above, we obtain the following lower bound of the decoding information:

$$
\begin{equation*}
I(Y ; Z) \geqslant \int p(y \mid x) p(z \mid x) p(x) \log q(y \mid z) d y d z d x+H(Y) \tag{6.10}
\end{equation*}
$$

The proposed lower bound is feasible to compute since both $p(y \mid x)$ and $p(x)$ are defined by the data (if we assume that the empirical distribution is the real one), and $\mathrm{p}(z \mid \mathrm{x})$ and $\mathrm{q}(\mathrm{y} \mid z)$ are described by the encoder and decoder network, respectively.

In agreement with what was done with the VAE, assuming that we know the prior $p(z)$, we estimate the encoding information,

$$
\begin{equation*}
I(Z ; X)=\int p(x, z) \log \frac{p(z \mid x)}{p(z)} \tag{6.11}
\end{equation*}
$$

with its upper bound: the rate term

$$
\begin{equation*}
I(Z ; X) \leqslant \int D_{K L}(p(z \mid x) \| p(z)) d x \tag{6.12}
\end{equation*}
$$

Combining the two terms, we obtain the Deep Variational InfoBottleneck (VIB) objective:

$$
\begin{equation*}
\mathrm{VIB}=\int \mathbb{E}_{\mathfrak{p}(y \mid x)}\left[\mathbb{E}_{\mathfrak{p}(z \mid x)}[\log q(y \mid z)]\right] p(x) \mathrm{d} x-\int \mathrm{D}_{\mathrm{KL}}(p(z \mid x) \| p(z)) p(x) \mathrm{d} x \tag{6.13}
\end{equation*}
$$

a variational lower bound of (6.4), wherein the entropy term $\mathrm{H}(\mathrm{Y})$ was not included since it is a constant.

Under the assumption the distribution $p(x, y)$ is the empirical one, $p(x, y)=\sum_{i} \delta_{x_{i}}(x) \delta_{y_{i}}(y)$, we can rewrite the VIB as follows,

$$
\begin{equation*}
\left.\mathrm{VIB}=\frac{1}{\mathrm{~N}} \sum_{i}^{N} \mathbb{E}_{\mathfrak{p}\left(z \mid x_{i}\right)}\left[\log q\left(y_{i} \mid z\right)\right]\right]-\beta D_{K L}\left(p\left(z \mid x_{i}\right) \| p(z)\right) . \tag{6.14}
\end{equation*}
$$

CONNECTION WITH THE ELbo
If the task $y_{i}$ is to reconstruct the data-point, i.e. $y_{i}=x_{i}$, the VIB in (6.14) is mathematically equivalent to the ELBO objective. The only conceptual difference is that the unsupervised VIB is not defined as a generative model, but rather as an inferential one. Indeed the variational distribution in the VIB is the decoder rather than the encoder. This difference highlights from an alternative perspective that the ELBO is also an optimal inference objective.

Moreover, the VIB connection with the ELBO provides a further information description, one that was not completely clear from the description made in the previous chapter. Indeed, the ELBO can be read, see [4] appendix B, as the variational lower bound of the special Information Bottleneck

$$
\begin{equation*}
\max _{Z} I(Z ; X)-\beta I(Z ; i), \tag{6.15}
\end{equation*}
$$

where $i$ denotes the identity of each data-point, with

$$
\begin{equation*}
p(z, \mathfrak{i})=p(z \mid i) p(i)=\frac{1}{N} p\left(z \mid x_{i}\right) . \tag{6.16}
\end{equation*}
$$

The principle idea is that the ELBO is minimising the information arising between each single data-point $x_{i}$ and the global representations $Z$, and it thereby maximises the information within the data $X$.

To better understand the objective given in (6.15), we can consider the CIM equivalence we exploited in the fourth chapter. Remembering that, in the setting of optimal $\beta$, the rate term can be substituted with its "average" $\mathrm{D}_{\mathrm{KL}}\left(\mathrm{N}^{-1} \sum_{i} q\left(z \mid x_{i}\right) \| p(z)\right)$. we have that the unsupervised objective in (6.15) can be rewritten as:

$$
\begin{equation*}
\max _{Z} I(Z ; X)-\beta I(Z ; \hat{X}), \tag{6.17}
\end{equation*}
$$

where $\hat{X}$ denotes the average value of the data.
In other words, the unsupervised IB is performing the InfoMax between the latent and the visible data, eliminating the average information arising in terms of the data. That behaviour is in agreement with the intuitive idea of learning which we experience in daily life, where we tend to remember the rare events instead than the average ones.

STOCHASTIC NETWORK AND REPARAMETRISATION TRICK In a stochastic network, to describe the encoder distribution $p(z \mid x)$ there is a commonly used approach termed the reparametrisation trick [38]. Assuming that the network is normally distributed, the idea is to consider two separate encoder functions $\phi_{1}(x)$ and $\phi_{2}(x)$, describing the mean and standard deviation of the network, respectively (i.e. $p(z \mid x)=\mathcal{N}\left(z \mid \phi_{1}(x), \phi_{2}(x)^{2} I\right)$ ), and then to sample the latent variable $z$ as $\phi_{1}(x)+\varepsilon \phi_{2}(x)$ with $\varepsilon \sim \mathcal{N}(0, I)$. Instead, in this instance, the decoder distribution depends on the task and the chosen accuracy loss. If, for instance, the task is the regression, it is usually considered as the $L_{2}$ loss which is associated with the normal encoder $q(y \mid z)=\mathcal{N}\left(y \mid W z, \sigma_{y}^{2} I\right)$ with $\sigma_{y}$ being a possible term to learn.

Summarising all these elements, the Stochastic Neural network $f$ describes the distribution $\mathrm{q}(\mathrm{y} \mid z) \mathrm{p}(z \mid x)$ and is written as

$$
\begin{equation*}
f(x)=W\left(\phi_{1}(x)+\phi_{2}(x) \varepsilon\right)=W z_{0}+W\left(z_{1} \varepsilon\right) \tag{6.18}
\end{equation*}
$$

The general assumption is that the two-components of $\phi=\left[\phi_{1}, \phi_{2}\right]$, are obtained via the same network and they differ just in respect of just the last layer (i.e. $z_{0}$ and $z_{1}$ ) and can be written, respectively, as $A_{0} \varphi$ and $A_{1} \varphi$, where $\varphi$ is the common encoder function, and $A_{0}$ and $A_{1}$ are the matrices associated to the respective layers.

By that characterisation, the additive noise in (6.18) can be written as a multiplicative term, and indeed defined as $\varepsilon_{1}$, a normally distributed noise such that $\varepsilon A_{0}=\varepsilon_{1} A_{1}$, the stochastic network, is written equivalently as:

$$
\begin{align*}
f(x) & =W\left(A_{0} b+\varepsilon A_{1} b\right) \\
& =W\left(A_{0} b+\varepsilon_{1} A_{0} b\right)  \tag{6.19}\\
& =W\left(1+\varepsilon_{1}\right) z_{0} \\
& =W\left(\varepsilon z_{0}\right) .
\end{align*}
$$

The equivalent description of the stochastic network with multiplicative noise in (6.19), one that can be considered both as a noise in the latent variable or in the weights, leads us to rethink the encoder and decoder distribution of the network. First of all, this approach allows us to see the dual connection between noise within the variable and within the weights, obsevation equivalent to the one highlighted in the unsuepervised setting between VAE and PCA. Indeed, as the Probabilistic PCA was first introduced as an inference problem on the weights and then revisited as a GPLVM in [46], the supervised network can be described as a Gaussian Process wherein the inference on the latent variables is equivalent to the inference on the weights.

Second, it allows us to rewrite the network as being a deterministic encoder of form $p(z \mid x)=\delta\left(z=\phi_{0}(z)\right)$ in which the decoder distribution is normally distributed $p(y \mid z)=$ $\mathcal{N}(W z, \alpha(W z))$ with $\alpha$ representing the variance of $\xi$. This means that the DIB approximation is not a loose approximation of VIB, but rather an alternative one. Let us describe these two implications separately.

By the equivalent description in (6.19), we have seen that the encoder network can be considered to be deterministic, and thus it follows that the Information Bottleneck can be approximated by the simpler Deterministic IB. Moreover, by means of the DPI we observed that the encoding information $I(Z ; X)$ has to be at least $I(X ; Y)$.

Combining these two observations, we can ascertain that the optimal network is the one optimising the following Constrained InfoMax (CIM) objective:

$$
\begin{equation*}
\max I(Z ; Y)-\lambda H(Z), \quad \text { s.t. } H(Z) \geqslant I(X ; Y) \tag{6.20}
\end{equation*}
$$

The CIM objective above is however unfeasible to optimise, since the lower bound condition is not easy to satisfy and, in the setting that we are interested in considering, the prior $p(z)$ is chosen in advance.

A more feasible objective to compute is the following:

$$
\begin{equation*}
\max I(Z ; Y), \quad \text { s.t. } \quad H(Z)=I(X ; Y) \tag{6.21}
\end{equation*}
$$

where assuming that we know the optimal encoding information, it can be optimised via the following variational objective, the Variational InfoMax (VIM):

$$
\begin{equation*}
\operatorname{VIM}=\sum_{i} \mathbb{E}_{q\left(z \mid x_{i}\right)}\left[p\left(y_{i} \mid z\right)\right]-\lambda D(q(z) \| p(z)) \tag{6.22}
\end{equation*}
$$

where the prior $p(z)$ is chosen in such a way that $H(Z)=I(Z ; X)$, and $D$ denotes any divergence between the data and the .

Rewriting the VIB objective as follows:

$$
\begin{equation*}
\operatorname{VIB}=\sum_{i} \mathbb{E}_{q\left(z \mid x_{i}\right)}\left[p\left(y_{i} \mid z\right)\right]-\lambda D_{K L}(q(z) \| p(z))-\lambda I(X ; Z), \tag{6.23}
\end{equation*}
$$

we see that in the case we choose $\mathrm{D}=\mathrm{D}_{\mathrm{KL}}$ on (6.22), the only difference between the two is the absence of the encoding bound in the VIM objective. In light of the observation made above, that the optimal encoder can be described as deterministic one, the extra term in VIB penalising the encoding information can be read as adding further noise, to the one already introduced during training, into the channel; leading to a less decomposed representation.

Let us finally observe, that in practical cases we do not know the optimal $I(X ; Z)$ and, for this reason, the optimal prior $p(z)$ has to be chosen as being the one with minimal entropy such that the decoding information is maximal or, in computational terms, the test error is minimal.

Cim vs ib From a purely theoretical perspective, the IB (6.4) is preferable to the Constrained InfoMax (6.21) and, since the IB is more general, it works for both the stochastic and deterministic encoders as it finds the optimal encoding information by itself. Conversely, the CIM works only with the deterministic model and it needs to know the optimal encoding information in advance.

If, theoretically, the IB is preferable to the CIM objective, the same cannot be said for their variational lower bounds:- the VIB (6.14) and the VIM (6.22). Indeed, in the variational scenario, the prior $p(z)$ is chosen in advance for both the objectives and then the VIB can control the encoding information simply by adding some noise in the channel, thereby obtaining a more entangled representation.

Conversely, in the VIM setting, although it is still not easy to set the correct prior to having the optimal representation, the representation is, in any case, the most informative and the quantity of noise in the channel is minimal.

### 6.4 EXPERIMENTS

Following what was performed in the theoretical sections, in this section, with the help of both synthetic and standard datasets, we compare the VIB and VIM objectives. We will observe that both the objectives are associated with networks obtaining the best test accuracy performance, but with different learnt representations, since the VIM representations are, in general, more disentangled than the VIB ones. Moreover, we analyse the effect of the latent entropy, noting that the choice of that parameter does not influence the test accuracy or the geometric properties of the representation, yet the robustness of the network then overlaps the properties of the features.
two-sphere dataset To better understand the differences arising between the two learning objectives, VIB and VIM, we start to describe their behaviour in the synthetic setting of the two spheres dataset, which we already considered in the previous chapter. For this dataset, we consider a fully connected network with a linear decoder and one hidden layer encoder $\phi: x \rightarrow h \in \mathbb{R}^{128}+\operatorname{ReLu} \rightarrow z \in \mathbb{R}^{2}$, where the latent variable $z$ is chosen to be twodimensional since the classes describing the data are just two-fold (and so that we may provide a clear plot of the representations). The decoder distribution is chosen to be a spherical Gaussian with accuracy loss defined by the $L_{2} \operatorname{loss}\|y-\hat{y}\|_{2}$. After fine-tuning the hyper-parameters associated to the two regularisers, the values are, respectively, $\beta=0.2$ for VIB and $\lambda=5$ for VIM, all the modesl are trained with SGD with learning rate $\operatorname{lr}=1 e-4$.

Accuracy. The main goal of any objective is to learn a network that maximises the accuracy. The task, in this special case, is particularly simple, and thus the results are not really relevant but, as we see in table 6.1 , the regularised models have slightly better accuracy performances, suggesting that this encoding regularisation is a good choice.

Learnt representation In the theoretical analysis a disentangled minimal sufficient representation is the one learning the hidden dynamics of the Gaussian Process, or more concretely the hidden structure of the data, i.e. the optimal features are associated to the directions where the hidden manifold has higher derivative.

As we see from figure 6.1, confirming the optimal test error results, all the models are able to separate out the two different classes, yet only the VIM solution is learning, in agreement

Table 6.1 Accuracy for the two-sphere dataset. The task is particularly simple and the difference arising is minimal between the models.

| Models | Test-error, $\\|y-\hat{y}\\|_{2}^{2}$ |
| :--- | :---: |
| Deterministic | 2.07 |
| VIB | 2.04 |
| VIM | 2.03 |


(a) Deterministic

(c) VIM

Figure 6.1 Learnt representations by the three objectives. Both VIB and the Deterministic model are learning a representation that separates the two classes; but it is not learning the hidden structure of the data as the VIM is.
with the theoretical deductions, the hidden manifold:- the cone where the red points are depicted (top), and the blue ones (in the basis).

That difference in the learnt representation is also made clearly visible by the learnt kernel $K=Z Z^{\top}$, as we see in figure 6.2, where the kernel learnt by VIM and VIB are compared with the RBF one, a kernel constructed by the feature map that better describes the dataset structure. In particular, as we see from this comparison, the VIB kernel has the same structure as the one learnt by the representations of the deterministic model (i.e. the kernel is describing the labels Y , and not the data X). A more complex kernel is learned by VIM, where the points around the diagonal have higher correlation values. These observations suggest that the VIM network is learning a better representation, since it is discovering the geometric relationship in the data-space that goes beyond the information given by the labels.


Figure 6.2 Comparison of the latent kernels associated to the representation. Both VIB and VIM solutions are not learning the RBF, assumed to be the correct one, but if the VIB is learning a kernel describing the labels, the VIM kernel is describing the hidden structure of the data.

The optimal prior The Kernel description is useful to show how the choice of the prior affects the learning performances. As we see from figure 6.3, the geometric structure of the latent data is similar for all the representations, since the kernel structure is the same for all the variables. The only difference arising between the kernels is in the absolute value of the matrix entries; where a higher latent entropy is associated with higher covariance values. This phenomenon can be explained by the fact that a higher entropy network is storing more information about the data and then relating more "close" points. Assuming that the learnt feature is the RBF one, it is possible to state that the variance on the prior is proportional to the radius of the feature map, and that the higher entropy is storing more context about each data-point.

Unfortunately, a qualitative description of the kernel does not implicitly state which one is the best. In this case, since we are considering a synthetic dataset, we can assume that we know the correct kernel. In this instance, let us say it is the RBF one presented in fig.6.2. In this way we can evaluate the best-learnt kernel as being the closest to the correct one.

As we see from the results in table 6.2, in which we list the alignments between the correct and the learnt kernels (if we consider the alignment measure proposed in [19]), optimal results are obtained for $\sigma=1$, but more importantly we see that, in agreement with the theoretical observations, the quality of the representation is proportional to the accuracy, where a higher alignment corresponds to a greater accuracy.


Figure 6.3 Comparison of latent kernels as a function of $\sigma^{2}$. The difference lies not in the shape, but rather in the absolute values of the kernel matrix.

Table 6.2 Accuracy for the two-sphere dataset, for the different VIM trained models.

| $\sigma^{2}$ | Accuracy | Alignment |
| :---: | :---: | :---: |
| 0.2 | 2.12 | 0.41 |
| 0.5 | 2.09 | 0.43 |
| 1.0 | 2.03 | 0.46 |
| 1.2 | 2.08 | 0.45 |
| 1.5 | 2.12 | 0.43 |

Table 6.3 Comparison test-error on MNIST (smaller is better), with $Z \in \mathcal{N}(0, I), I \in \mathbb{R}^{K \times K}, K=256$

| Model | test error (\%) |
| ---: | :---: |
| Baseline | 1.38 |
| Dropout [4] | 1.34 |
| Label Smoothing [64] | 1.23 |
| Confidence Penalty [64] | 1.17 |
| $\operatorname{VIB~}\left(\beta=10^{-3}, \sigma=1\right)[4]$ | 1.13 |
| $\operatorname{VIM}\left(\lambda=10^{-3}, \sigma=1\right)$ | $\mathbf{1 . 1 0}$ |

6.4.1 MNIST

With the help of the two-sphere synthetic dataset, we were able to describe the qualitative behaviour of the representations learnt by the network as trained with the two variational objectives. To proceed with a quantitative comparison, it is first necessary to consider some more challenging datasets. The first that we consider is the MNIST, a classic benchmark dataset, for which it is possible to compare the different objectives described above fairly.

To be consistent with the literature, the listed results are obtained from training the same network as considered in [4], using the same hyper-parameters. In particular, we consider a fully interconnected neural network with a linear decoder, followed by a softmax non-linearity, and an encoder $\phi$ having the following shape:

$$
\phi: x \in \mathbb{R}^{728} \rightarrow h_{1} \in \mathbb{R}^{1024} \rightarrow h_{2} \in \mathbb{R}^{1024} \rightarrow\left[\mu_{z}, \sigma_{z}\right] \in \mathbb{R}^{20}
$$

where each hidden layer $h$ is followed by a ReLU activation, trained with a Stochastic Gradient Descent, and learning rate $\operatorname{lr}=1 e-4$.

By virtue of the choice of the decoder, the Accuracy loss is the cross-entropy: $\mathrm{H}(\mathrm{q}(\mathrm{y} \mid z) \| \delta(y \mid x))=$ $\sum_{i} \log q\left(y_{i}^{*} \mid x\right)$.
Accuracy Following the same procedure considered for the 2 sphere dataset, we start comparing the accuracy of the network. In table 6.3 are listed the test errors obtained by the same network trained with the principal objectives described above. By these results we see that the two variational objectives are the optimal ones, the ones with the smallest test error, confirming that the MinSuf representation is associated with the optimal network. Moreover, although the difference is small, the VIM objective yields better accuracy, in agreement with the theoretical observation that a VIM encoder is more informative and less noisy than the VIB one.

REPRESENTATION QUALITY By virtue of these accuracy experiments, we have seen that the VIM and VIB objectives are the ones learning optimal representations. However, as seen in the previous chapter, although the task accuracy is informative about the representation

Table 6.4 Adjusted Rand and Hoyer index of the learned representation. For the Rand index, a higher value is better.

| Model | adjR | Hoyer |
| ---: | :---: | :--- |
| Baseline | 0.938 | 0.63 |
| VIB $\left(\beta=10^{-3}, \sigma=1\right)$ | 0.948 | 0.69 |
| $\operatorname{VIB}\left(\beta=10^{-4}, \sigma=1\right)$ | 0.951 | 0.67 |
| $\operatorname{VIM}\left(\lambda=10^{-3}, \sigma=1\right)$ | $\mathbf{0 . 9 5 4}$ | $\mathbf{0 . 5 9}$ |

quality, it does not say everything about it. For this reason, it is necessary to look inside the network to understand which objective is learning the most disentangled representations.

Decomposability As observed previously, the disentangled metrics are biased, and they work only when the ground-truth factors are given. For this reason, following what was done in [58], we considered evaluating the decomposability of the representations via two associated metrics:- the sparseness, measuring the degree of overlap in the latent space; and the clustering, measuring the capacity to learn the hidden structure of the data. To measure the sparseness, we consider the Hoyer metric, which we introduced previously and defined as:

$$
\begin{equation*}
\operatorname{Hoyer}(\mathrm{y})=\frac{\|y\|_{1} /\|y\|_{2}-1}{\sqrt{\mathrm{~d}}-1} \tag{6.24}
\end{equation*}
$$

with $d$ the dimension of the latent space.
To evaluate the clustering, we evaluate the adjusted Rand index adjR between the sets $C_{i}$, individuated by a classic K-means trained with 10 clusters and the set of representations associated by labels $L_{i}$. In detail, defining $a_{i}=C_{i} \cap L_{i}$ the adj $R$-index is defined as:

$$
\operatorname{adj} R=\frac{\sum_{i} a_{i}}{\sum C_{i}} \in[0,1],
$$

yielding 1 for a complete overlapping between the clusters and the correct set; and a o value if no point lies in the intersection between the two sets.

As we see from table 6.4, wherein are listed the disentangled performances for the different objectives, the most decomposed representations are learnt by the VIM, in agreement with the task results, but perhaps most surprisingly, those most decomposed for VIB are not those for which the test error is minimal, where $\beta=10^{-3}$, but for the VIB with $\beta=10^{-4}$, which exhibits a slightly larger test error of $1.15 \%$. This behaviour is actually similar to what we already have seen within the unsupervised setting (e.g. the fourth chapter) where the compromise between the optimal task and optimal representation was not easy to find.

The role of $\sigma$ From the experiments described above, we have seen that the VIM-trained model is learning better representations than the VIB one. In the theoretical section, we previously asserted that the entropy of the prior has an effect on the network performance and, in particular, on the quality of the latent representation. For this reason, in the following section, we describe the behaviour of the network that is trained to optimise the VIM objective with different $\sigma^{2}$ values.

Table 6.5 Adjusted Rand and Hoyer index of the learned representation as a function of $\sigma^{2}$. There are no real differences arising between the VIM solutions.

| Metrics | $\sigma^{2}$ |  |  |  |  |
| ---: | :---: | :---: | :---: | :---: | :---: |
|  | 0.1 | 0.25 | 0.5 | 1 | 2 |
| Test error (\%) | 1.08 | 1.07 | 1.07 | 1.10 | 1.14 |
| adjR | 0.955 | 0.956 | 0.953 | 0.956 | 0.954 |
| Hoyer | 0.591 | 0.592 | 0.595 | 0.594 | 0.596 |

As we see by the results listed in table 6.5, the effect of the prior is not completely visible, either by the test error, where all the values are optimal (all of them are smaller than the VIB error); or by the two decomposable metrics which are essentially the same for all the priors. Confirming what was seen for the synthetic datasets: geometrically the VIM representations are the same for all the priors.

Robustness to noise In light of the poor informative decomposable metrics, we decided to evaluate the representation quality indirectly. In particular, we consider the network robustness as being a proxy for the decomposability. Indeed, a MinSuf representation is the most robust to noise. To evaluate the robustness of the network, we measure how much noise we have to add to the input data in order to get an incorrect output, and then we can state that the network A is more robust than network B if, on average, we have to add more noise to the A input than the $B$ input to generate misleading outputs.

Formally, given a network $M$ and an input $x$ with label $C_{i}$, such that $M(x)=C_{i}$, the successful adversary $A(x)=x+v$ of $x \in C_{i}$, of a (targeted) attack with target $C_{j}$ with $i \neq j$ is the closest element $x^{\prime}$, with respect to a prescribed measure, such that $M(A(x))=C_{j}$. Defining $x^{\prime}$ as the successful adversary of $x$, the robustness of the network is defined as the average distance $\left\|x-x^{\prime}\right\|_{n}$, with $n \in\{1,2, \infty\}$.
In our experiments, consistent with the choices made in [4], the robustness metric is evaluated with respect to the first ten zero digits within the test set with the adversary target being the label one, i.e. $M(A(x))=C_{1}$ with $x \in C_{0}$, using the adversary method proposed in [12] optimised according to the $L_{2}$ distance.

As we see from figure 6.4, where the relative magnitude of the adversarial perturbation, as measured using the $L_{1}, L_{2}$ and the $L_{\infty}$ norms, for the first 0 digits in the test data, as a function of $\sigma^{2}$ : a small $\sigma^{2}$ network is more robust to noise than a network with large $\sigma^{2}$ prior.

Such behaviour is in total agreement with the Minimal Sufficient theory, where was observed that, given an equally informative representation about the task (for all the VIM models the test error is almost equal), the most robust to noise is the representation sharing less information with the visible data (i.e. the one with the smallest entropy).

The norm values in figure 6.4 are all normalised by the corresponding norm of the perturbation against the optimal VIB model. That choice is made to observe that, for $\sigma=1$, the


Figure 6.4 Relative magnitude of the adversarial perturbation, measuring using $L_{1}, L_{2}, L_{\infty}$ norms, of the first ten o MNIST digits for VIM as a function of $\sigma^{2}$, with respect the VIB solution (dashed line). The effect of $\sigma^{2}$ is clear, as the smaller the value of $\sigma^{2}$, the higher the network robustness.
representations learnt by VIM and VIB are almost identical, confirming the theoretical analysis asserting that, where an optimal choice of $\beta$ the VIM and VIB are equivalent, it is the least informative.
6.4.2 CIFAR 10

After starting our experiments with a toy dataset to describe the qualitative behaviour of the latent variables; we moved to the MNIST which was a slightly more challenging dataset to understand in terms of the differences arising between VIB and VIM from a computational perspective and to see which metrics we should consider. Then we conclude the chapter with the CIFAR1o experiments.

The CIFARio [29] is a set of $60 \mathrm{k} 32 \times 32$ natural colour images which has been divided into ten classes (e.g. aeroplane, car and cat). We choose to consider this dataset for two reasons:it is more challenging than the MNIST dataset and it allows us to determine if the VIM objective can be applied to a complex network such as the Convolutional Neural Network, an architecture that is necessary to yield good performances.
In particular, we performed these experiments while considering an encoder network of four convolutional layers with a filter of size $4 \times 4$ and an increasing kernel size, followed by a Batch Normalisation, as illustrated in table 6.6, and, using as a decoder, a classic logistic as for the MNIST setting. The structure of the network is similar to that considered in [2, 88] and, as already observed in [2], the batch normalisation is added only to have the more stable computation without really affecting the final results. The network is trained using Adam with a learning rate starting from $10^{-3}$ and decreasing after 30 epochs by a factor of 2 .

Table 6.7 Accuracy, adjusted Rand and Hoyer index of the learned representation, as a function of $\sigma^{2}$

| Metrics |  | $\sigma^{2}$ |  |  |  | VIB ( $\beta$ ) |
| ---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | 0.1 | 0.25 | 0.5 | 1 | 2 |  |
| Test error (\%) | 33.37 | 33.24 | 33.19 | 32.9 | 32.7 | 33.29 |
| adjR | 0.32 | 0.34 | 0.38 | 0.39 | 0.39 | 0.42 |
| Hoyer | 0.22 | 0.22 | 0.22 | 0.22 | 0.22 | 0.24 |

In accordance with what we observed in the MNIST setting, as we can appreciate from table 6.7 and also in the CIFARio experiments, the task accuracy of the VIM and VIB-trained models are similar, but the VIM is slightly better than for the optimal VIB trained model ( $\beta=10^{-3}$ ).

Moreover, from table 6.7, we see that the decomposable metrics, adjusted Rand index and Hoyer, do not say very much about the disentanglement degree of the representation. Indeed, all the values are really similar, only the Rand index differs slightly along with the different representations indicating that, in a small variance representation, it is difficult to find the correct cluster for the data.

In light of that behaviour, as performed above, to evaluate the quality of the learnt representations we must consider the robustness to noise. The robustness metric is evaluated with respect to the first ten data-points in the test set where the adversary target is set to be successive to the correct label (i.e,. if $x \in C_{i}, x^{\prime}$ is a successful attack if $\left.M\left(x^{\prime}\right)=C_{i+1}\right)$.

By means of these robustness results, as summarised in figure 6.5, we see how the robustness (high error magnitude) is inversely related to the latent entropy, highlighting that the best way to bound the encoding information is by bounding the latent entropy and not the encoding information itself.
Moreover, by virtue of the comparison with the optimal VIB solution (the dashed red line), we see that the $\sigma^{2}=1$ VIM is almost equivalent to the optimal VIB and the $\sigma^{2}=2$ is learning less efficiently (i.e. providing less robust representation) than the VIB, suggesting that, in the latter case, the encoder channel is transferring too much information and that the representation is also storing the noise of the visible data.


Figure 6.5 Relative magnitude of the adversarial perturbation, measured using $\mathrm{L}_{1}, \mathrm{~L}_{2}, \mathrm{~L}_{\infty}$ norms, of the first ten test CIFAR data-points for VIM as a function of $\sigma^{2}$, with respect the VIB solution (dashed line). The effect of $\sigma^{2}$ is clear; the smaller $\sigma^{2}$, the higher the network robustness. In the case of $\sigma=1$, the solution is equivalent to the VIB one. However, for $\sigma^{2}=2$, the network is less robust than the optimal VIB, suggesting that the amount of shared information between the input and the representation is unnecessary high.

### 6.5 CONCLUSION

In this chapter, after an informative description of the supervised network, we provided a principle by which to learn the optimal - Decomposable and Minimal Sufficient - representations: the Constrained InfoMax. A supervised generalisation of the objective was introduced for the unsupervised problem, wherein the generative task was substituted with a generic (supervised) task.

The CIM objective is informatively equivalent to the Information Bottleneck, but the proposed equivalent description has both theoretical and computational advantages over the IB description.

From a theoretical perspective, the CIM provides a unique principle that works both within the unsupervised and supervised settings, yielding a Gaussian Process description of the stochastic network and also an alternative definition of the optimal representation (i.e. the one describing the data dynamics). Instead, from a computational side, the introduction of CIM leads to an alternative variational approximation of the IB, the Variational InfoMax, wherein the encoding information is bounded (by the latent entropy) but not penalised as in the VIB setting.

The derived objective, as observed from these experiments, performs better than the VIB with the two main structures of DNN, namely the fully connected and convolutional networks. Future work might include extending the VIM objective to the autoregressive network, wherein the computation of the latent inference is not trivial.

## CONCLUSIONS

In this thesis we introduced the Constrained InfoMax (CIM), a principle by which we may learn optimal representations - informative and disentangled - within both supervised and unsupervised settings. The CIM principle generalises the Information Bottleneck to the unsupervised setting, wherein the task with respect to optimising the objective is the generative one. The advantage of introducing the CIM principle is not solely theoretical, constraining the information of the latent representation rather than the encoding information, but also computational. Indeed, the associated variational objectives; the Variational Wasserstein distance (Wass) and Variational InfoMax (VIM) respectively for unsupervised and supervised tasks; are both learning better representations than were achieved for the informatively theoretical equivalent variational objectives, ELBO and VIB within the unsupervised and supervised settings, respectively. Moreover, the CIM description highlights the effect of the latent entropy in determining the representation quality:- a small entropy latent variable is, in general, more robust than an high entropy one.

To understand the reasons why the CIM variational objectives, within the unsupervised scenario, are learning better representations than the ELBO (the two objectives are informatively equivalent), Chapter Five provides a geometric informative description of the two variational objectives. By virtue of this analysis we have shown that the ELBO representations are associated with the linear projection of the visible data. Instead, the Wass representations are obtained, in general, via a non-linear projection. Alternatively, from a Gaussian Process perspective, the ELBO representations are describing a linear kernel of the data.

This issue is associated with the rate term present within the ELBO and in the VIB; indeed, also in the supervised case, we have seen that the VIB learnt representations are associated to the label kernel while the VIM kernel is describing the hidden structure of the data.

Unfortunately, although qualitatively visible, the differences arising between the learnt representations of the different families of models are not clear from the disentanglement metrics considered in the manuscript. This unexpected result motivates us to investigate, in future work, the properties of the disentangled metric so we can provide a possibly better metric highlighting the qualitative differences observed in these experiments.

### 7.1 FUTURE WORK

The research on new metrics to evaluate the degree of disentanglement in the latent representation is just one possible future avenue for exploration. This thesis, as presented, opens many different potential paths for future research that can be divided into two main categories:-
computational improvement of the variational objectives and seeking a generalisation theory for the CIM.
computational improvements As asserted throughout this thesis, the entropy of the prior plays a fundamental role in representation learning, but in respect of the standard variational objectives considered here, the prior has to be fixed before the training and the optimal solution has to be chosen at the validation stage. One possible improvement of the actual work is to consider a variant of the Wass, wherein the optimal variance of the distribution is learnt simultaneously with the weights. The idea is to learn the $\sigma$ via an annealing process in a manner akin to [32], wherein the annealed term was the $\beta$ parameter.

In a similar vein, a further potential improvement of the Wass is to consider a free-inference objective, wherein the prior distribution is learnt during the training itself. Indeed, throughout this thesis, we have implicitly assumed that a Gaussian distribution could describe the latent representation but, in particular scenarios, that assumption could prove restrictive, and thus it is necessary to consider different distributions. One possible solution is provided in [39] where, using Inverse Autoregressive Flow techniques, a general prior distribution was learnt without fixing any shape in advance.
theory generalisation In Chapter Five, we analysed the representations learnt by a linear decoder VAE and connected them to linear Gaussian Process Latent Variable Models (GPLVMs). In future work, we will consider the more general setting in which the decoder is a general non-linear map. In this setting, we expect that the learnt representation will still be associated with the GPLVM, wherein the inference and generative kernels are described by the encoder and decoder maps, respectively.

If that generalisation looks straightforward, the second objective - to generalise the CIM for continual learning - is more challenging.

In this thesis, we have considered a static learning scenario, wherein the data-set and the associated task are the same for all the training stages. As we experience in our daily life, the static scenario is unrealistic as natural learning is continual:- therefore, the representation of a data-set has to evolve continuously during the training period since the associated task changes with the context.

Let us note that the continual learning scenario is challenging since it cannot be performed as a simple collection of static steps:- training one task each time. Indeed, in the latter case, the model suffers from the infamous catastrophic forgetting issue, [40] as, once the network starts to learn the new task $Y_{t}$, the previous one $Y_{t-1}$ is forgotten.

In light of the demonstrated ability of CIM-trained networks to learn informative representations about the data (independently of the task), in future research we will extend the Constrained InfoMax to deal with the continual learning scenario. The main idea is to increase the prior entropy during the training with the number of tasks to store all the necessary information for any task and not to forget anything.

In particular, we have seen that, in the supervised setting, the CIM objective for the single task $Y_{1}$ is:

$$
\begin{equation*}
\max _{Z} I\left(Z ; Y_{1}\right) \text { s.t. } H(Z)=I\left(X ; Y_{1}\right), \tag{7.1}
\end{equation*}
$$

then, the natural generalisation to the continual learning scenario, with task $Y=\left\{Y_{i}\right\}_{i}^{t}$, is to consider the following objective:

$$
\begin{equation*}
\max _{Z} I(Z ; Y) \text { s.t. } H(Z)=I(X ; Y) . \tag{7.2}
\end{equation*}
$$

By chain rule of the mutual information $I\left(X ; Y_{1}, Y_{2}\right)=I\left(X ; Y_{1}\right)+I\left(X ; Y_{2} \mid Y_{1}\right)$, this objective can be continually optimised as:

$$
\begin{equation*}
\max _{Z} I\left(Z ; Y_{n}\right) \text { s.t. } H\left(Z_{n}\right)-H\left(Z_{n-1}\right)=I\left(X ; Y_{n} \mid Y_{n-1}\right), \tag{7•3}
\end{equation*}
$$

where $Z_{n}$ is storing all the information about $Z_{n-1}$, and $I\left(X ; Y_{n} \mid Y_{n-1}\right)$ is the amount of information shared by $X$ with $Y_{n}$ knowing all the previous terms $Y_{n-1}$.

We expect, thanks to the generalisation provided in (7.3), that it would be possible to perform continual learning as a collection of single-task learning events, thereby avoiding the catastrophic forgetting scenario. Indeed, in the proposed objective, the latent variable changes with the task and the previous information should thereby remain untouched, and the representation is simply adding new knowledge.
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[^0]:    1 The metric is based on the assumption that both the generative factors $U$, and the generative map $p(x \mid u)$ are known. This assumption is quite strong and, since the choice of the ground truth factors is an arbitrary choice, the metric is intrinsically biased but, as observed in [53], all the disentangled metrics are biased.

