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ABSTRACT
Metaheuristic search algorithms look for solutions that either max-
imise or minimise a set of objectives, such as cost or performance.
However most real-world optimisation problems consist of nonlin-
ear problems with complex constraints and conflicting objectives.

The process by which a GA arrives at a solution remains largely
unexplained to the end-user. A poorly understood solution will dent
the confidence a user has in the arrived at solution. We propose
that investigation of the variables that strongly influence solution
quality and their relationship would be a step toward providing
an explanation of the near-optimal solution presented by a meta-
heuristic.

Through the use of four benchmark problems we use the popula-
tion data generated by a Genetic Algorithm (GA) to train a surrogate
model, and investigate the learning of the search space by the surro-
gate model. We compare what the surrogate has learned after being
trained on population data generated after the first generation and
contrast this with a surrogate model trained on the population data
from all generations.

We show that the surrogatemodel picks out key characteristics of
the problem as it is trained on population data from each generation.
Through mining the surrogate model we can build a picture of the
learning process of a GA, and thus an explanation of the solution
presented by the GA. The aim being to build trust and confidence in
the end-user about the solution presented by the GA, and encourage
adoption of the model.
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• Theory of computation → Models of learning; Theory of
randomized search heuristics.
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1 INTRODUCTION
The growing ubiquity of machine learning (ML) and Artificial In-
telligence (AI) models [34] to automate decision making in our
day-to-day life has brought with it ethics concerns[42], and a lack
of trust from those users directly impacted by the automated de-
cision making [2, 38]. The interest in explainability is not a new
one [37], however the resurgence in interest is being driven by
users demanding an explanation of why a particular decision was
reached. This demand for an explanation has also been enshrined
in European Union (EU) law when the right to explanation was
included in the General Data Protection Regulation (GDPR) [21] as
a recognition of the rise in importance of AI systems in automated
decision making.

The majority of AI models in use today can be thought of as
”black-boxes”, with many complex layers consisting of nonlinear
transformations [27]. It can be difficult for end users to understand
the decision making process and hence, already, trust in the final
output is eroded. This has led to decisions being made that were
biased [25], and some that have led to real harm being done to
people due to a lack of transparency and explainability of these
models [36].

A large area within AI is metaheuristic search algorithms applied
to optimisation problems. These algorithms look for solutions that
either maximise or minimise a set of objectives, such as cost or per-
formance. However most real-world optimisation problems consist
of nonlinear problems with complex constraints and conflicting
objectives. These algorithms find applications in many areas, in-
cluding optimisation of transportation for positive environmental
impact [9], and healthcare [33].

Metaheuristic algorithms are not problem dependent, which
means we can use them for a variety of optimisation problems.
Many of these algorithms are inspired by nature. A Genetic Algo-
rithm (GA) takes its inspiration from evolution. To find an optimal
or near-optimal solution for a problem, the GA is used to optimise a
problem by initially creating many random solutions, populations,
and then iteratively updating these solutions through selection, mu-
tation and crossover, to reach a good enough solution or the most
optimal solution possible. A GA performs well in combinatorial
optimisation where we have a large search space [1]. However, de-
spite recent advances in theoretical understanding of GAs [29, 31],
the process by which a GA arrives at a solution remains largely un-
explained to the end-user. Herein lies the problem, firstly a poorly
understood solution will dent the confidence a user has in the ar-
rived at solution. Secondly during our problem definition we may
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have excluded some critical criteria. This may be of particular rele-
vance in a scheduling optimisation problem, where we may focus
on only a distance or financial cost constrain and so fail to take into
account personal preferences and/or convenience for the end-user.
Thirdly, a GA follows a random process, which can lead to noise
in the presented solution [17]. In this case it would be useful to
know the characteristics of this solution, and be able to tease out
this noise without impacting the solution quality. Metaheuristic
algorithms in general are adept at finding shortcuts in a problem
definition [28]. Therefore it is useful to know whether the solution
presented genuinely solves the problem or if the algorithm merely
found a loophole in the problem definition. As demonstrated, for the
Vehicle Routing Problem (VRP)[3], being able to explain the char-
acteristics that constitute a near-optimal or sub-optimal solution
also goes a long way towards designing a more efficient algorithm.

Taking all of the above points into consideration we can see
that there are many points at which we can lose a user’s trust
when designing a system. This loss of trust would ultimately lead
to lack of adoption of the system, and hence, wasted resources and
suspicion of any systems recommended in the future.

In this paper we will outline an approach to identify the cardi-
nal characteristics of metaheuristic derived solutions. We do this
for a series of binary-encoded benchmark problems, by way of
identifying which variables have the greatest influence on solution
quality. Our approach will use surrogate fitness functions [11, 23].
Usually these are applied where the fitness function is costly; in
parallel to the optimisation process we train a computationally
cheap model, and the majority of calls to the costly fitness function
are replaced by a call to the surrogate model. An additional benefit
of this process is that the surrogate is an explicit representation
of what the metaheuristic has learned about the search space and
more crucially what comprises a good solution. In our study, we
take a high fitness solution for each of the benchmark problems
and probe it using the surrogate model to identify which variables
are of greatest importance and to test their impact on fitness. The
present paper extends the approach initially proposed in [40], by
investigating the insights that might be gained at different stages
of the algorithm’s run, rather than just the final population.

In Section 2 we will review related work around trust and ex-
planation of metaheuristic optimisation, before going on to focus
on the role of surrogate models in optimisation problems, and our
use of them to explain metaheuristic algorithms. In Section 3 we
describe our approach to mining the surrogate model to explain
solution quality. In Section 4 we outline our approach to mining the
surrogate model to extract information about variable importance
of an optimal solution. In Section 5 we demonstrate our methodol-
ogy using four benchmark problems, and in Section 6 we present
our results and outline our conclusions and future work in Section
8.

2 RELATEDWORK
Explainability in AI is not a new research topic, however, research
conducted in the early 90’s [37] tapered off formany decades. The re-
cent growth and interest in this area is gaining momentum, mainly
driven by a lack of trust and uptake by users of AI systems. The

resurgence in this topic follows the thinking that making AI sys-
tems more transparent and explainable will engender end-user trust
in the AI systems and hopefully lead to greater uptake and use of
these systems [32].

There is, however, a gap in research centered around explain-
ability of metaheuristic algorithms. The most relevant research
within this area being innovization outlined in a paper by Deb et al.
[14] [16], which proposed “innovization” to generate problem based
knowledge alongside the normally generated near-optimal solu-
tions, through identification of common principles among Pareto-
optimal solutions for multi-objective optimisation problems. The
impetus behind this being thatmost optimisation techniques adopted
are used to surrender a single or small selection of optimal solutions,
their research built on this to allow these optimisation techniques
to find additional problem based knowledge in parallel to the gen-
erated optimal solution(s) via the innovization operation. By taking
a generated set of high-performing trade-off solutions and iden-
tifying common principles hidden within them. The idea is that
the main common thread amongst this set of high-performing solu-
tions will represent properties that ensure Pareto-Optimality and
by extension are valuable properties related to the problem globally.

More recently proposed by Urquhart et al. [39] is an application
of Map-Elites to increase trust in metaheuristic algorithms. This
paper aims to address the criticism that end-users have no role in the
construction of the end solution. The authors applied Map-Elites,
which allows for construction of a high-performance solution which
is mapped onto a set of solutions defined by the user, such as cost or
time. The solutions being generated bymutation and recombination,
with each solution being assigned a bin within the solution space,
with solutions that are assigned to an already occupied bin being
either rejected or accepted based on a comparison of their relative
fitness, with higher ranked fitness solutions being accepted, so
only the highest fitness being assigned and retained within any
particular bin. Ultimately the end-user is responsible for choosing
the preferred solution, this ensures that input from the user is taken
into account and they have a sense of ownership and a greater level
of trust in the proposed solution. Map-Elites therefore provide a
way to filter the solution space, and provides a set of solutions for
the user, from which they can select the one most applicable to
them and their needs. This has the benefit of increasing trust in
the solution selected, because the user is provided an opening to
the process and able to have some measure of influence as to what
constitutes a good solution.

Gaier et al. [19] proposed a hybrid approach by using Map-Elites
alongside a surrogate model to add efficiency to the Map-Elites
process. They proposed reducing the need for the large number
of checks normally required for Map-Elites. The proposed solu-
tion, Surrogate-assisted illumination (SAIL), aims to achieve this by
way of integrating an approximation model (surrogate) alongside
intelligent sampling of the fitness function. As with Map-Elites
the search space is partitioned into bins each of which holds a
map with a different layout of feature values. Firstly a surrogate
is constructed based on an initial population of possible solutions
including their fitness scores. Map-Elites is then used to produce
solutions to maximise the fitness function, and generating an acqui-
sition map. Thereafter, new solutions are sampled from this map
and additional observations are used to iteratively improve the
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model. With the aim of looping through this process to generate
increasingly better solutions with higher fitness functions. The
performance predictions then being used by Map-Elites in place of
the original fitness function to generate a prediction map of near
optimal representations.

In contrast to the above approaches we do not aim to summarise
or present a set of solutions, rather, we aim to explain a single
solution chosen by the metaheuristic algorithm.

3 SURROGATE MODELS
Evolutionary Algorithms (EA) aim to minimise or maximise a given
function f(X). This is done by initially generating random solutions
and evaluating them against a fitness function, and then generating
new solutions, usually biased towards solutions with higher fitness
values. The fitness function is often the most costly operation in
the optimisation process, and to reduce this cost we can replace
calls to the fitness functionwith calls to a much cheaper model. This
cheaper model, surrogate [10, 22, 23, 40], also represents an explicit
model of the population. We propose mining this model to capture
the sensitivity of the fitness function to the problem variables. The
premise being that the surrogate model is biased by the population
of the EA, and therefore contains another view of the algorithms
understanding of the problem.

As in [40], in the work presented here, the EA alternates between
using the surrogate to evaluate solutions and the true fitness func-
tion. The surrogate model is re-trained each time new evaluations
are carried out by the true fitness function, it is re-trained on the
current and all previous populations at alternating intervals. So, we
alternate between using the true fitness function and the surrogate
at regular intervals. The surrogate is implemented by a Support
Vector Regression (SVR) model, provided by scikit-learn (version
1.0.2). We use the default parameter settings for the SVR model. The
model features are simply the problem variables X and the target
for prediction is fitness f(X). We hypothesise that the surrogate
model will retain some of the key properties from the original fit-
ness function, such as regions of high fitness. The surrogate model
is able to evaluate the solution at a much cheaper cost compared to
the real fitness function. The two benefits of this approach being
that firstly the surrogate model can evaluate the potential solutions
in a more timely manner and, secondly can give us an insight into
the algorithms understanding of the search space.

The benefit of this approach is that the surrogate model, being
an explicit model of the population, can be mined to gain insights
into the learning of the EA of the search space. This approach
has previously been demonstrated when looking at Estimation of
Distribution Algorithms (EDAs), which sample probabilistic models
after first constructing these models to reflect the distribution of
high fitness solutions. It has been demonstrated that information
gained from EDAs can in many cases offer additional insight into
the problem as the solutions presented by an EA.[7, 8, 13]. The
usefulness of the information gleaned from a surrogate model is of
course closely coupled to the problem being analysed. The surrogate
model could be inherently interpretable (such as a linear regression
model similar to [7] or a decision tree), or we could exploit existing
XAI approaches such as mining the model through probing. We
make use of the latter approach in the present paper.

4 METHODOLOGY
To determine the rank and importance of individual variables for
each of the benchmark problems, we will investigate the local
sensitivity of the closest-to-optimal solution (highest fitness) found
for each of the problems. We will take each of these best solutions
and evaluate against our surrogate model, allowing us to determine
the change in surrogate fitness due to mutating each variable in
the solution. We will also set the sign of the “importance” measure
to be negative if the corresponding bit in the starting seed solution
was 1: providing an indication of the direction of the relationship
between that variable and the fitness. This gives us a measure of
the variables importance and its correlation with fitness, in the
neighbourhood of the high-fitness solution.

We aim to highlight the variables that impact either negatively or
positively on solution quality. It should be noted that this approach
is applied to benchmark problems for demonstration purposes only,
where the simple problem definition means that the explanations
can be compared against known expectations, and gives a starting
point for further research in this area for real-world problems. The
surrogate is trained on data derived from the real fitness function,
hence, it learns the local search space from, and is biased towards,
the best solutions from the metaheuristic. In this way the surro-
gate reflects the understanding of the problem as learned by the
algorithm.

We will compare the surrogate model trained on only the first
generation against a surrogate trained on all populations over the
run of 100 generations. Because the surrogate is biased toward the
best solution, we aim to visualise the surrogates understanding of
the problem between the first generation and over all generations.

A formal definition of our approach is shown in Algorithm 1.

Algorithm 1 Probing variables in a solution with respect to the
surrogate fitness function

In: 𝑥 = (𝑥0 . . . 𝑥𝑛), 𝑥𝑖 = {0, 1}, near-optimal seed solution found
by GA
In: 𝑆 (𝑋 ) → 𝑓 , surrogate fitness function to estimate fitness 𝑓 of
a solution 𝑋

Out: 𝐶 = (𝑐0 . . . 𝑐𝑛), 𝑐𝑖 ∈ R, absolute change to surrogate fitness
for each variable in 𝑥

𝐶 ← ∅;
𝑓𝑜𝑟𝑔 ← 𝑆 (𝑥) ⊲ surrogate fitness of solution
for for each variable 𝑥𝑖 do)𝑖 = 0 to 𝑛 − 1

𝑥𝑖 ← (𝑥𝑖 + 1) mod 2 ⊲ flip variable 𝑥𝑖
𝑓𝑖 ← 𝑆 (𝑥𝑖 ) ⊲ surrogate fitness of mutated solution
if 𝑥𝑖 = 1 then 𝑐𝑖 = −1 ∗ 𝑓𝑖 ⊲ Change in surrogate fitness,

optimum should have a 1
else𝑐𝑖 = 𝑓𝑖 ⊲ Change in surrogate fitness, optimum should

have a 0
end if
𝐶 ← |𝑐𝑖 | ⊲ add to list

end for

5 EXPERIMENTS
We will focus on four well-known bit-string encoded benchmark
functions (1D Checkerboard, 2D Checkerboard, Trap5 and MAXSAT).
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The experiment setup is shown in Table 1. Where P is the popu-
lation size, n the length of the bit-string, problem-size, maxGen is
the maximum number of generations, mutRate the mutation rate.
The Selection operator used is Tournament with a tournament size
of 5. The Crossover operator is Uniform. We have made little effort
to tune the algorithm beyond simple empirical exploration of these
parameters, because the focus of this study is on explaining the
results rather than maximal algorithm performance.

P n maxGen mutRate Selection Crossover

100 100 100 0.01 Tournament(5) Uniform
Table 1: Experiment Setup

5.1 Benchmark Problems
Our experiment focused on four benchmark functions using a bit-
string representation. The four functions were chosen to contrast
uni-variate and multi-variate problems. This will allow us to inves-
tigate variations in the importance attached to each variable and
model’s handling of the presence, or absence, of interactions.

5.1.1 1D Checkerboard. The objective of the 1D-Checkerboard
problem [4] is to realise a checkerboard pattern with alternating
1s and 0s. The function scores the chromosome based on the sum
of adjacent variables that do not share the same value. A formal
description of the function is shown in Equation (1).

𝑓 (𝑥) =
𝑙−2∑︁
𝑖=0

{
1, 𝑥𝑖 ≠ 𝑥𝑖+1
0, 𝑥𝑖 = 𝑥𝑖+1

}
(1)

5.1.2 2D Checkerboard. The 2D-Checkerboard problem [4, 26]
introduces bivariate interactions into the problem. While these
interactions are weighted equally in the fitness function, implicitly
those in the centre of the grid have greater impact on fitness. A
solution represents the rows of a s x s grid concatenated into one
string, the objective being to realsie a grid with a checkerboard
pattern of alternating 1s and 0s. A formal description of the function
is shown in Equation (2)

𝑓 (𝑥) = 4(𝑠 − 2)2 −
𝑠−1∑︁
𝑖=2

𝑠−1∑︁
𝑗=2

{
𝛿
(
𝑥𝑖 𝑗 , 𝑥𝑖−1𝑗

)
+ 𝛿

(
𝑥𝑖 𝑗 , 𝑥𝑖+1𝑗

)
+𝛿

(
𝑥𝑖 𝑗 , 𝑥𝑖 𝑗−1

)
+ 𝛿

(
𝑥𝑖 𝑗 , 𝑥𝑖 𝑗+1

)} (2)

5.1.3 Trap5. The Trap-5 problem is designed to be intentionally
deceptive [15], by rewarding steps towards local optima in small
groups of variables in order to force, or deceive, an EA away from
the global optimum. This is of particular concern in algorithms that
do not consider interactions between variables[6, 20]. The problem
construction consists of bit-strings partitioned into blocks with
their fitness scored separately. A formal description of the function
is shown in Equations (3a) and (3b)

𝑓 (𝑥) =
𝑛/𝑘∑︁
𝑖=1

𝑡𝑟𝑎𝑝𝑘 (𝑥𝑏𝑖+1 + ... + 𝑥𝑏𝑖+𝑘 ) (3a)

𝑡𝑟𝑎𝑝𝑘 (𝑢) =
{
𝑓high if 𝑢 = 𝑘, 𝑓low − 𝑢

𝑓low
𝑘 − 1 otherwise

}
(3b)

5.1.4 MAXSAT. The Maximum Satisfiability or MAXSAT prob-
lem [12, 24, 35] attempts to find a set of values which maximises
the number of satisfied clauses of a fixed predicate logic formula
expressed in conjunctive normal form (CNF). It is known to be NP-
complete in its general form. The MAXSAT is useful for modeling
high order interactions, because each instance of the problem uses
a known predefined structure. The problem construction involves
a bit-string, where each bit encodes a predicate variable in the CNF
formula. An individuals fitness is therefore just equal to the number
of satisfied clauses.

5.2 Experimental Procedure
For each of the benchmark problems, we started with an initial
population of 100 individuals and an Genetic Algorithm (GA) was
used to determine a near-optimal solution. A problem size of 100,
population size of 100, tournament selection with size 5, mutation
rate of 0.01, crossover rate of 0.95 and was run over 100 generations.
We used elitism, to guarantee that the single fittest solution was
carried forward for each generation without mutation.

A normal run of a GA would consist of generating an initial
population for which a fitness value is calculated and through
selection, crossover and mutation a second population is generated.
This process iterates for a predetermined number of generations, or
until a solution with the possible fitness, as defined by our fitness
function, is found, whichever occurs first. At the end of this run,
the most optimal solution found is presented to the user. However,
the solution presented is devoid of an explanation, as to how it was
found nor why it is considered the fittest solution, other than it
has the best fitness function value, which was determined by the
algorithm designer.

We will attempt to provide an intuitive understanding of the so-
lution generation process, with the aim of providing an explanation
for the end-user as to how the solution was chosen. We will do this
via construction of a surrogate model, using the population and
fitness values for each generation of the GA run as training data
for the surrogate. The aim in this experiment is not to generate a
surrogate to speed up the fitness evaluation process, but rather to
mine the surrogate for importance of variables. We will examine
the surrogate model trained on only the population form the first
generation and one trained on the the population data for all of the
runs over 100 generations.

For each problem we used a Support Vector Regression (SVR)
model, provided by scikit-learn (version 1.0.2), as the surrogate. We
used the default hyper-parameters for this model, and made no
attempt to tune any of the parameters, so as to enable reproducible
experiments and focus on the learning of the search space by the
surrogate model between the first and all generations of the GA
run.
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6 RESULTS AND DISCUSSION
6.1 Surrogate Trained on First Generation Data
In this section we will consider the results of mining a surrogate
fitted to the first population of the algorithm run. Each plot in
Figures 1, 3, 5 and 7 shows the mean contribution to surrogate
fitness for each variable. The positive values indicate that the op-
timal value was a 0 and negative values indicate that it was a 1.
In Figure 1 we can observe that the model has not managed to
grasp enough of the problem structure, there is a clear partial chain
structure visible, however, it is difficult to see the relative contri-
bution of each variable due to random noise. We would expect to
see an equal contribution from all the variables. There is a similar
picture with Trap5 (Figure 7) and MAXSAT (Figure 5). Although
with the latter there should be some variation, as variables appear
in different clauses and so have different contributions to overall
fitness, there is only a small variation in the number of clauses
a variable appears in, and not as much as suggested by the bar
plot. For 2D checkerboard there is a clearer picture of the problem
structure emerging, suggesting that some variable have twice the
importance of others. This appears to be driven by the suboptimal
solutions in the first generation; as we will see, the model fitted to
all generations weights all variables similarly and shows clearer
signs of the checkerboard pattern.

In there results, the model is trained on only the first population,
at this point the GA is just starting an exploration of the search
space, and so has not explored enough of the problem structure to
generate meaningful data on which to train the surrogate model.

Our aim here was to set a starting point to which we can then
compare the results as outlined in Section 6.2

6.2 Surrogate Trained on All Generation Data
In this section we will consider the results of mining a surrogate
fitted to all populations of the algorithm run. Each plot in Figures 2,
4, 6 and 8 shows the mean contribution to surrogate fitness for each
variable. The positive values indicate that the optimal value was a
0 and negative values indicate that it was a 1.

Comparing these plots to those generated for only the first popu-
lation data, we see a marked contrast. We observe that the surrogate
model has picked up key characteristics of the problem; for Trap5
we can now start to see clearer groupings of variables as we would
expect for this problem. However the surrogate is reflecting that the
GA has converged on a local optima, and hence the clear grouping
that has settled on all 0 for variables 85-90.

For the 1D Checkerboard we see a clearer pattern of alternating
1s and 0s and this pattern is more pronounced, and each variable
seems to be contributing equally to fitness.

For 2D Checkerboard, we see that the variables share a similar
relationship to fitness and fall on or around the middle, and we see
some regular groupings of slightly more dominant variables, which
seem mostly clustered around the central region of our checker-
board.

For MAXSAT, we see similar grouping of clauses and clustering
of the variables that contribute more to overall fitness.

We can note that the explanatory method of using a surrogate
model does reveal that the model has begun to detect the key com-
ponents of the problem.

Figure 1: 1D Checkerboard Contribution to Surrogate Fitness
per Variable (First Generation)

Figure 2: 1D Checkerboard Contribution to Surrogate Fitness
per Variable (All Generations)
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Figure 3: 2D Checkerboard Contribution to Surrogate Fitness
per Variable (First Generation)

Figure 4: 2D Checkerboard Contribution to Surrogate Fitness
per Variable (All Generations)

Figure 5: MAXSAT Contribution to Surrogate Fitness per
Variable (First Generation)

Figure 6: MAXSAT Contribution to Surrogate Fitness per
Variable (All Generations)
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Figure 7: Trap5 Contribution to Surrogate Fitness per Vari-
able (First Generation)

Figure 8: Trap5 Contribution to Surrogate Fitness per Vari-
able (All Generations)
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8 CONCLUSION
This paper set out to investigate the possibility of mining surrogate
models for explanations about solution quality at different stages
of an evolutionary run. We looked at the surrogate models learning
of the search space for four benchmark problems; 1D Checkerboard,
2D Checkerboard, MAXSAT and Trap5. We did this through using
the population and fitness values for individuals generated by a GA.
We used this population data as input to train an SVR model, which
we mined for a deeper understanding of the solutions generated by
the GA for each generation.

This work has demonstrated a starting point for further explo-
ration and more importantly the generation of explanations around
the near-optimal solution presented by a GA. We focused on min-
ing the surrogate to understand how the mean contribution of
each variable changed as the GA generated more insights into the
population and problem at hand. In particular, we compared a surro-
gate model trained on the initial population against one trained on
population data after 100 generations. These experiments suggest
that, for the purposes of explanation, it is preferable to train the
surrogate on all solutions visited over the course of the GA run.
Although, there is also some evidence to suggest that useful infor-
mation about the problem can be mined during the first generation.
Further investigation into what is possible at each stage of the run
is thus needed.

Future work will involve analysis of interaction of variables and
investigation of multi-modal problems. As understanding of this
approach to explanations grows we will apply the above method
to real-world problems. We will also further investigate the per-
formance of a surrogate model at different stages of a GA run; to
generate comparisons at different generations of the GA run and
investigate at what point it would be beneficial to switch from using
a costly fitness function to the surrogate model and comparison of
solutions generated between the two scenarios.

We also propose to further extend this work to exploit recent but
already well known techniques for explaining machine learning
models, such as permutation feature importance measurement[5,
18, 41] and SHapley Additive exPlanations (SHAP) [30] as a way
to explain variable selection for individual solutions. The work
presented here is a first step towards building a more generalised
framework for explainability within the evolutionary computation
(EC) domain.

The ultimate aim of this work is to generate explanations of the
solution generated, by mining the surrogate model, and presenting
these explanations to the end-user to instill more confidence and
trust in our model. In turn, this increased trust in the solutions
should lead to greater uptake and increased benefit from the use of
GAs in practice.
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