
 
 

 

 

 

 

 

The Ideal Psychologist vs. a Messy Reality: Using and 

Misunderstanding Effect Sizes, Confidence Intervals and Power 
 

 

Elizabeth Collins 

 

 

 

A thesis submitted for the degree of Doctor of Philosophy 

 

 

 

 

 

University of Stirling 

Division of Psychology 

First Submission Date: January 2022



i 
 

Thesis Abstract 
 

Background: In the past two decades, there have been calls for statistical reform in 

psychology. Three key concepts within reform are effect sizes, confidence intervals and 

statistical power. The aim of this thesis was to examine the use and knowledge of these 

particular concepts, to examine whether researchers are suitably equipped to incorporate them 

into their research. 

 

Methods: This thesis consists of five studies. Study 1 reviewed author guidelines across 100 

psychology journals, to look for any statistical recommendations. Study 2 (n = 247) and 

Study 3 (n = 56) examined the use and knowledge of effect sizes using a questionnaire and 

online experiment. Study 4 surveyed psychology researchers on their use and knowledge of 

confidence intervals (n = 206). Similarly, Study 5 surveyed psychology researchers on their 

use and knowledge of power analyses and statistical power (n = 214). 

 

Findings and Conclusions: Typically, psychology journals expect authors to report effect 

sizes in their work, although there are fewer expectations related to confidence intervals. 

Power analyses are also frequently encouraged for sample size justification. Self-reported use 

of effect sizes, confidence intervals and power analyses was high, while common barriers to 

use included a lack of knowledge, a lack of motivation, and the influence of academic peers. 

While knowledge of effect sizes was quite high, they appear to only be understood in 

relatively limited contexts. In contrast, both confidence intervals and statistical power appear 

to be frequently misunderstood, and many researchers find power analysis calculations 

difficult. Researchers would benefit from increased education and support to encourage them 

to confidently adopt an assortment of statistics in their work, and more effort must be made to 

prevent statistical changes from becoming a new series of tick-box exercises that do not 

improve the integrity of psychological research.  
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Chapter 1: Thesis Introduction 
 

Typical quantitative psychological research involves collecting data from samples, and using 

this data to make inferences about the population of interest. Statistics bridge the gap between 

samples and populations, with the most popular inferential approach being null hypothesis 

significance testing (NHST). Briefly, NHST is a statistical analysis procedure which 

computes a p-value, a number which indicates the probability of the found effect (or greater) 

occurring by chance under the null hypothesis. If the p-value is below a particular threshold 

(often 0.05), a result is categorised as statistically significant and the null hypothesis is 

rejected.  

 

The use of NHST within psychology has become problematic for a number of reasons, but 

primarily because journals have historically been biased towards publishing statistically 

significant findings. Years of criticism of this publication bias, coupled with wider statistical 

issues and the recent replication crisis, have brought about a period of statistical reform in 

psychology. Many individuals and organisations now call for NHST to be accompanied or 

replaced by alternative statistical methods, including Bayesian analyses (e.g. Wagenmakers et 

al., 2018), or the estimation approach (e.g. Calin-Jageman and Cumming, 2019), which 

prioritises the use of effect sizes and confidence intervals for reporting and evaluating data. 

Others who focus instead on improving the use of NHST propose alternatives such as 

banning the concept of a threshold for statistical significance (e.g. McShane et al., 2019), 

adopting PRGLILHG�µVHFRQG�JHQHUDWLRQ�p-values¶��H�J��Blume et al., 2019), or optimising the 

use of NHST through increased statistical power (e.g. Cohen, 1992; Maxwell, 2004).  

 

This chapter first discusses the use and misuse of NHST and its connection to the replication 

crisis and to academic publishing culture, before focusing specifically on the estimation 

approach and statistical power as key concepts within statistical reform. This focus will be 

justified with connections to the wider literature and the recommendations for statistical use 

shared by organisations such as the American Psychological Association (APA), and is 

further justified by the review presented in Chapter 2.  
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1.1 A Brief Overview of the Replication Crisis 
 

,Q�������WKH�SDSHU�µWhy Most Published Research Findings are False¶�ZDV�SXEOLVKHG��ZKLFK�

PDGH�WKH�FRQWURYHUVLDO�FODLP�WKDW�³for most study designs and settings, it is more likely for a 

research claim to be false than true´��Ioannidis, 2005, p. 124). ,RDQQLGLV¶ modelling 

H[DPLQHG�WKH�FRQFHSW�RI�WKH�µSRVLWLYH�SUHGLFWLYH�YDOXH¶��the post-study probability that a 

statistically significant study result is true, PPV), and estimated that it is less than 50% for 

most research. His suggested explanations for this low figure include the predominant use of 

small sample sizes, the desire for statistically significant p-values, and wider issues of 

researcher bias and unchecked flexibility in research design and analysis; much of which can 

be attributed to publication bias (discussed in Section 1.1.1). His modelling approach and 

claims have subsequently been criticised, as has the entirely hypothetical nature of the PPV 

(e.g. Goodman & Greenland, 2007; Jager & Leek, 2014; Morey, 2018). However, the broader 

ideas ZLWKLQ�,RDQQLGLV¶�ZRUN contributed heavily to the growing conversation around research 

integrity.  

 

Several subsequent events and high-profile publications followed this paper, such as the 

discovery of long-running fraud by prominent researcher Diederik Stapel (Callaway, 2011) 

and the publication of a questionnaire where researchers admitting engaging in questionable 

research practices such as data manipulation and selective reporting (John et al., 2012). 

However, perhaps the pivotal moment of the replication crisis, and the moment which gave it 

its name, was the publication of the attempt to replicate 100 psychology studies with new, 

large samples of participants (Open Science Collaboration, 2015). Effect sizes in the 

replicated studies were, on average, half the size of those computed in the original studies, 

and just 36% of replications had statistically significant findings (versus 97% of originals). 

This negative perception of published psychology research was further compounded by a 

publication the following year, which identified a catalogue of errors across reported NHST 

findings (Nuijten et al., 2016), some of which directly impacted the conclusions made in the 

paper (e.g. mistakenly reporting a result as statistically significant). In light of the various 

FRQWURYHUVLHV�DQG�HYHQWV�RI�WKH�SDVW�WZR�GHFDGHV��WKH�WHUP�µUHSOLFDWLRQ�FULVLV¶�KDV�EHFRPH�D�

broader label used to capture issues of replication (repeating research on new samples), 

reproducibility (confirming results by analysing the same data set in the same way), and 

overall research integrity within psychology. 



4 
 

 

1.1.1 The Replication Crisis and Publishing Culture 

Researchers have offered an assortment of explanations for the replication crisis, as shown in 

Figure 1.1 (Baker, 2016) and Figure 1.2 (Munafò et al., 2017). Perhaps the most serious 

explanation for issues is fraud, where results have been deliberately falsified; but other 

reasons include poor research design, insufficient mentoring (leading to incorrect decisions), 

and a lack of open data (meaning results cannot be verified). One particularly important 

reason presented in Figure 1.1 is µSUHVVXUH�WR�SXEOLVK¶��ZKLFK�LV�DQ�H[SOLFLW�UHIOHFWLRQ�RQ�WKH�

widely-criticised nature of academic publishing culture.  

 

Figure 1.1 
The Causes of Irreproducible Research, Shared by Researchers 

 
Note. From 1500 Scientists Lift the Lid on Reproducibility, by M Baker, 2016, p. 453. Copyright 2016 
by Macmillan Publishers Limited. Reprinted with permission. 
 

Publishing papers in academia is dHVFULEHG�DV�³WKH�FXUUHQF\�RI�DFDGHPLF�VFLHQFH´�which 

³LQFUHDVHV�WKH�OLNHOLKRRG�RI�HPSOR\PHQW��IXQGLQJ��promotion and tenure´��0XQDIz�HW�DO���

2017, p. 7). It is essential for personal career progression, and is also the dominant form of 
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knowledge dissemination. $FDGHPLF�FXOWXUH�KDV�WKH�XQRIILFLDO�PDQWUD�RI�µSXEOLVK�RU�SHULVK¶�

(e.g. Grimes et al., 2018), and quantity (of papers) has consistently been rewarded instead of 

quality. Several of the other explanations in Figures 1.1 and 1.2 can also partially be 

attributed to publication pressure, such as poor experimental design due to time pressure, and 

low statistical power due to small sample sizes (similarly attributable to time pressure). Low 

statistical power is a particularly prevalent criticism of psychological research, which will be 

addressed further in Section 1.4.  

 

Figure 1.2 
Threats to Reproducible Research 

 
Note. From A Manifesto for Reproducible Science, by Munafò et al., 2017, p. 2. Copyright 2017 by 
Macmillan Publishers Limited. Shared under a CC BY 4.0 license 
(https://creativecommons.org/licenses/by/4.0/).   
 

Beyond the publish or perish pressure, there is one crucial issue with academic publishing 

which has had a detrimental effect on research integrity: the prioritisation of novel, 

statistically significant results, and the frequent rejection of null findings (Ferguson & Heene, 

2012). This bias towards significant findings is clear to see in reviews of the literature, which 

indicate that the proportion of psychology papers reporting statistically significant p-values 

sits at approximately 91.5% (Fanelli, 2010; Fanelli, 2012). As a consequence of publishing 

pressure and publication bias, researchers have historically discarded null findings (labelled 

the file-drawer problem; Rosenthal, 1979), and it is also claimed that many have employed 

questionable research practices to manipulate data to find a desirable significant result (Nosek 

https://creativecommons.org/licenses/by/4.0/
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HW�DO���������0XQDIz�HW�DO����������VRPHWLPHV�JLYHQ�WKH�XPEUHOOD�ODEHO�RI�µp-KDFNLQJ¶��VHH�

Figure 1.2).  

 

These questionable behaviours include rounding down p-values to meet the threshold for 

statistical significance, extending data collection to try and find data which is statistically 

VLJQLILFDQW��DQG�H[FOXGLQJ�SDUWLFLSDQWV�LI�LW�KDV�D�µSUHIHUDEOH¶�LQIOXHQFH�RQ�WKH�UHVXOWV. As 

noted above, many researchers have admitted to doing these things when surveyed 

anonymously (John et al., 2012). Horton describes this broadly negative culture within 

academia DV�D�SODFH�ZKHUH�³no-one is incentivized to be right´��2015, p. 1380). Looking again 

at Figure 1.1 in more depth, several other explanations can arguably also be attributed to 

publication pressure and publication bias, such as selective reporting (to cherry-pick 

statistically significant findings), and indeed even outright fraud (to generate desirable 

findings to publish). 

 

1.2 The Wider Issues with NHST 
 

It is clear that the use of NHST, and publication bias towards statistically significant p-values, 

has had a detrimental effect on the reliability of psychological research. If NHST is simply 

problematic due to publication bias, then the solution appears to be simple: reform the 

publishing process to remove publication bias. The most popular proposed solution to this is 

to move to the registered reports model of peer review before data collection, so that papers 

are accepted based on their methodology instead of their findings. However, beyond 

institutional issues, the very nature of NHST is also problematic within many research 

contexts, which has led to wider calls for statistical reform. 

 

First, an overview of the process of significance testing: mathematically speaking, NHST 

uses the sampling distribution for a null effect-size to produce a p-value, which ranges from 

0-1. This p-value is the proportion of that distribution that exceeds the sample effect-size, and 

therefore is the probability that the found result, or a more extreme one, would occur should 

the null hypothesis be true. The calculated p-value is then assessed against a benchmark 

(typically .05) to determine whether or not a finding is statistically significant (where < .05 is 

significant). If the finding is declared statistically significant, the null hypothesis is rejected; 

and as discussed above, the result is much more likely to be accepted for publication.  
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Conceptually, NHST does not have one mathematical origin. Despite often mistakenly being 

DWWULEXWHG�WR�)LVKHU��LW�LV�LQVWHDG�D�MXPEOHG�FRQIXVLRQ�RI�)LVKHU¶V�QXOO�K\SRWKHVLV�WHVWLQJ��DQG�

Neymar-3HDUVRQ¶V�GHFLVLRQ�WKHRU\��,W�KDV�ERUURZHG��DQG�GLVWRUWHG��)LVKHU¶V�QXOO�K\SRWKHVLV�

procedure, paired it with a binary decision inspired by Neymar and Pearson, and planted itself 

at the heart of research (Gigerenzer, 2004). This makes it particularly hard to interpret, and, 

DV�&RKHQ�SRLQWHG�RXW��LW�³does not tell us what we want to know, and we so much want to 

know what we want to know that, out of desperation, we nevertheless believe that it does´�

(Cohen, 1994, p. 997). To put it clearly: p-values do not express the probability of a null 

hypothesis being true, nor the probability of an alternative hypothesis being untrue. In 

addition, they do not provide a measure of magnitude for the effect being studied. 

Furthermore, despite carrying a risk of errors (false positive or false negative findings), p-

values are typically presented and evaluated in a way which ignores any uncertainty, with 

researchers often erroneously claiming that their effect definitely exists because it is 

statistically significant (e.g. Hoekstra et al., 2006). 

 

The spread of NHST has been attributed to popular texts such as the early textbook 

Fundamental Statistics in Psychology and Education, which (incorrectly) describes NHST as 

producing the probability that the null hypothesis is true (Guildford, 1942, as cited in 

Gigerenzer, 2004). Similarly, another popular 20th-century textbook authored by Nunally 

incorrectly described p-YDOXHV�DV�³the probability that an observed difference is real´ and 

³the degree of faith [that] can be placed in the reality of the finding´, alongside several other 

incorrect statements (Nunally, 1975, p. 194-195, as cited in Haller & Krauss, 2002). In line 

with increasing attention within academic textbooks, NHST use in published articles jumped 

from approximately 17% in the 1920s to over 90% in the 1970s and beyond (Hubbard & 

Ryan, 2000), and, as discussed, has become firmly embedded within publishing and research 

culture. 

 

1.2.1 Misunderstanding NHST 

In addition to, or perhaps as a result of, its lack of strong mathematical foundations, NHST 

and the resulting p-values are frequently misinterpreted by researchers. For instance, many 

researchers use the dichotomous significant-versus-not-significant judgement of a p-value as 

evidence of an effect either existing, or not existing (Meehl, 1978; Cohen, 1994; Hoekstra et 

al., 2006). Researchers also are guilty of claiming that statistical significance indicates that an 
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effect is important (Hoekstra et al., 2006); which is impossible to conclude without more 

information and context. Specific tests of NHST knowledge have demonstrated that p-value 

misunderstanding is widespread. For instance, in the late 20th century, Oakes (1986) 

presented a sample of 68 SV\FKRORJ\�UHVHDUFKHUV�ZLWK�VWDWHPHQWV�VXFK�DV�³you have found the 

probability of the null hypothesis being true´�DQG�³you can deduce the probability of the 

experimental hypothesis being true´��asking them to rate each statement as being either true 

or false (with all statements being false). He found that 97% of the sample incorrectly rated at 

least one of the statements as being true, with generally poor results overall. A subsequent 

replication by Haller & Krauss (2002) tested a further 69 psychology researchers, and found 

that approximately 85% of their sample also made at least one mistake about interpreting p-

values, indicating very little improvement over time. Even more recently, these results still 

appear to be the case: for example, when replicated in a Spanish academic psychologist 

sample, 93.8% of participants made at least one mistake (Badenes-Ribera et al., 2015) and in 

a similar Chinese sample, nearly 100% of participants made at least one mistake (Lyu et al., 

2018).  

 

In addition to individual misunderstandings, reported p-values have also been shown to be 

rife with errors. Approximately half of psychology papers published between 1985 and 2013 

which used NHST reported a p-value which did not match the associated test statistic or 

degrees of freedom (Nuijten et al., 2016). This review found that in 13% of the published 

articles which used NHST, mistakes were extreme enough to alter the statistical conclusions 

made by the researcher (e.g. a shift from statistical significance to non-significance). Whether 

this can be attributed to mistakes or fraud remains unknown, but nonetheless it further 

illustrates the poor reputation of NHST in psychology. It is clear that, publication bias aside, 

there are wider issues with NHST, and so reforming the publication process (e.g. through 

registered reports) is not necessarily a robust solution on its own.  

 

1.2.2 A Future With or Without NHST 

 

³)LUVW��GRQ¶W�ORRN��IRU�D�PDJLF�DOWHUQDWLYH�WR�1+67��VRPH�RWKHU�REMHFWLYH�PHFKDQLFDO�ULWXDO�WR�

UHSODFH�LW��,W�GRHVQ¶W�H[LVW�´ (Cohen, 1994, p. 1001) 

 

Opinions on how to remedy the issues surrounding NHST are varied. Some researchers 

propose that significance testing should be replaced by other methods, such as Bayesian 
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statistics (e.g. Rouder et al., 2009; Wagenmakers et al., 2018), a model comparison approach 

(e.g. Lavine, 2019), or an estimation approach focusing on effect sizes, confidence intervals 

and meta-analytic thinking (e.g. Calin-Jageman & Cumming, 2019). Others focus more 

strongly on modifying NHST, such as changing calculations to generate second generation p-

values (Blume et al., 2019), using a stricter threshold for statistical significance, such as p < 

.005 instead of .05 (Benjamin et al., 2018) ± or alternatively, removing the threshold 

DOWRJHWKHU�DQG�UHWLULQJ�WKH�XVH�RI�WKH�WHUP�µVWDWLVWLFDOO\�VLJQLILFDQW¶��$PUKHLQ�HW�DO���������

McShane et al., 2019). Further groups of researchers retain the belief that NHST should 

simply be better taught, and used more appropriately depending on the research design (e.g. 

Lakens, 2021). Others focus less on the specifics of statistical significance, and more on 

improving the overall reliability of NHST, through increased statistical power (and therefore 

larger sample sizes; e.g. Maxwell, 2004). These ideas represent just a small selection of 

proposals, and while each has their merits and their weaknesses, all embody some form of 

improvement beyond the current status quo. 

 

Within all of the possibilities for statistical reform, this thesis focuses specifically on two 

directions listed above: WKH�HVWLPDWLRQ�DSSURDFK��VRPHWLPHV�ODEHOOHG�WKH�µ1HZ�6WDWLVWLFV¶���

and statistical power. These recommendations are central to those made at the organisational 

level, such as the APA. Within their Publication Manual, they call for interpretations of 

results to be based on calculated effect sizes and confidence intervals (APA, 2010, as cited in 

&XPPLQJ�HW�DO����������DQG�DGYLVHV�UHVHDUFKHUV�WR�³take statistical power seriously´��$3$��

2010, p. 30, as cited in Cumming et al., 2012, p. 143). These recommendations are further 

reinforced in their journal article reporting standards (JARS), which instruct researchers to 

³describe the sample power´�DQG�UHSRUW�DQ\�SRZHU�DQDO\VHV�XVHG��DQG�LQFOXGH�HIIHFW�VL]HV�

and confidence intervals within the results sections of published works (Appelbaum et al., 

2018). Furthermore, these statistics require a shift in mindset to consider uncertainty and 

estimation (in contrast to dichotomised NHST-thinking), without requiring a full transition to 

a new theoretical framework, such as Bayesian statistics. This is not intended to be a criticism 

of Bayesian statistics, but instead is an acknowledgement that the path of least resistance is 

likely to be the best attempt to engage researchers with statistical reform. Subsequent sections 

of this chapter will introduce the estimation approach and statistical power in more depth, 

before connecting these topics to the objectives of the thesis.  
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1.3 Statistical Solutions: The New Statistics 
 

The estimation approach reflects a move away from the dichotomous and fixed approach to 

data evaluation, which is typically the result of using NHST, towards a more careful 

HYDOXDWLRQ�RI�ILQGLQJV�EDVHG�RQ�WKH�TXHVWLRQV�RI�µhow ELJ�LV�WKH�HIIHFW"¶ DQG�µKRZ�FHUWDLQ is 

the finding"¶��Cumming et al., 2012; Calin-Jageman & Cumming, 2019). This approach 

revolves around the use of effect sizes and confidence intervals, and additionally emphasises 

the use of meta-analyses to synthesise evidence for a given phenomenon. It has been given 

the nickname of the New Statistics to emphasise that they represent a modern change of 

SHUVSHFWLYH�FRPSDUHG�WR�WKH�WUDGLWLRQDO�RU�µROG¶�UHOLDQFH�RQ�1+67��&XPPLQJ�������, 

although it is important to acknowledge that none of these statistical concepts are truly new. 

Note that within the estimation approach, this thesis focuses specifically on effect sizes and 

confidence intervals, because they are the most predominantly encouraged by the APA (as 

discussed in Section 1.2.2).  

 

1.3.1 Effect Sizes 

Put simply, an effect size is any value which quantifies the size of a phenomenon of interest: 

it is therefore D�ZD\�WR�DQVZHU�WKH�TXHVWLRQ�RI�µKRZ�big is the effect"¶�ZKHQ�HYDOXDWLQJ�GDWD��

Something as simple as the difference between two means is an effect size: this falls into the 

category of unstandardised effect sizes, where the units of measurement are the same as 

those used in the study. The second type of effect size is the standardised type, which is 

FRQVLGHUHG�µXQLWOHVV¶�DQG�DOORZV�IRU�PRUH�VWUDLJKWIRUZDUG�FRPSDULVRQV�WR�EH�PDGH�ZLWK�RWKHU�

effect sizes. The widely-XVHG�FRUUHODWLRQ�LQGH[��3HDUVRQ¶V�r, is an example of a standardised 

HIIHFW�VL]H��DV�LV�WKH�HTXDOO\�FRPPRQ�&RKHQ¶V�d��1RWH�WKDW�LQ�WKLV�WKHVLV��WKH�WHUP�µHIIHFW�VL]H¶�

is used in the broadest sense to represent any kind of effect size index. 

 

Calculating and reporting effect sizes provides multiple benefits. Principally, it presents a 

measure of magnitude, which is often more useful to a researcher than the information 

provided by a p-value. Effect sizes also encourage researchers to critically evaluate results 

generated using NHST, as a statistically significant finding may not necessarily translate to 

an effect size large enough to be of theoretical or practical interest. Furthermore, reporting 

effect sizes facilitates the computation of meta-analyses (combining estimates from multiple 
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studies), which are crucial for increasing the accuracy of knowledge about any particular 

phenomenon (Cumming, 2014). 

 

Despite their apparent usefulness, effect sizes have been historically neglected in 

psychological research��:KLOH�3HDUVRQ¶V�r is a familiar effect size found across the historic 

literature, typically statistical analyses have not been accompanied by effect sizes beyond the 

basic output produced within software for each type of test. Cohen frequently promoted effect 

sizes throughout the 20th FHQWXU\��DVVHUWLQJ�WKDW�³the primary product of a research inquiry is 

one or more measures of effect size, not p values´��&RKHQ��������DV�FLWHG�LQ�&RKHQ��������S��

1310). However, reviews of the literature in the mid-1990s found that effect sizes were 

present in just 10% of published papers (this figure includes r correlation values; Keselman et 

al., 1998). Even prior to the replication crisis, calls for their use grew; such as the APA 

stressing the importance of both reporting and interpreting effect sizes in their Task Force on 

Statistical Inference Report (Wilkinson, 1999). In more recent years, they have been 

incorporated into both the APA Publication Manual, and the more specific APA JARS 

guidelines; and subsequent reviews suggest there has been an upwards trend in effect size 

use. For instance, within a sample of articles published in 2002 and 2003 (i.e. the time period 

following the Task Force on Statistical Inference Report) effect sizes were reported in 62.5% 

of published articles (Dunleavy et al., 2006). A subsequent larger meta-review estimated that 

effect sizes are reported approximately 38% of the time in quantitative psychology research, 

with a clear pattern of increased use over time (Fritz et al., 2013). 

 

1.3.2 Confidence Intervals 

The second key element of the estimation approach is to ask µKRZ�FHUWDLQ"¶. Within the New 

Statistics, confidence intervals are promoted as the way to answer this question (although 

most recently, discussions under the New Statistics label have been extended to encourage 

the use of Bayesian credible intervals too; Calin-Jageman & Cumming, 2019). While effect 

sizes provide a measure of magnitude for sample data, confidence intervals provide 

inferences about the population of interest. 

 

A confidence interval is a range of plausible population values, calculated using a sample 

estimate. Note that this can be a plausible range of population effect sizes, but is also 

commonly used to provide a range of plausible values for the population mean. They provide 

an explicit measure of uncertainty around a single estimate, providing more information than 
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a single value does alone; and are described by Cohen as ³VXUHO\�D�XVHIXO�SLHFH�RI�NQRZOHGJH�

in a science that presumes to be quantitative´��������S������). Accepting uncertainty and 

acknowledging it with statistics can generate several improved outcomes for psychology. 

Firstly, it encourages researchers to think meta-analytically, by bringing multiple studies 

together to consider all evidence, and by replicating findings. This provides more accurate 

point estimates and a more solid knowledge base. It also should encourage researchers to 

think more carefully about how each individual study is designed, such as minimising 

uncertainty by increasing sample sizes, and using effective approaches to measurement, 

generating research that is rigorous and reliable.  

 

Confidence intervals appear far less frequently than effect sizes across the psychology 

literature. For example, several reviews of articles published in the late 20th century found 

zero evidence of confidence interval reporting (e.g. Keselman et al., 1998; Kieffer et al., 

2001). In the same manner as effect sizes, the use of confidence intervals has also been 

strongly encouraged by the APA, having been included in both their Task Force report 

(Wilkinson, 1999) and both versions of the APA JARS guideline (APA Publications and 

Communications Board Working Group on Journal Article Reporting Standards, 2008; 

Appelbaum et al., 2018). However, despite promising increases in effect size use identified in 

)ULW]�HW�DO�¶V��������PHWD-review, the same cannot be said for confidence interval use. Their 

review estimated that confidence intervals are only included in 10% of published psychology 

papers, and use has not increased noticeably over time. 

 

1.3.2.1 Confidence Interval Controversy 

Despite their apparent usefulness, confidence intervals are more complex than they first 

appear, with strong disagreement regarding how they can and should be interpreted. Strictly 

speaking, a confidence interval is constructed and defined within a long-run probability, 

where one interval may or may not contain the true population value (Morey et al., 2016a). 

This means that 95% of (95%) confidence intervals calculated from repeated runs of the same 

H[SHULPHQW�ZLOO�GR�VR��EXW����ZRQ¶W��DQG�LW�LV�LPSRVVLEOH�WR�NQRZ�ZKHWKHU�RQH�VLQJOH�LQWHUYDO�

does or does not. The common interpretation that a single confidence interval has a 95% 

chance of containing the true population value is mathematically incorrect (labelled the 

fundamental confidence fallacy; Morey et al., 2016), and some researchers conclude that the 

most straightforward way to interpret a confidence interval is to not interpret it at all. 

However, Miller and Ulrich challenge this perspective, by arguing that probability can still be 
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understood as a long-run perspective even within the context of a single event, using a deck 

of cards example. To quote their explanation (Miller & Ulrich, 2016, p. 127): 

 

³Suppose that a standard deck of 52 playing cards was shuffled and placed on a table at 

11:00 a.m., and then it was shuffled again at 11:05, with no one having examined it between 

shuffles. Then, at 11:05, you are DVNHG�ZKHWKHU�LW�LV�WUXH�RU�IDOVH�WKDW�³7KHUH�LV�D����� 

probability that the top card was the ace of spades at ������´�,I�\RX�DUH�D�VWULFW�IUHTXHQWLVW��

you must say this statement is false, because technically it refers specifically to the specific 

state of the deck at that time. As a matter of logic, the top card at 11:01 either was the ace of 

spades or it was not. If you had checked this card over and over - without reshuffling the 

deck, of course, since WKH�VWDWHPHQW�FRQFHUQV�LWV�VWDWH�³DW������´- you would always have 

gotten the same result, so in the long run across these many redundant checks the probability 

would be 0 or 1.  

 

Nevertheless, we think most people would say there was a 1/52 probability that the top card 

was the ace of spades at 11:01, because they do not think of a specific state of the deck as a 

single isolated outcome in the strict frequentist sense. Implicitly, they would interpret the 

probability statement as referring to a long-run scenario involving many shuffled decks of 

cards²not just to one specific isolated deck. When the question is viewed in terms of this 

long-run scenario, it is true that the ace of spades will be on top in 1/52 of the decks, and so 

it is correct to say that the probability of this event is 1/52 within this long-run scenario. This 

example illustrates that in common parlance the word ³SUREDELOLW\´�LV�RIWHQ�WDNHQ�WR�LQYROYH�

an implicit series of random events, especially when talking about random out-comes that are 

unknown ² even if they have already been determined, like the identity of the top card in the 

shuffled deck.´ 

 

The deck of cards example highlights a plausible way to interpret probability, although it is 

not one that is accepted by strict frequentist researchers such as Morey et al. (2016a; 2016b). 

In an attempt to move away from these disagreements over the mathematical understanding 

of probability, other researchers prefer to use more general language when interpreting 

confidence intervals. IQVWHDG�RI�WHUPV�VXFK�DV�µFKDQFH¶�RU�µSUREDELOLW\¶� several researchers 

argue that it is possible to EH�µ����FRQILGHQW¶ that a single interval contains the population 

value (e.g. Cumming, 2012; Garcia-Pérez & Alcalá-Quintana, 2016). Those who prefer the 

95% confident approach argue that it is perfectly reasonable to understand an individual 
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confidence interval as being a plausible range of population values, provided that it is 

interpreted with the awareness that a small proportion of confidence intervals generated in the 

same way would not contain the true value (Cumming, 2012).  

 

This debate on how to accurately interpret a confidence interval makes it clear that they may 

not be a straightforward replacement or supplement for NHST. This raises questions of how 

useful they could possibly be within statistical reform: if they are not easy to interpret, and 

cannot be agreed upon by researchers, how can the average researcher be expected to use 

them accurately? However, within the context of this thesis, confidence intervals have been 

chosen for inclusion because their use is being requested more frequently across psychology. 

In addition, they are traditionally presented as the second half of the New Statistics, to 

accompany effect sizes. 

 

1.4 Statistical Solutions: Power 
 

As discussed so far within this chapter, many options for statistical reform focus on moving 

away from NHST entirely, such as replacing or supporting p-values with statistics such as 

effect sizes and confidence intervals. These strategies focus on concerns regarding false 

SRVLWLYHV��7\SH�,�HUURUV��LQ�WKH�OLWHUDWXUH��DV�KLJKOLJKWHG�LQ�,RDQQLGLV¶�ODQGPDUN�paper (2005). 

In contrast, calls for increased statistical power are a method of optimising the use of NHST, 

as a way of reducing Type II errors (false negative results). As NHST remains prevalent 

within the literature, it is sensible to improve its use as much as is possible. Increased 

statistical power equals a reduced probability of a Type II error (false negative) result; and so, 

statistical power is a method of reducing the uncertainty of a set of results analysed using 

NHST. Statistical power was cited as a contribution to irreproducible research in Figure 1.1, 

and as noted in Section 1.2.2, is particularly central in organisational efforts to encourage 

statistical reform, such as the APA Publication Manual and APA JARS.  

 

1.4.1 What is Power? 

Statistical power �VXEVHTXHQWO\�VKRUWHQHG�WR�µSRZHU¶�LQ�WKLV�WKHVLV��is the probability of 

obtaining a statistically significant outcome for a test, given a particular alpha level, sample 

size and population effect size. As sample sizes increase, so does power (when the other two 

factors remain the same). Power is tied to the Type II (false negative) error rate, where error 
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UDWHV�LQFUHDVH�DV�SRZHU�GHFUHDVHV��DQG�WKH�FRQYHQWLRQDOO\�µDFFHSWDEOH¶�OHYHO�RI�SRZHU�LQ�

psychological research is 80%, equal to a 20% chance of a Type II error (Cohen, 1992). 

While it would be logical to assume that researchers have long paid attention to power due to 

the historic prevalence of NHST, instead, psychological research has typically been 

underpowered due to inadequate sample sizes (e.g. Cohen, 1962; Stanley et al., 2018). 

Despite the cognitive disconnect between seeking significant p-values alongside inattention 

to power, there is one simple explanation: gathering larger samples takes more time and 

resources. In a publish or perish culture, academics have historically prioritised fast science, 

as explained by Vankov et al. (2014): 

 

³6FLHQWLVWV�DUH�KXPDQ�DQG�ZLOO�WKHUHIRUH�UHVSRQG��FRQVFLRXVO\�RU�XQFRQVFLously) to 

incentives; when personal success (e.g., promotion) is associated with the quality and 

(critically) the quantity of publications produced, it makes more sense to use finite resources 

WR�JHQHUDWH�DV�PDQ\�SXEOLFDWLRQV�DV�SRVVLEOH´��9DQNRY�HW�DO����014, p. 1037). 

 

This disconnect raises questions about how the replication crisis can be partially blamed on 

small sample sizes and low power (e.g. Baker, 2016; Munafò et al., 2017), despite the 

abundance of statistically significant findings in the literature (Fanelli, 2010). If low power 

corresponds to more false negatives, i.e. null results, then how are there so many positive 

results in the literature? The most plausible answer is one that was explored in Section 1.1.1: 

questionable research practices, where data has been cherry-picked, manipulated and 

selectively reported to increase the chances of publication. While statistical power does not 

solve the issues of publication bias or data manipulation, nor does it have any impact on Type 

I errors, it does more broadly decrease the risk of Type II errors and therefore increase the 

reliability of NHST. As mentioned above, when sample sizes increase, so does power: hence, 

increasing sample sizes is the single best strategy to reduce the chance of Type II error when 

using NHST. Mathematically speaking, optimum sample sizes can be determined using a 

priori power analyses, as discussed below. 

 

1.4.2 Power Analyses 

As described above, power is the (1) probability of obtaining a statistically significant 

outcome for a test, given a (2) particular alpha level, (3) sample size and (4) population effect 

size. A power analysis is a calculation which uses three of these four pieces of information 

relevant to power to compute the fourth. Most frequently, this takes the form of an a priori 
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power analysis, which uses a fixed alpha, power level, and estimated population effect size to 

calculate a minimum sample size for a study with the chosen power level (contingent on the 

HVWLPDWHG�SRSXODWLRQ�HIIHFW�VL]H�EHLQJ�DFFXUDWH���,Q�PRVW�FDVHV��ZKHQ�WKH�EURDG�WHUP�µSRZHU�

DQDO\VLV¶�LV�XVHG��it is used to mean an a priori power analysis.  

 

While these calculations are, at face value, UDWKHU�VWUDLJKWIRUZDUG��WKH�µSRSXODWLRQ�HIIHFW�VL]H¶�

factor must be considered carefully. The obvious dilemma here is that in nearly all cases, the 

population effect size of any given phenomenon is unknown; and therefore power is a 

theoretical idea that cannot ever really be accurately computed. Instead, when we talk of 

power, we talk of a messier version of power, which relies on providing the best estimate of a 

population effect size, and using it in a power analysis calculation to get as close as possible 

to a well-powered study. 

 

Two other types of power analysis also exist: SRVW�KRF��RU�µREVHUYHG¶��SRZHU�DQDO\VHV��DQG�

sensitivity power analyses. Historically, the more controversial post hoc power analysis has 

been a popular way to evaluate the power of a study. This takes the form of a retrospective 

FDOFXODWLRQ�RI�D�VWXG\¶V�SRZHU�EDVHG�RQ�WKH�PHDVXUHG�VDPSOH�HIIHFW�VL]H��DOSKD�DQG�DFWXDO�

sample size. Post hoc power analyses have traditionally been used to suggest that null results 

are actually Type II errors, attributed to a lack of power (Onwuegbuzie & Leech, 2004). 

However, using the measured sample effect size is unlikely to be a reliable reflection of the 

true population effect size due to sampling error, meaning that it should not necessarily be 

used in a power calculation (Gelman, 2019). In addition, several researchers have 

demonstrated that post hoc power and p-values are directly related, and so when p = .05, post 

hoc power will be 50%, regardless of the combination of sample size and sample effect size, 

or of the true power of the study (Yuan & Maxwell, 2005; Lakens, 2014; Collins & Watt, 

2021). Null results (p > .05) will always result in low post hoc power, regardless of the actual 

power of the study, rendering post hoc power analyses uninformative in most circumstances. 

 

A more modern approach to power is a third type of power analysis: a sensitivity power 

analysis. Instead of estimating a population effect size, or (erroneously) relying on the sample 

effect size, a sensitivity power analysis uses the actual study sample size, alpha and power 

level to calculate the smallest sample effect size that a study could detect. This is often 

considered to be a more valuable reflective tool for evaluating the power of studies 
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(Bacchetti, 2010), as it does not require a researcher to produce an estimated effect size; nor 

rely on a biased estimate from a sample.  

 

1.4.3 Power Beyond NHST 

Mathematically speaking, statistical power is a frequentist concept which is interwoven with 

NHST. As NHST is criticised for failing to provide detailed information about many 

phenomena being studied, or for being misunderstood, the place of statistical power within 

the wider reform movement could also be criticised for perpetuating the use of NHST. 

However, it is highly unlikely that after decades of prevalence, NHST will simply disappear, 

and so improving its use is highly relevant as part of statistical reform. In addition, even when 

looking beyond NHST, it could be argued that statistical power still remains relevant in a 

broader way. If researchers adopt a mindset of increased sample sizes (whether that be with 

or without power analyses), they are naturally reducing sampling error and increasing the 

precision of the estimates they make, regardless of any theoretical or statistical framework 

they may rely on for data analysis. 

 

1.5 Looking Forwards: Understanding Statistics  
 

Thus far in this chapter, effect sizes, confidence intervals and statistical power have been 

introduced as three elements of statistical reform that may increase the transparency of 

reporting, reduce some of the uncertainty within NHST, and encourage more careful 

evaluation of results. However, it must also be asked: is simply reporting these statistics, and 

calculating power analyses, sufficient to generate successful statistical reform in psychology? 

While the estimation approach offers more detail for the careful evaluation of results, and 

reduced sampling error and Type II errors increase the reliability of sample data, one further 

issue that is not automatically addressed by using these processes is that of statistical 

understanding. NHST, with all its flaws, has been widely misunderstood by researchers, 

which undoubtedly contributes to its misuse (e.g. Haller & Krauss, 2002; Lyu et al., 2018); 

and so, alternatives are also at risk of becoming misunderstood and misused. Blindly 

adopting any kind of new statistical processes, particularly when most are automatically (and 

therefore often unthinkingly) calculated via software, may create a new crisis of mistakes 

which fail to increase the reliability of the field.  
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1.5.1 Understanding Effect Sizes and Confidence Intervals 

Effect sizes sound like very simple and very broad concepts. However, at present, very little 

is known about how researchers understand them. Researchers need to be aware of the 

variety of effect size indices that exist, so that they are equipped with the knowledge to 

choose appropriate effect sizes for a given research context. In addition, while reporting 

effect sizes increases transparency and provides more information about a set of data, they 

SULPDULO\�DGG�YDOXH�ZKHQ�WKH\�DUH�XVHG�WR�HYDOXDWH�WKH�TXHVWLRQ�RI�µKRZ�big is this effect"¶� 

This means that researchers need knowledge of not only what they are, but how they can be 

interpreted. Similarly, reporting confidence intervals provides an explicit measure of 

uncertainty; but their primary value is as an inferential statistic which provides evidence for 

WKH�TXHVWLRQ�RI�µKRZ�FHUWDLQ"¶��DQG�VR�RQFH�DJDLQ��UHVHDUFKHUV�QHHG�VXIILFLHQW�NQRZOHGJH�WR�

interpret them accurately. One further question raised by the use of either statistic could also 

EH�WKH�H[WHQW�WR�ZKLFK�UHVHDUFKHUV�UHODWH�WKHVH�µQHZ¶�FRQFHSWV�WR�1+67��'HVSLWH�EHLQJ�

unrelated, both may mistakenly be connected to NHST, increasing the likelihood that they 

may be misused or misunderstood by researchers who do not have a confident grasp on 

different statistics.  

 

1.5.2 Understanding Power 

With regards to power, it could be argued that a firm understanding is not essential, given that 

simply using a power analysis to plan increased sample sizes directly reduces sampling error 

and therefore increases the precision of a piece of research. However, if researchers do not 

really understand what statistical power is, they are less likely to either calculate or evaluate it 

accurately; and as historically, NHST has been misunderstood, it would be sensible to ensure 

that improvements to its use are not similarly misunderstood. In addition, effective power 

analyses rely on making sensible decisions about population effect sizes; which means that 

knowledge of effect sizes is also important. 

 

1.6 Thesis Overview  
 

This thesis examines the current state of statistical use and knowledge within the psychology 

UHVHDUFKHU�SRSXODWLRQ��IRFXVLQJ�VSHFLILFDOO\�RQ�WKH�µ1HZ�6WDWLVWLFV¶�DQG�VWDWLVWLFDO�SRZHU�GXH�

to their popularity within statistical reform efforts. In contrast to the current literature, which 

has typically offered broad reviews of statistical use within published articles, this thesis will 
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offer two alternative perspectives. First, statistical use will be studied through the lens of 

current journal expectations, given the influence that journals have on researcher behaviour, 

and then it will be studied through the individual experiences of researchers. While large 

organisations such as the APA strongly recommend that researchers adopt these statistics, 

little research currently exists to examine individual experiences, and consequently little is 

known about what may support or prevent researchers from changing their statistical 

behaviours. 

 

While simply using effect sizes, confidence intervals and power analyses is a positive shift 

from relying solely on p-values, there is a risk that these statistical concepts will be 

misunderstood or misused in a similar manner as NHST, potentially rendering future research 

unreliable. Therefore, it is essential to also examine knowledge of each statistical concept 

within the psychology researcher population. This thesis will study knowledge of all three 

concepts discussed here: effect sizes, confidence intervals, and statistical power, using a 

combination of novel and replication materials. 

 

1.6.1 Researcher Reflexive Statement 

The research reported in this thesis was carried out in my position as an early career 

researcher, who has been exposed to peers and colleagues struggling with statistics for 

several years (throughout my student life, and through teaching and research roles). My first 

interest was in improved statistics training and resources for researchers, and so I co-authored 

a textbook on the subject (Watt and Collins, 2019). However, it became clear that more must 

be known about individual experiences and perspectives, along with knowledge levels, to 

more effectively educate and support researchers. My decision to focus on statistical power 

and the New Statistics was primarily due to their prevalence within the statistical reform 

efforts of psychology researchers. Personally, I believe that all three have value; although to 

GLIIHULQJ�H[WHQWV��7KH�TXHVWLRQ�RI�µKRZ�ELJ�LV�WKH�HIIHFW"¶�LV�DSSOLFDEOH�WR�PDQ\�UHVHDUFK�

FRQWH[WV��SDUWLFXODUO\�ZKHQ�LW�LV�DFNQRZOHGJHG�WKDW�WKH�WHUP�µHIIHFW�VL]H¶�FRYHUV�DQ\�NLQG�RI�

VWDQGDUGLVHG�RU�XQVWDQGDUGLVHG�PHDVXUH��6LPLODUO\��WKH�TXHVWLRQ�RI�µKRZ�FHUWDLQ"¶�LV�HTXDOO\��

if not more widely applicable. Confidence intervals, with all their mathematical limitations, 

are not the best answer to this, in my opinion. If the most intelligent researchers cannot agree 

RQ�ZKHWKHU�WKH�XVH�RI�µ����FRQILGHQW¶�LV�DFFHSWDEOH��DQG�DUJXH�WKDW�RQH�LQWHUYDO�VKRXOG�QRW�

really be interpreted at all (Morey et al., 2016a), then it is difficult to encourage researchers 

with less statistical knowledge to use them without creating a risk of misunderstandings and 
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confusion. However, I believe that they are better than nothing, because encouraging 

researchers to acknowledge uncertainty is one small step towards improving research quality; 

not least because it encourages researchers to seek more and better evidence to decrease the 

uncertainty of their research. Finally, with regards to statistical power, I firmly believe that 

asking researchers to think more critically about sample size is a good thing; whether that is 

within or beyond the frequentist NHST framework. A further critical discussion of these 

statistics, their limitations, and their place within statistical reform is presented within 

Chapter 8 of this thesis, Section 8.4. 

 

1.6.2 Thesis Objectives 

This thesis has three key objectives:  

 

1. To review the current contents of psychology journal author guidelines to identify the 

presence of any statistics guidelines, particularly looking for comments on NHST, or 

the inclusion of (1) effect sizes, (2) confidence intervals or (3) statistical power. 

 

2. To examine how frequently psychology researchers report using each of the three 

aforementioned statistical concepts, along with their explanations for not using them. 

 

3. To examine knowledge, understanding and interpretations of each statistical concept, 

identifying the prevalence of any misconceptions. 

 

1.6.3 Thesis Structure 

To achieve these three objectives, the studies reported in this thesis adopted a mixed-methods 

approach and are presented across seven research chapters, as detailed below. 

 

Chapter 2 takes the form of a review of journal guidelines, establishing the current 

requirements for statistical reporting in psychological research. This chapter addresses 

Objective 1. 

 

Chapter 3 presents the findings of an online questionnaire study, examining use and 

knowledge of effect sizes. This chapter addresses Objectives 2 & 3. 
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Chapter 4 presents an exploratory study, examining effect size estimation in the context of 

raw data shown on graphs. This chapter addresses Objective 3. 

 

Chapter 5 presents the findings of a second online questionnaire study, exploring confidence 

interval use and knowledge. This chapter addresses Objectives 2 & 3. 

 

Chapter 6 presents a second exploratory study, examining confidence interval interpretation 

using two research scenarios. This chapter addresses Objective 3. 

 

Chapter 7 presents the findings of a third online questionnaire study, which explores the use 

and understanding of statistical power, a priori power analysis, and post hoc power analyses. 

This chapter addresses Objectives 2 & 3. 

 

Chapter 8 presents the overall thesis discussion. 
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Chapter 2: A Review of the Statistical Guidelines of the 

Top 100 Psychology Journals 
 

2.1 Abstract 
 

Background: Journals are the dominant form of knowledge dissemination within academia, 

and academic researchers are often judged by the perceived prestige of the journals which 

publish their work. Author guidelines dictate the style and content of published articles, and it 

is argued that including statistical guidelines can increase the transparency, detail and quality 

of quantitative research. This chapter presents a review of the author guidelines of the top 100 

psychology journals, providing details of any statistical guidelines that relate to the use of 

NHST, statistical power, effect sizes and/or confidence intervals. 

 

Methods: The JCR Clarivate database was used to create a list of the top 100 psychology 

journals, excluding review-only and qualitative-only journals, as measured using the 

Clarivate impact factor. The author guidelines for each journal were then sourced and 

examined for specific statistical instructions relating to NHST, effect sizes, confidence 

intervals, and power/power analysis. Journal guidelines were also coded for references to 

organisational guidelines, overall accessibility, and the provision of statistical support 

resources, such as tutorials for authors. 

 

Results: Twenty four of the top 100 psychology journals had no statistical requirements or 

recommendations for authors relating to NHST, effect sizes, confidence intervals, or 

statistical power. The remaining 76 had some form of requirements (n = 26), 

recommendations (n = 40) or mixed guidelines (n = 10). Overall, more journals requested 

effect size reporting compared to confidence intervals, and no journals asked that either be 

used instead of NHST. While more than half of journals asked authors to explain their sample 

size, fewer than half of journals encouraged or required authors to use power analyses to do 

so. 

 

Conclusions: Statistical guidelines appear to be growing in prevalence across psychology 

journals, with less than a quarter of journals having no guidelines at all regarding statistics. 
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This is likely to have a long-term positive influence on reporting behaviour. However, as very 

few journals provide statistical resources for authors, there is an expectation on researchers 

(or reviewers) to ensure that they are using statistics correctly.  
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2.2 Introduction 
 

As discussed in Chapter 1, psychology is in a period of transformation in the wake of the 

replication crisis, which called the reliability of psychological research into question. One 

IDFWRU�ZKLFK�DUJXDEO\�KDV�FRQWULEXWHG�WR�WKLV�FULVLV�LV�SV\FKRORJ\¶V�UHOiance on null 

hypothesis significance testing (NHST), which dominates the published literature, textbooks, 

and university research methods classes. NHST is widely misunderstood and misinterpreted 

(e.g. Haller & Krauss, 2002; Lyu et al., 2018), often published with arithmetic mistakes 

(Nuijten et al., 2016), and is limited to providing information about the null hypothesis. This 

chapter briefly discusses how journals have contributed to the prevalence and misuse of 

NHST, considers the influence that journals can have on statistical reform in psychological 

research, and presents a review of the statistical guidelines of the top 100 psychology journals 

(as of October 2021). 

 

2.2.1 The History of Journals and Statistics 

The inferential analysis procedure of NHST continues to dominate psychological research, 

despite long-running criticisms (e.g. Gigerenzer, 2004). P-values can be found in more than 

90% of published psychology articles (Cumming et al., 2007; Counsell & Harlow, 2017); and 

the majority of published p-values are statistically significant (Fanelli, 2010; Fanelli, 2012; 

Bakker et al., 2012). This imbalance is primarily attributed to publication bias, as introduced 

in Chapter 1. Publication bias is a consequence of a long-running aversion to null results, 

based on their difficulty to interpret (Ferguson & Heene, 2012), and the convenience of using 

statistical significance as a crude filter to keep accepted manuscripts at a manageable level. 

Indeed, in some instances, journal editors have even historically made it clear that they are 

looking for significant results to publish. One prime example of this is the editor of the 

Journal of ([SHULPHQWDO�3V\FKRORJ\�IURP�WKH�����¶V��ZKR�LQVLVWHG�WKDW�UHVHDUFKHUV�UHSRUW�p-

values, and expressed a strong preference for submissions demonstrating p < .01 (Merton, 

1962, as cited in Gigerenzer, 2004). And so over time, a statistically significant p-value has 

become a benchmark for publication, instead of a statistic that is used to support the 

evaluation of data in appropriate circumstances. As a consequence of this publication bias, 

UHVHDUFKHUV�KDYH�KLVWRULFDOO\�GLVFDUGHG�QXOO�ILQGLQJV��ODEHOOHG�WKH�µILOH-drawer problem'; 

Rosenthal, 1979), or even allegedly employed questionable research practices to manipulate 

data to find a desirable significant result (Nosek et al., 2012; John et al., 2012). Published 
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results are therefore a biased sample of the research that is done, are often unreliable, and 

arguably have contributed heavily to the replication crisis (Ioannidis, 2005).  

 

2.2.2 Journals and Statistical Reform 

Because journals are a dominant method of knowledge dissemination, and the majority of 

researchers must engage with the publishing process to communicate their research and 

advance their careers, journals can be a vital catalyst for statistical reform. Their historic 

priorities and decisions have strongly influenced statistical practices, and as such can 

arguably also influence statistical changes. Indeed, VRPH�DUJXH�WKDW�³there is only one force 

WKDW�FDQ�HIIHFW�D�FKDQJH«�HGLWRUV�RI�PDMRU�MRXUQDOV´��6HGOPHLHU�	�*LJHUHQ]HU��������S��������

To submit to a particular journal, academics must conform to their guidelines with regards to 

scope, format, and any other requirements. Since journal editors or editorial boards have the 

power to create new guidelines which include specific comments on the use of statistics, they 

SOD\�D�³FULWLFDO�UROH«�LQ�WKH�SURPRWLRQ�RI�UHIRUPV�LQ�VFLHQWLILF�SUDFWLFHV´��*LRIUq�HW�DO���������

p. 10).  

 

The first well-known example of editorial reform is the changes made at Memory & 

Cognition by Loftus during his time as editor (1994 ± 1997). He discouraged the use of p-

values and encouraged authors to rely on graphical presentations of data, with a strong 

emphasis on error bars (Loftus, 1993). While his policies had some success, with confidence 

interval and error bar rates increasing, and NHST-only papers decreasing, 1/3 of papers 

published during his time as editor still exclusively relied on NHST (Finch et al., 2004). In 

addition, very few authors discussed their error bars or confidence intervals in text, and once 

Loftus finished his term as editor, the occurrence of NHST-only papers increased once more. 

This suggests that his policies had a limited impact on both short-term and long-term 

behavioural changes. More recently, Psychological Science also modified their guidelines to 

encourage the use of the New Statistics, which was found to have a positive impact on 

reporting behaviour (Giofrè et al., 2017). However, the majority of authors still relied on 

NHST to form conclusions about studies, with effect sizes and confidence intervals 

interpreted in fewer than 20% of articles published under the updated reporting guidelines. 

These are two examples of the limited influence that open guidelines have on researcher 

behaviour, as neither of these cases required authors to comply with reporting standards.  
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Looking more specifically into statistical requirements, in 2005 the Journal of Clinical and 

Consulting Psychology became one of the first to require effect size and confidence interval 

reporting. One longitudinal review found that it had a marked impact on effect size reporting, 

rising from 65% of articles in 2004 to more than 90% of articles in 2008 (Odgaard & Fowler, 

2010). While confidence interval use also increased, the change was much smaller, rising 

from 4% of articles in 2004 to just 38% in 2008 despite also being required by the journal. 

This suggests that even when statistics are required, enforcement from reviewers or editors is 

lacking, as effect sizes should typically always be accompanied by some measure of precision 

(e.g. confidence intervals), and so reporting rates should be similar if not identical.   

 

It is not only individual journals that have taken steps towards statistical reform. As discussed 

in Chapter 1, the particularly prominent American Psychological Association (APA) has 

incorporated statistical advice into both their Publication Manual and their specially devised 

Journal Article Reporting Standards (JARS). As many journals adopt the APA standards for 

VXEPLVVLRQV��WKH�DFWLRQV�RI�WKH�$3$�DUH�FRQVLGHUHG�³hugely influential´�RQ�HGLWRULDO�SUDFWLFHV�

(Fidler, 2002, p. 750). With particular reference to NHST, they ask that exact p-values are 

presented, along with effect size estimates and accompanying confidence intervals for each 

inferential test. The reporting standards also briefly mention statistical power, asking 

UHVHDUFKHUV�WR�³describe the sample size, power, and precision´�RI�WKHLU�ZRUN� including the 

reporting of any power analyses used (Appelbaum et al., 2018, p. 7). The presence of these 

particular statistical concepts within the APA guidelines is one particular justification for 

focusing on these concepts both within Chapter 2 and across this thesis as a whole. This 

justification is similarly reflected in the contents of other popular organisational guidelines, 

such as those produced by the EQUATOR (Enhancing the QUAlity and Transparency Of 

health Research) Network. While they were first developed to improve health research these 

standards have now been widely adopted by other disciplines where relevant (Simera et al., 

2010). The various EQUATOR checklists typically instruct authors to report effect sizes and 

confidence intervals (or other estimates of precision) and to justify sample sizes, and also 

offer broader advice about not relying exclusively on p-values and avoiding selective 

reporting.  

 

2.2.3 The Current Review 

At present, typical examinations of journal guidelines have been conducted on a very small 

scale, evaluating just one or a few journals. It is not currently known how many journals have 
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either adopted organisational-level guidelines related to statistics, or created their own 

explicit policies related to statistics. This review seeks to identify the statistical guidelines 

across the top psychology journals, to assess the degree of statistical reform within the 

publishing industry. As researchers typically aim for the best possible journals for their work, 

the policies at these journals should have a significant impact on the statistical behaviour of 

researchers who wish to publish there. For this review, top psychology journals were 

identified using the ClarLYDWH�-RXUQDO�&LWDWLRQ�5HSRUWV��SXEOLVKHG�LQ�-XQH�������ZKLFK�

assigns impact factors to each journal and produces a ranked database each year.   

 

Review question: what are the statistical requirements or guidelines for submissions at the 

top 100 psychology journals (as ranked by impact factor), particularly with regards to NHST, 

effect sizes, confidence intervals, and statistical power? 

 

2.3 Methodology 
 

2.3.1 Ethics 

An ethics checklist for this review was submitted and accepted in October 2020, in line with 

the ethical requirements at the University of Stirling for low-risk research projects. 

 

2.3.2 Procedure 

7KH�&ODULYDWH�-RXUQDO�&LWDWLRQ�5HSRUWV��SXEOLVKHG�LQ�-XQH������Zere used to create a 

GDWDEDVH�RI�MRXUQDOV�FDWHJRULVHG�DV�µ3V\FKRORJ\¶�RU�any µ3V\FKRORJ\¶�VXE-discipline, ranked 

by Clarivate impact factor. It should be noted that traditional impact factors are often 

criticised as not accurately measuring research quality (Krell, 2010). However, the impact 

factor of published work often forms part of academic employment evaluations, and so it is 

reasonable to presume that the majority of academic researchers will aim to publish in high-

ranking journals in order to enhance their career evaluation and prospects. The Clarivate 

impact factors are typically advertised by journals to encourage authors to choose them for 

submission, which is why they have been used within this review. 

 

The initial file generated by Clarivate consisted of 400 journals, which were then manually 

screened to produce a final list of the top 100 psychology journals, following the process in 

Table 2.1. Journals were excluded if they categorised themselves as an alternative discipline 
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on their website, such as management, medicine, or sociology. Multidisciplinary journals 

were kept in the database if they included psychology in the list of fields that they were open 

to publishing. Note that initially, only journals ranked from 1-200 were screened and refined 

to reduce the time required for this process; if this had resulted in fewer than 100 suitable 

journals, the remaining 200 journals would have also been screened.  

 
Table 2.1 
Refinement Process From Original Clarivate Database to top 100 Database 

Process 
Removed 

Journal Count 
Remaining 

Journal Count 
Original database downloaded 400 
Screening of top 200 journals: 200 200 
Non-psychology journals removed 49 151 
Removal of qualitative-only journals 1 150 
Removal of tutorial-only journals 1 149 
Removal of review-only journals  28 121 
Removal of journals ranked 101-121 21 100 

 

Once the final list of 100 top journals was devised, author guidelines were sourced on each 

relevant journal website and examined for any mention of statistical requirements or 

recommendations. The primary investigation was to identify requirements related to the use 

of the New Statistics (specifically effect sizes and/or confidence intervals), mentions of 

statistical power and/or power analysis, and any comments or criticism related to p-values. 

Broader guidelines about justifying sample size and other statistical or methodological 

comments were also noted. An example of the coding strategy used to identify any guidelines 

related to effect size is presented in Table 2.2 (note that the same coding strategy was used 

for confidence intervals). A full table of codes can be found in Appendix A.  

 

Table 2.2 
Example Coding Strategy Used to Examine Author Guidelines for Effect Size 
Code Explanation 

No 
Statistical concept not mentioned in author guidelines, nor in any 
linked organisational guidelines 

Rec Statistical concept recommended explicitly by journal 
Rec ± G Journal recommends adhering to guidelines which include statistic 
Req Statistical concept required explicitly by journal 
Req - G Journal requires adherence to guidelines which include statistic 
Mixed Requirements or recommendations differ by article type 
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Beyond statistical concepts, journals were also coded for guideline style 

(explicit/organisational), the presence of statistical resources (yes/no), the type of external 

guidelines shared (e.g. JARS, EQUATOR or other), and the accessibility of external 

guidelines (link provided/no link). This data was collected to illustrate the variety of 

guidelines that exist, and evaluate how well authors are supported in terms of accessibility 

and educational resources. 

 

Once each journal had been fully examined, it was then categorised into one of four groups: 

no guidelines, mixed guidelines, statistical recommendations, and statistical requirements. 

Journals only had to present guidelines related to one statistical concept out of effect sizes, 

confidence intervals, NHST, or statistical power to be counted as having recommendations or 

requirements of some kind.  

 

No Guidelines 

$V�SHU�WKH�QDPH��WKH�FDWHJRU\�µQR�JXLGHOLQHV¶�GHVFULEHV�DQ\�journal which does not contain 

any guidelines related to statistical use or reporting, including no references to organisational 

guidelines, at the time this review was completed in October 2021. 

 

Mixed Guidelines 

7KH�FDWHJRU\�µPL[HG�JXLGHOLQHV¶�GHVFULEHV�any journal which is mixed in one of two ways: 

(1) has a combination of requirements and recommendations for different article types or (2) 

only has statistical guidelines (whether they are requirements or recommendations) for 

particular article types (e.g. randomised controlled trials). 

 

Statistical Recommendations 

7KH�MRXUQDOV�FDWHJRULVHG�XQGHU�µUHFRPPHQGDWLRQV¶�ZHUH�WKRVH�WKDW�HLWKHU�XVHG�YDJXH�

ODQJXDJH�LQ�WKHLU�JXLGHOLQHV��VXFK�DV�µplease review the APA-JARS reporting guidelines¶��RU�

presented WKHLU�LQVWUXFWLRQV�DV�µauthors should do [x]¶��ZLWK�QR�HYLGHQFH�WKDW�WKH�UHSRUWLQJ�

behaviour would be enforced. Recommendations could either be explicit, meaning that they 

were written within the guidelines for the journal, or organisational, meaning that authors 

were advised to follow some kind of common guidelines such as JARS. An example of 

organisational recommendations is shown in Figure 2.1.  
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Figure 2.1 
Example of Organisational Recommendations From Psychotherapy (ranked #23) 

 
 

Statistical Requirements 

-RXUQDOV�FDWHJRULVHG�XQGHU�µUHTXLUHPHQWV¶�ZHUH�DQ\�ZLWK�VWDWLVWLFDO�JXLGHOLQHV�WKDW�ZHUH�

GHVFULEHG�ZLWK�ODQJXDJH�VXFK�DV�µauthors must¶�RU�µauthors are required to¶��RU�ZKHUH�

compliance with statistical guidelines had to be affirmed at the point of submission. In the 

same manner as recommendations, requirements could be explicit or organisational. An 

example of explicit requirements is shown in Figure 2.2. 

 

Figure 2.2 
Example of Explicit Requirements from Psychological Science (ranked #14) 

 

 

2.4 Results  
 

This review found that journal guidelines related to the use of NHST, effect sizes, confidence 

intervals and statistical power varied widely, even within the same publishing houses. The 

full database associated with this chapter, which includes details such as publishing houses 

and impact factors, can be found at the OSF page associated with this thesis (found here). 

Impact factors of the 100 journals included in this review ranged from 20.652 to 3.603. 

 

2.4.1 Overall Statistical Guidelines 

Only 24 journals had no statistical guidelines for authors whatsoever, illustrated in Figure 2.3. 

Looking into this category further, a lack of guidelines was not associated with any particular 

impact factors. The highest-ranked journal with no guidelines was positioned at number 1 in 

the list of 100, and the lowest-ranked journal in this category was positioned at number 99. 

https://osf.io/7wgku/?view_only=ee4715579a814493819579027df854bd
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The distribution of rankings and impact factors for each of the four categories is presented in 

more detail in Appendix A.  

 

Figure 2.3 
Summary of the Statistical Guidelines of the top 100 Psychology Journals  

 
 

Of the 10 journals with mixed guidelines (guidelines which differed depending on article 

type), two only had recommendations for the presentation of clinical trials, and the rest (n = 

8) had a selection of requirements or recommendations across different articles. Forty of the 

top 100 journals had some form of statistical recommendations regarding one or more of 

NHST, power, effect sizes and confidence intervals, and the remaining 26 had at least one 

statistical requirement for submitted manuscripts (e.g. inclusion of effect sizes, or discussion 

of statistical power). Figure 2.4 provides more detail about the different statistical 

requirements and recommendations across the journals studied for this review. 

 

2.4.2 The Contents of Statistical Guidelines 

 

P-Values and NHST 

Figure 2.4 shows that approximately two thirds of journals made some reference to p-values. 

Most commonly (in 53/67 cases), these were indirect and broad pieces of advice shared 

within organisational guidelines, such as the International Committee of Medical Journal 
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(GLWRUV¶��,&0-(��DGYLFH�WR�³avoid relying on p-values´��ICMJE, 2021, p. 17). A further 

11/67 journals explicitly recommended (n = 1) or required (n = 10) that authors only reported 

exact p-values. Just 3/67 journals provided more detailed guidelines related to the use of 

NHST and p-values. One of these three journals explicitly required authors to correct for 

multiple testing, and two others, both published by Springer and associated with the 

Psychonomic Society, provided a detailed set of recommended best practices for working 

with NHST. 

 

Figure 2.4 
Frequency of Statistical Recommendations and Requirements  

 
Note��7KH�µPL[HG¶�FDWHJRU\�LQGLFDWHV�WKDW�RQO\�FHUWDLQ�DUWLFOH�W\SHV�UHTXLUH�RU�UHFRPPHQG�D�SDUWLFXODU�
statistic.  
 

Effect Sizes 

Effect sizes were the most popular statistic mentioned within author guidelines, neglected 

entirely by just 26/100 journals (as illustrated in Figure 2.4). Every journal which had an 

explicit guideline related to NHST (e.g. using exact p-values, or other more detailed 

recommendations) also explicitly encouraged or required effect sizes to be reported (which 

can be seen in the table in Appendix A). Where effect size reporting was recommended (n = 

45), this was more likely to be through organisational guidelines (26/45) compared to through 

explicit author guidelines directly from the journal (19/45). In contrast, when effect size 

reporting was required (n = 23), it was more likely to be explicitly included in the journal 
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author guidelines (15/23) versus requiring the use of organisational guidelines (8/23). It 

should also be noted that just three out of 100 journals explicitly instructed authors to 

interpret or discuss their effect sizes, and that these requests were typically very short, as 

shown in Figure 2.5. 

 

Figure 2.5 
Requests to Discuss Effect Sizes, From Child Development (top) and the Journal of 
Experimental Psychology: General (bottom) 

 

 
 

Confidence Intervals 

As shown in Figure 2.4, slightly fewer journals encouraged or required confidence interval 

reporting compared to effect sizes, with one third of journals (32/100) neglecting them 

entirely. Twelve of the 21 journals requiring the use of confidence intervals included explicit 

directions in their author guidelines, while the remaining 8 required authors to adhere to 

organisational guidelines which include confidence intervals (which often contain the caveat 

that other intervals which represent uncertainty could also be used). Similarly to effect size 

use, when confidence interval use was recommended (n = 41), this was primarily through 

organisational guidelines (32/41), compared to explicit recommendations within individual 

journal guidelines (9/41). In the remaining six journals with mixed guidelines, all six directed 

authors to organisational guidelines rather than providing any explicit individual instructions. 

None of the 100 journals examined within this review appeared to encourage authors to 

discuss their confidence intervals when evaluating their findings.  

 

Power and Sample Size 

More than half (n = 58) of the journals in this review asked for some form of sample size 

justification from authors, although often this was not explicitly connected to statistical 

power. Twenty-five journals required sample size justifications for all quantitative research, 

ZLWK�DQ�DGGLWLRQDO�IRXU�RI�WKH�ILYH�µPL[HG¶�MRXUQDOV�UHTXLULQJ�LW�IRU�UDQGRPLVHG�FRQWUROOHG�
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trials or registered reports. A further 28 journals encouraged authors to explain or evaluate 

their sample size for all studies; while the fifth mixed journal encouraged it for some studies. 

 

Just 38 of these 58 journals mentioned statistical power with regards to sample size.  

Overall, just one journal (Personality and Social Psychology Bulletin) required power 

analyses for all quantitative submissions; while a further two journals specifically required 

sensitivity power analyses instead of, or in addition to, a priori power analyses (example 

shown in Figure 2.6). More commonly, journals either explicitly required (n = 2) that authors 

discussed the power of their study when discussing their findings; or required that authors 

follow JARS (n = 7���ZKLFK�LQVWUXFWV�DXWKRUV�WR�³GHVFULEH�VDPSOH�VL]H�DQG�SRZHU´�

(Appelbaum et al., 2018, p. 7). It should be noted that two of the journals which require 

power analyses of some kind (a priori or sensitivity) also explicitly banned the use of post 

KRF�RU�µREVHUYHG¶�SRZHU�DQDO\VHV��ZKLFK�DUH�ZLGHO\�FULWLFLVHG��H�J��<XDQ�	�0D[ZHOO��������

discussed further in Chapter 7). 

 

Figure 2.6 
Author Guidelines Related to Statistical Power From the Journal of Experimental Social 
Psychology  

 
Note. For this journal, sensitivity power analyses had to be confirmed upon submission. 
 

Statistical power was more frequently incorporated into recommendations, with 15 journals 

strongly encouraging the use of an a priori power analysis, recommending power discussions 

(n = 1) or encouraging authors to follow JARS (n = 6). Within the five mixed journals which 

referenced sample size, one recommended following JARS for some study types, and three 

required the use of power analyses for registered reports or randomised controlled trials (just 

RQH�RI�WKH�ILYH�µPL[HG¶�MRXUQDOV�DVNLQJ�IRU�D�VDPSOH�VL]H�MXVWLILFDWLRQ�GLG�QRW�KDYH�D�

subsequent guideline related to statistical power).  
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Organisational Guidelines 

The most popular organisational guidelines that have been adopted by the top 100 

psychology journals are those that are within the EQUATOR network, which was originally 

conceived to improve health research. Twenty-seven of the 100 journals studied here required 

or encouraged authors to follow one or more of the EQUATOR checklists, with the most 

popular being CONSORT for randomised controlled trials.  

 

7KH�$3$¶V�-$56�JXLGHOLQHV�DOVR�DSSHared frequently, mentioned in the author guidelines 

from 20 of the 100 journals. Use of these guidelines does not appear to be limited to just the 

APA publishing house journals, with four journals from Wiley, Taylor and Francis, and COP 

Madrid also incorporating them into their instructions to authors. Another equally popular 

option was the Recommendations for the Conduct, Reporting, Editing and Publication of 

Scholarly Work in Medical Journals, published by The International Committee of Medical 

Journal Editors (commonly abbreviated to the ICMJE guidelines). They advise authors to 

³quantify findings and present them with appropriate indicators of measurement error or 

uncertainty (such as confidence intervals)´�DQG�WR�³avoid relying solely on statistical 

hypothesis testing, such as p-values, which fail to convey important information about effect 

size and precision of estimates´��,&0-(����21, p.17). Twenty journals requested that authors 

produce a manuscript in line with these guidelines, although this was almost always presented 

using vague language as shown in Figure 2.7.  

 

Figure 2.7 
Example of how the ICMJE Guidelines are Presented by Journals (shown in Journal of 
School Psychology, Elsevier) 

 
 

2.4.3 Accessibility and Support 

While most journals provided URLs when requesting that authors follow organisational 

guidelines, five failed to do so, leaving authors to search online for themselves. Of these five, 
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WZR�UHTXHVWHG�WKDW�DXWKRUV�IROORZ�WKH�$3$¶V�-$56�ZLWKRXW�SURYLGLQJ�OLQNV� and three Wiley 

journals vaguely encouraged authors to adhere to reporting standards, without further detail 

(as illustrated in Figure 2.8).  

 

Figure 2.8. 
Example of Limited Information Included in Wiley Author Guidelines 

 
 

Figure 2.9 
Psychological Science Statistics Support Within Author Guidelines 

 
 
Figure 2.10 
Two Examples From the Behavior Research Methods (Springer) Statistical Guidelines 

 

 
 

With regards to statistical support, just eight journals provided some form of statistical 

resources for authors. Typical resources took the form of links to published journal articles 

about statistics, suggested values to use in an a priori power analysis, or links to tutorials, 

such as the guidance offered by Psychological Science which is shown in Figure 2.9. Two of 
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these eight journals belonged to the Springer group, and both provided detailed information 

and guidance related to using NHST in the form of a detailed 6-item list (shown in Figure 

2.10).  

 

2.5 Discussion 

 
This review contributes to the literature by providing one of the first systematic insights into 

the statistical guidelines of psychology journals, highlighting the prevalence of 

recommendations and requirements that relate to statistical reform in psychology. Just one 

quarter of the 100 journals examined had no statistical guidelines whatsoever. It is clear that 

large organisations have had a noticeable impact on editorial policies, as many journals have 

DGRSWHG�JXLGHOLQHV�VXFK�DV�WKH�$3$¶V�-$56��RU�WKH�(48$725�FKHFNOLVWV��$V�MRXUQDO�

guidelines are described as playing a ³FULWLFDO�UROH«�LQ�WKH�SURPRWLRQ�RI�UHIRUPV�LQ�VFLHQWLILF�

practices´��Giofrè et al., 2017, p.10), the growing adoption of policies that encourage 

researchers to report more than just p-values is likely to positively impact the transparency of 

published research.  

 

2.5.1 The Variety of Statistical Guidelines 

This review found that, while many journals have at least one comment in their author 

guidelines that relates to statistics in some way, the content and format of statistical 

guidelines varies enormously. Journals ranged from providing single sentences about one 

FRQFHSW�WKURXJK�WR�SURYLGLQJ�FOHDUO\�VLJQSRVWHG�³6WDWLVWLFDO�*XLGHOLQHV´�VHFWLRQV�ZLWK�

detailed instructions for authors. Despite the use (or misuse) of NHST and p-values being at 

the heart of statistical reform, few journals made explicit comments about how to use NHST 

appropriately, instead encouraging authors to support their p-values with effect sizes and 

confidence intervals, or to discuss the statistical power of their research.  

 

:LWK�UHJDUGV�WR�WKH�µNew SWDWLVWLFV¶��Hffect sizes appear to be the most popular addition to 

author guidelines. This reflects the trends seen across the literature, where effect sizes are far 

more widely reported than confidence intervals (e.g. Fritz et al., 2013). However, just three of 

the reviewed journals explicitly asked that authors discuss their effect sizes (and when doing 

so, provided little detail beyond considering practical importance), with no apparent 

instructions to evaluate confidence intervals anywhere. Previous reviews have demonstrated 
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that, even when reported, effect sizes and confidence intervals are interpreted less than 20% 

of the time (Giofrè et al., 2017). Taken together, these findings demonstrate that authors need 

more encouragement to make use of all statistics when interpreting their data.  

 

Twenty-one out of 100 journals either encouraged or required power analyses to be used and 

reported, including two references to using sensitivity power analyses either instead of or in 

addition to a priori calculations. The emergence of sensitivity power analyses is promising, 

because they are often advocated for as a sensible way to evaluate the power of a study by 

indicating the smallest effect sizes that could reliably be detected with a particular sample 

size (Bacchetti, 2010), and do not require estimations of effect sizes. Indeed, this could be a 

valuable recommendation for more editors and reviewers to adopt, particularly to discourage 

the use of the uninformative post hoc power analyses (as discussed in Chapter 1, Section 1.4).  

 

2.5.2 The Limitations of Statistical Guidelines 

While it is certainly positive that so many journals are beginning to adopt statistical 

guidelines, more attention should also be paid to the accessibility of these instructions. In 

many cases statistical guidelines were not noticeably signposted with subheadings, while 

organisational guidelines were often only mentioned briefly, and so could be easily missed by 

authors. In addition, frequently authors were directed to generic webpages for organisational 

guidelines, which creates a burden on authors to search through multiple webpages to find the 

documentation they need to use. The language used in many of these guidelines also means 

that authors are effectively free to adopt or ignore statistical recommendations as they wish. 

For example, both the ICMJE and JARS guidelines clearly position themselves as 

recommendations, leaving decisions down to author discretion. Even when a journal indicates 

that authors µmust comply with JARS¶, it is not always clear whether they mean simply take 

advice from JARS, or actually treat JARS as a comprehensive reporting checklist to be 

followed.  

 

This flexibility could be perceived as both a good and a bad thing. It does not encourage 

those who are not personally interested in statistical quality to adopt changed behaviours; but 

it also stops short of policing the behaviour of researchers. However, after decades of 

encouragement from various sources, such as the advice of Cohen (1990) or the various 

reports and guidelines shared by the APA (Wilkinson, 1999; Appelbaum et al., 2018), 

reviews indicate that reporting behaviours are not yet transformed (e.g. Fritz et al., 2013). 
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While more contemporary reviews are needed to look at recent change, the existing evidence 

VXJJHVWV�WKDW�SOHQW\�RI�UHVHDUFKHUV�PLJKW�QHHG�WKH�µVWLFN¶�DVSHFW�RI�D�FDUURW-and-stick 

approach to provide extrinsic motivation for statistical reform. This is further reflected in the 

lack of interpretation of estimation-based statistics, both in the guidelines provided by 

journals but also identified through reviews of the literature (e.g. Giofrè et al., 2017), which 

implies that many researchers have not yet found value in the use of estimation statistics to 

FULWLFDOO\�HYDOXDWH�ILQGLQJV��D�SRWHQWLDO�µFDUURW¶�LQFHQWLYH����� 

 

It is also important to acknowledge that changing reporting practices is only the first step in 

true statistical reform, as writing numbers on a page does not necessarily mean that the 

numbers themselves are understood, or indeed have been produced without errors. Simply 

asking researchers to follow particular instructions does not mean that they have sufficient 

knowledge to do so correctly. Plenty of research exists which demonstrates that p-values are 

both misunderstood conceptually, and are also often presented with incorrect test statistics 

and mathematical details (e.g. Lyu et al., 2018; Nuijten et al., 2016). Now, research needs to 

establish that the same mistakes are not being made with regards to effect sizes, confidence 

intervals, and statistical power.  

 

Of the 76 journals reviewed here that do have some kind of statistical guidelines, only a few 

offered some form of educational resources for authors. It would be unreasonable to place the 

burden of education on journals: this is not their role in the research ecosystem. However, 

journals do have the advantage of already providing submission guidelines for researchers to 

follow; and so it would not be an unreasonable jump to consider using these widely-accessed 

spaces as a platform for resources and tutorials, too. For instance, within the author 

guidelines of the Psychonomic Society journals (Figure 2.10, section 2.3.3) are a series of 

educational instructions related to statistical analysis, combining advice with statistical facts. 

This provides context to their instructions, so that their guidelines are an opportunity to learn 

and make educated choices when working with statistics. More minimally, Psychological 

Science presents links to tutorials and videos for authors, which requires very little effort on 

the part of the journal, but provides easily accessible help for authors; an approach which 

could be adopted by other journals. However, it is important to note that despite the 

HQWKXVLDVP�RI�6HGOPHLHU�DQG�*LJHUHQ]HU��³tKHUH�LV�RQO\�RQH�IRUFH�WKDW�FDQ�HIIHFW�D�FKDQJH«�

editors of major journals´���989, p. 315), individual researchers are also responsible for 

changing their own practices and improving their statistical evaluations, regardless of the 
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instructions given by any singular journal. As a growing number of psychology courses are 

teaching students about the limitations of NHST, and concepts that can support or replace it 

(TARG Meta-Research Group, 2020), the next generation of researchers should be better 

equipped to independently make improved statistical decisions.  

 

2.5.3 Review Limitations 

There are two notable limitations to this work. Firstly, it is important to bear in mind that 

author guidelines will change over time as organisational policies and editorial staff come 

and go. The number of top journals with statistical guidelines will look different every year, 

although if one is optimistic, then perhaps the number of statistical guidelines will increase 

over time as psychology moves forwards. Secondly, this review has only sampled the top 100 

journals ranked by a traditional impact factor, meaning there are numerous other psychology 

journals publishing research that have not been studied, which could have any range of 

guidelines and educational resources for authors. 

 

2.6 Conclusion 
 

It can be seen here that in many cases, authors publishing in the top 100 psychology journals 

will have to widen their statistical reporting beyond p-values, and take a more critical 

approach to sample size planning, to comply with author guidelines. Encouraging reporting is 

a positive step towards improving the quality of research dissemination, but researchers must 

also understand the statistics they are using, to avoid the mistakes that have been identified 

with the historic use of p-values. The lack of support resources, such as educational tutorials, 

indicates that to comply successfully with most journal guidelines, WKH�µLGHDO¶�UHVHDUFKHU will 

need their own reasonable understanding of each of these statistical concepts. Research into 

the use and understanding of the three key statistical concepts of this thesis (effect sizes, 

confidence intervals, and power) is presented in Chapters 3-7.  
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Part 1: The New Statistics  
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Chapter 3: The Use and Knowledge of Effect Sizes in 

Psychology 
 

3.1 Abstract 
 

Background: An effect size is a value which quantifies the size of a phenomenon of interest. 

Whilst historically they have not been widely used, recent crises and reform efforts have 

renewed calls for their inclusion in psychological research. Reviews of the literature show 

that use is increasing, but very little is known about individual experiences or barriers to use. 

Similarly, little is known about how well researchers understand effect sizes. This chapter 

provides new insights into effect size use and knowledge. 

 

Methods: An online questionnaire was used to examine effect size use, barriers to use, and 

effect size knowledge in a sample of 247 psychology researchers. Participants were asked 

about their experience of using, or not using effect sizes, including software preferences, 

publishing experience and explanations for not using effect sizes. As a test of knowledge, 

participants were asked to answer five novel true-false statements and also to define the term 

µHIIHFW�VL]H¶�LQ�WKHLU�RZQ�ZRUGV. 

 

Results: Self-reported effect size use was high, with only 9.4% of participants in this sample 

never using effect sizes. One third of participants scored full marks on the true-false 

knowledge test, with broadly high scores across the full sample, but many misconceptions 

were apparent when participants were asked to define the term effect size. Barriers to using 

effect sizes include lack of motivation and lack of knowledge. 

 

Conclusions: While external incentives such as regulations are likely to improve statistical 

behaviour, researchers must also be shown that effect sizes are a useful tool beyond a check-

box exercise, in order to increase individual motivation to change statistical behaviour. 

Furthermore, more education is needed to demonstrate that there are a wide variety of 

standardised and unstandardised effect sizes that suit many different research questions, 

which could enhance transparent and detailed reporting across all of psychology. 
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3.2 Introduction 
 

An effect size is defined as any value which quantifies the size of a phenomenon of interest. 

As discussed in Chapter 1 of this thesis, effect sizes are a key statistic within the estimation 

approach, as they are XVHG�WR�DQVZHU�WKH�TXHVWLRQ�RI�µKRZ�ELJ�LV�WKH�HIIHFW"¶��7KH�UHYLHZ�

presented in Chapter 2 highlighted that effect sizes are the most frequently requested statistic 

within journal author guidelines, and are often now required for quantitative research. Given 

their popularity, they are the first topic that this thesis will focus on. This chapter presents the 

findings of a questionnaire study, which examines the use and knowledge of effect sizes in a 

sample of psychology researchers. Note that in this thesis��WKH�WHUP�µHIIHFW�VL]H¶�LV�XVHG�LQ�WKH�

broadest sense to represent any kind of effect size index, including both standardised values 

�H�J��&RKHQ¶V�d) and unstandardised values (e.g. a mean difference). 

 

3.2.1 Effect Sizes in Psychology 

Historically, psychological research has lacked effect size reporting beyond those 

DXWRPDWLFDOO\�FDOFXODWHG�DV�SDUW�RI�D�VWDWLVWLFDO�WHVW��VXFK�DV�3HDUVRQ¶V�r (generated when 

testing correlations). This lack of additional statistical reporting can be attributed, in part, to 

the prevalence of null hypothesis significance testing (NHST), which has historically been 

prioritised as the key statistical criteria used to judge and publish research articles. NHST, 

and the p-values that it produces, are used to evaluate data with a dichotomous significant or 

not-significant approach. This often discourages thoughtful analysis, and provides very little 

information about the phenomena being studied in many cases. In contrast, effect sizes offer 

measures of magnitude, which are often useful evidence to answer the research questions that 

are being studied. 

 

The use of effect sizes has grown noticeably over the past two decades, particularly with 

encouragement from prominent organisations. For example, at the end of the 20th century the 

American Psychological Association (APA) Task Force on Statistical Inference issued a 

UHSRUW�VWDWLQJ�WKDW�DFDGHPLF�SV\FKRORJLVWV�VKRXOG�³always present effect sizes for primary 

RXWFRPHV´��GHVFULELQJ�HIIHFW�VL]HV�DV�³essential to good research´��Wilkinson, 1999, p. 602). 

They further reinforced this by incorporating similar messages into their Publication Manuals 

(e.g. APA, 2001). One review suggests these efforts have been successful, as effect size 
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reporting increased to approximately 55% of published articles post-1999, compared to 30% 

in those published pre-1999 (Peng et al., 2013).   

 

However, it is important to note that reporting effect sizes does not represent true statistical 

reform. One issue with NHST is that it has been widely misunderstood by researchers, 

resulting in incorrect interpretations (e.g. Haller & Krauss, 2002) and erroneous reporting 

(e.g. Nuijten et al., 2016). To be used effectively, effect sizes must not only be reported, but 

also understood and interpreted; which means that researchers must be equipped with 

sufficient knowledge to do so correctly.  

 

3.2.2 Researchers and Effect Sizes 

At present, very little is known about effect size knowledge and understanding across the 

psychology researcher population. Despite many reviews of effect size reporting in the 

published literature (e.g. Fritz et al., 2013; Peng et al., 2013), only a small amount of research 

has directly surveyed psychologists about their use and knowledge of effect sizes. One survey 

of 472 Spanish academic psychologists found that 87.1% claimed to know about effect sizes, 

although only 68.4% could name an effect size statistic (Badenes-Ribera et al., 2016). While 

40.7% of participants reported usiQJ�HIIHFW�VL]HV�µTXLWH�RIWHQ¶��QHDUO\�D�TXDUWHU�RI�WKH�VDPSOH�

reported using effect sizes never, or very infrequently. A subsequent replication, which 

surveyed 159 Italian psychologists, found even less familiarity with effect sizes: 81.8% of 

participants claimed to know about them, but only 44.7% could name an effect size statistic 

(Badenes-Ribera et al., 2018). Within this study, only 35.9% of participants reported using 

HIIHFW�VL]HV�µTXLWH�RIWHQ¶��ZLWK�QHDUO\�RQH�WKLUG�RI�WKH�VDPSOH�XVLQJ�HIIHFW�VL]HV�µnever¶ or 

µYHU\�OLWWOH¶��$V�\HW��WKHUH�LV�OLWWOH�HYLGHQFH�WKDW�SV\FKRORJLVWV�KDYH�D�ILUP�XQGHUVWDQGLQJ�RI�

effect sizes.  

 

3.2.3 Chapter 3 Overview 

The intention of this study was to contribute new data on the use and knowledge of effect 

sizes in the psychology researcher population, through a combination of quantitative and 

qualitative data. The specific objectives were as follows: 

 

Objective 1: To examine effect size use including software preferences and publishing 

experience, along with explanations for not using effect sizes, to capture individual 

perspectives and experiences. 
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Objective 2: To use a novel version of the true-false testing method to explore basic 

conceptual knowledge of effect sizes in this population, and how they are perceived in 

relation to other statistical concepts such as NHST and sample size. 

 

Objective 3: 7R�H[SORUH�SHUFHSWLRQV�RI�ZKDW�WKH�WHUP�µHIIHFW�VL]H¶�PHDQV�WR�GLIIHUHQW�

psychology researchers, and identify any misconceptions of effect sizes, by asking 

participants to define the term in their own words. 

 

3.3 Methodology 
 

3.3.1 Ethics 

This study received ethical approval from the General University Ethics Panel (GUEP #829 

19-20) and adhered to the Code of Human Research Ethics guidelines of the British 

Psychological Society (BPS) (BPS, 2014). Documentation can be found in Appendix B. 

 

3.3.2 Sampling and Inclusion Criteria 

Due to the exploratory nature of this study, a power analysis was not deemed suitable for 

identifying a recommended sample size. Participants were recruited using opportunity 

sampling to capture as many participants as possible during a month-long sampling window 

(10th February to 10th March 2020). The study was advertised on Twitter and Reddit, and 

shared on academic mailing lists. Within the University of Stirling, the study URL was 

distributed to the psychology staff and psychology PhD student mailing lists, and externally 

the study URL was distributed to multiple JISCMail lists. An example advertisement is 

shared in Appendix B.  

 

Any self-identifying psychology researcher actively involved in quantitative research in any 

location was eligible to take part in this study, including PhD students and MSc-by-Research 

students. Psychologists outside of traditional academia, but involved in research to any extent 

(e.g. clinical psychologists and similar) were included in this population. Undergraduate 

psychology students were not eligible as they typically do not publish research. 
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3.3.3 Materials 

Data for this study was collected via an online questionnaire. All questions were developed 

by the researcher, and are detailed below. The questionnaire was first piloted with a 

professor, a lecturer, and two PhD students, to identify any issues with question clarity and 

questionnaire flow from a variety of perspectives. Subsequently, response boxes for two 

questions were modified to ensure that they were big enough for longer feedback; no other 

changes were advised. The full questionnaire can be found in Appendix B.   

 

Definition of Effect Size. All participants were asked to provide a definition of the term 

effect size in their own words, or alternatively write ,�GRQ¶W�NQRZ in the response box. This 

was asked as a free-text question to capture the different perceptions of an effect size that 

exist in the psychology researcher population, along with identifying mistakes and 

misconceptions that may exist. 

 

Personal Use of Effect Sizes. Similarly to the Badenes-Ribera et al. (2016) study, 

participants were asked if they currently calculate effect sizes in their own research, with 

response options yes, no or not always. Participants who responded not always or no were 

given the opportunity to explain why not, if they wished to do so.  

 

Participants who responded yes or not always were then asked what software they used for 

effect size calculation, to capture trends in technology use. They were also asked if they had 

included any effect sizes in any of their published papers or pre-prints. To examine whether 

journal regulations impact the adoption of effect sizes in published work, participants who 

responded yes were asked to reflect on their first published effect size and report whether 

journal requirements, personal decisions, or a combination of both influenced their decision 

to include effect sizes in a paper. 

 

Importance of Effect Sizes. The perceived importance of effect sizes was measured with the 

question ³KRZ�LPSRUWDQW�GR�\RX�IHHO�HIIHFW�VL]HV�DUH�LQ�SV\FKRORJLFDO�UHVHDUFK"´��Participants 

answered using a Likert-style response item, with four options from not important at all (1) 

to very important (4), with an alternative fifth option of ,�GRQ¶W�NQRZ. This question was used 

as a measure of current attitudes towards effect sizes.  
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Training in Effect Sizes. Participants were asked whether they felt that they had been 

provided with, or had access to, sufficient training about effect sizes, with the response 

options yes, no and prefer not to say. They were then asked if they would make use of 

training, if it were made available, with options yes, maybe, no or prefer not to say. 

Participants who opted for maybe or no were shown a follow up open-ended question asking 

them to explain their response, if they were willing to do so. Asking participants for their 

feedback was a way to capture potential barriers to engaging with training, which may 

improve the accessibility of future training. 

 

Knowledge of Effect Sizes. A true-false series of statements was used to examine basic 

knowledge of effect sizes, looking for levels of understanding and possible misconceptions. 

The true-false approach was selected as there is minimal current research into effect size 

knowledge, and this approach has been used in other statistical contexts, particularly for p-

values (e.g. Haller & Krauss, 2002) and confidence intervals (e.g. Hoekstra et al., 2014). In 

brief, this method presents participants with a series of statements about a concept, and asks 

them to rate each one as being true or false. Traditionally, all statements are false, and so 

labelling any as true is used as evidence of misunderstandings.  

 

It should be noted that this method has been criticised for several reasons. The first issue is 

that restricting participants to only answering true or false means that true misinterpretation 

cannot be distinguished from mere guesswork; and the second is that only providing false 

statements fails to allow participants to indicate any correct knowledge that they might 

possess (Garcia-Pérez and Alcalá-Quintana, 2016). As recommended by Garcia-Pérez and 

Alcalá-Quintana (2016), the study reported in this chapter has used a modified version of the 

traditional true-false approach, by inFOXGLQJ�D�WKLUG�µ,�GRQ¶W�NQRZ¶�UHVSRQVH�RSWLRQ�IRU�HDFK�

statement, to reduce guessing. The statements used in this study were also developed to 

incorporate one true statement (instead of all being false), to allow participants the 

opportunity to demonstrate awareness of a plausible definition of an effect size. In addition, 

an odd number of statements was presented so that participants were not potentially mislead 

into anticipating an equal number of true and false statements. 

 

Typically, the statements used in studies like this are based on common misconceptions, or 

fallacies, about the topic of interest. However, the limited research into effect sizes and how 

well they are understood restricts this option. Statement development, led by the researcher, 
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was based on wider reading around the subject. The final set of five statements is found in 

Table 3.1, with the correct response (true or false) indicated. Statement 1 presents a correct 

definition of effect size, based on Kelley aQG�3UHDFKHU��ZKR�GHILQH�HIIHFW�VL]H�DV�³a 

quantitative reflection of the magnitude of some phenomenon that is used for the purpose of 

addressing a question of interest´ (2012, p. 137). Statements 2 and 3 are inspired by reviews 

of effect size descriptions and interpretation (Funder and Ozer, 2019; Morris, 2020), while 

Statements 4 and 5 relate to the magnitude fallacy, which describes the false belief that 

statistically significant results indicate the presence of large effect sizes (Kline, 2004; 

Kühberger et al., 2015). 

 

Table 3.1 
Five True-False Statements Presented to Participants 

Statement 
True or 
False? 

Effect sizes express the magnitude of the influence one variable has on 
another True 

A larger sample size will result in a larger (stronger) effect size False 
If you are doing high quality research, your aim is to find the largest 
effect sizes possible 

False 

A statistically significant p-value corresponds to a medium or large 
effect size 

False 

A small effect size indicates that the null hypothesis should fail to be 
rejected 

False 

 

Comment on Scale Validation 

It is important to note that these are novel statements, which have been combined into an 

unvalidated scale. As this is exploratory research, validation was not deemed necessary in the 

context of this single study, although a 5x5 correlation matrix for this scale is shared in 

Appendix B. Scale development, statement choices and potential future use will be evaluated 

later in this chapter.   

 

Demographics. Limited demographics were collected for this study. It was decided that age, 

gender and ethnicity were not relevant to the objectives of the research. Participants were 

asked to report their academic job position, and were given a list of UK-based academic job 

roles with descriptions of similar international job titles in brackets, such as Professor 

(equivalent to tenure-WUDFN�WRS�OHYHO�SRVLWLRQV���ZLWK�DQ�³2WKHU´�IUHH-text box available to 
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report other roles. They were also asked to report the country their academic position was 

based in and the sub-field of psychology they would categorise themselves into (note that 

both of these questions were asked as free-text items). Participants were finally DVNHG�³are 

you actively engaged with any elements of the current movement towards improving 

psychological science, such as replication, pre-registration, new statistics, producing open 

data, the Society for the Improvement of Psychological Science (SIPS), or anything similar?´��

with response options yes, no or prefer not to say. This variable has been given the 

DEEUHYLDWHG�QDPH�RI�µ2SHQ�6FLHQFH¶�IRU�EUHYLW\. 

 

3.3.4 Procedure 

Qualtrics (Qualtrics, Provo, UT) was used to deliver the questionnaire online. Participants 

were first shown an information sheet which described the inclusion criteria and provided a 

short overview of the study. They then gave consent via a digital consent form, which 

repeated the inclusion criteria to confirm that participants were suitable to take part. It was 

signposted in the information sheet that all questions were optional and could be skipped if 

preferred. Participants could exit the questionnaire at any point and had seven days to re-enter 

the questionnaire and finish it, if they wished to do so.  

 

The questionnaire questions were shown in the order listed within the Materials section 

(3.3.3), in an order designed not to prime responses on later questions or deter participants 

from finishing the questionnaire. For example, participants were first asked to define effect 

size to capture their baseline knowledge about effect sizes before seeing more questions 

about them. The true-false statements were presented near the end, in case they deterred 

participants from carrying on with the questionnaire in order to avoid any further potential 

questions about statistics. Participants were asked to provide their email address at the end of 

the questionnaire if they were interested in hearing about follow-up research, which was 

explicitly described as optional. Email addresses were held separately from questionnaire 

responses to preserve anonymity.  

 

3.3.5 Data Handling 

Overall, 326 participants started the questionnaire, but 75 responses were removed because 

the participant did not move beyond the consent page. One further response was removed 

because the participant did not appear to give consent, which was attributed to a Qualtrics 

HUURU�LQ�WKHLU�µ)RUFH�5HVSRQVH¶�IXQFWLRQDOLW\��$�IXUWKHU�WKUHH�SDUWLFLSDQWV�ZHUH�UHPRYHG�GXH�
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to only answering a random selection of questions and providing no complete responses to 

any section of the questionnaire. The resulting data set consisted of data from 247 

participants, details of which are found in section 3.3.8. 

 

3.3.6 Quantitative Analysis 

The personal use of effect sizes, software use, perceived importance, training, and true-false 

statement data were all analysed using descriptive statistics, generating frequencies and 

averages where appropriate. Exploratory null hypothesis statistical testing was used to 

investigate potential demographic group differences. Note that for chi-squares, due to small 

H[SHFWHG�IUHTXHQFLHV��WKH�µMRE�UROH¶�YDULDEOH�ZDV�FRPSUHVVHG�LQWR�IRXU�FDWHJories: pre-

doctoral participants, doctoral students, post-doctoral researchers, and professors, and only 

WKH�µ\HV¶�DQG�µQR¶�JURXSV�RI�WKH�RSHQ�VFLHQFH�YDULDEOH�ZHUH�LQFOXGHG�LQ�WKHVH�DQDO\VHV. The 

five true-false scale items were also combined to create an exploratory score of effect size 

µNQRZOHGJH¶ for each participant. Quantitative analyses were computed using Jamovi (The 

Jamovi Project, 2021) or Microsoft Excel. 

 

3.3.7 Qualitative Analysis 

Qualitative data from three questions was analysed using basic content analysis, which is 

GHILQHG�DV�D�³research technique for the objective, systematic and quantitative description of 

PDQLIHVW�FRQWHQW�RI�FRPPXQLFDWLRQ´ (Berelson, 1952, p.18, as cited in Drisko and Maschi, 

2015, p. 3). A basic content analysis is a method of summarising qualitative data using a 

combination of qualitative coding and quantitative counting to form categories (Drisko and 

Maschi, 2015), as illustrated in Figure 3.1.  

 
Figure 3.1 
Example of Basic Content Analysis, Using an Inductive Approach 

 
 

In the work presented in this chapter, and subsequently in this thesis, when content analysis is 

used, it is used at the manifest level. This means focusing on the literal words shared by 
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participants, rather than trying to uncover deep interpretations. Each individual response to a 

question represents a single unit of meaning, which was coded in the context of the particular 

question asked of participants.  

 

Content analysis can take two approaches: inductive coding �µERWWRP-uS¶�, which identifies 

ideas within the data, or deductive coding �µWRS-GRZQ¶�, which uses preconceived ideas along 

with a readthrough of the data to first create a list of codes, which are then applied to the data 

(and expanded if needed). A combination of both of these approaches are used here. Data 

related to not using effect sizes, or not being interested in training, were both analysed 

inductively. In contrast, definitions were analysed both deductively and inductively, as 

described below. 

 

Content Analysis: Definitions of Effect Size 

A content analysis was carried out twice to examine participant definitions of effect size. 

First, a deductive coding process was used to categorise each definition as acceptable, 

incorrect, or shows some understanding (as detailed below). The label acceptable was used, 

instead of correct, as the literature demonstrates that there are broad ways to describe an 

effect size. 

 

.HOOH\�DQG�3UHDFKHU¶V��������GHILQLWLRQ�RI�HIIHFW�VL]H��³a quantitative reflection of the 

magnitude of some phenomenon that is used for the purpose of addressing a question of 

interest´��S��������JHQHUDWHG�LQ�WKHLU�UHYLHZ�RI�WKH�HIIHFW�VL]H�OLWHUDWXUH��ZDV�XVHG�DV�D�JXLGH�

IRU�WKLV�FDWHJRULVDWLRQ�SURFHVV��DORQJ�ZLWK�:DWW�DQG�&ROOLQV¶��������GHILQLWLRQ��³a numerical 

description of the strength of the relationship [between variables]´��S������ Definitions were 

rated as acceptable if they demonstrated a correct understanding of the concept of effect size 

using at least two of the three key elements in the above definitions: magnitude, measure and 

phenomenon (or suitable synonyms). The deductive content analysis process was used to 

identify the prevalence of each element. Categorising a definition as acceptable was also 

determined by what it did not contain, such as vague language, the mention of incorrect 

concepts (e.g. power), or defining an effect size under specific circumstances such as only 

being the product of an intervention, or only being a standardised measure.  

 

Definitions of effect size that described other incorrect concepts (e.g. power, or degrees of 

freedom) were categorised as incorrect, DQG�DOO�GHILQLWLRQV�FRQVLGHUHG�µLQ�EHWZHHQ¶�
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acceptable and incorrect were categorised as shows some understanding. All definitions 

categorised as shows some understanding were subsequently further divided into the 

subcategories vague definitions or overly specific definitions. Vague definitions provided 

little detail but typically acknowledged that an effect size was the size of an effect, and overly 

specific definitions were those that provided a correct definition of one kind of effect size, as 

if it were the only definition (for instance, writing that effect sizes are standardised measures, 

when in fact they do not have to be).  

 

Once deductive coding was completed in full by EC (the thesis author), a random 20% subset 

of definitions was independently coded by RW (the primary supervisor). &RKHQ¶V�NDSSD�for 

inter-rater agreement was initially FDOFXODWHG�WR�EH�������µDOPRVW�SHUIHFW�DJUHHPHQW¶��/DQGLV�

& Koch, 1977), and after agreeing that three definitions had been mis-classified as 

µDFFHSWDEOH¶�LQVWHDG�RI�µVKRZV�XQGHUVWDQGLQJ¶�E\�5:��NDSSD�ZDV�UHYLVHG�XSZDUGV�WR�����

�µSHUIHFW�DJUHHPHQW¶�� 

 

Once this deductive process had been carried out, a combined inductive-deductive approach 

was used to look for patterns within each category of vague, overly specific, and incorrect 

definitions in order to identify common misconceptions. 

 

3.3.8 Participants 

Participant demographics (n = 247) are shown in Table 3.2 and Table 3.3. The sample was 

quite evenly split between participants who identified as engaging with some aspect of open 

science (47%) versus those who did not (42.1%). PhD students made up nearly half of the 

sample (39.7%), with lecturers and postdoctoral researchers the second and third largest 

groups respectively (19.7% and 15.7%). Subsequent details about job position can be seen in 

Table 3.2. The largest country represented in the sample was the United Kingdom, which 

made up 66.5% of the sample with participants from all four respective nations (note that, as 

shown in Table 3.2, four participants reported their location as the United Kingdom instead of 

providing one of the four specific nations). The United States of America (USA) was the 

second most common location, making up 15.2% of the sample, with 14 other countries also 

represented, as shown in Table 3.2. A wide variety of sub-fields of psychology were also 

represented in the sample, the largest of which were health psychology (n = 50), cognitive 

psychology (n = 23), neuropsychology (n = 22) and social psychology (n = 22). The full 

spread of sub-fields is detailed in Table 3.3. 
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Table 3.2 
Demographic Characteristics of the Sample (n =247) 

Demographic Groups Frequency 
Job Role  
MSc Student 16 (6.5%) 
Research or Teaching Assistant (no PhD) 10 (4.1%) 
PhD Student or equivalent trainee 98 (39.7%) 
Postdoctoral Researcher 36 (14.8%) 
Lecturer or Senior Lecturer 45 (18.2%) 
Professor 16 (6.5%) 
Othera 5 (2%) 
Prefer not to say 3 (1.2%) 
Missing 18 (7.3%) 
Location  
Australia 5 (2%) 
Belgium 1 (0.4%) 
Canada 4 (1.6%) 
Finland 1 (0.4%) 
France 1 (0.4%) 
Germany 6 (2.4%) 
Ireland 6 (2.4%) 
Italy 3 (1.2%) 
The Netherlands 1 (0.4%) 
New Zealand 1 (0.4%) 
Serbia 2 (0.8%) 
Singapore 1 (0.4%) 
Spain 2 (0.8%) 
Sweden 3 (1.2%) 
United Kingdom 153 (61.9%) 

England 81 (32.8%) 
Northern Ireland 2 (0.8%) 
Scotland 63 (25.5%) 
Wales 3 (1.2%) 
³8.´ 4 (1.6%) 

United States of America 34 (13.8%) 
Missing 23 (9.3%) 
Open Science   
Yes 116 (47%) 
No 104 (42.1%) 
Prefer not to say 9 (3.6%) 
Missing 18 (7.3%) 

a 7KH�FDWHJRU\�³RWKHU´�LQFOXGHV�RQH�FOLQLFDO�SV\FKRORJLVW��RQH�RFFXSDWLRQDO�SV\FKRORJLVW�DQG�SDUW-time 
lecturer, one psychology practitioner, one research and training lead, and one participant who did not 
supply further details. 
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Table 3.3 
Sub-Fields of Psychology in Sample 

Field Frequency 
Affective 3 (1.2%) 
Applied 3 (1.22) 
Behavioural  3 (1.2%) 
Clinical  19 (7.7%)  
Cognition 25 (10.1%) 
Developmental 10 (4.1%) 
Educational 2 (0.8%) 
Environmental 3 (1.2%) 
Evolutionary 4 (1.6%) 
Experimental 3 (1.2%) 
Forensic 16 (6.5%) 
Health  50 (20.2%) 
Legal 3 (1.2%) 
Mental Health 2 (0.8%) 
Neuropsychology 23 (9.3%) 
Occupational 3 (1.2%) 
Personality 3 (1.2%) 
Psycholinguistics 2 (0.8%) 
Quantitative 6 (2.4%) 
Social 22 (8.9%) 
Sport 4 (1.6%) 
Other a 8 (3.2%) 
Missing 30 (12.1%) 

 a The 8 sub-ILHOGV�FODVVHG�DV�µ2WKHU¶��HDFK�UHSRUWHG�E\�RQH�SDUWLFLSDQW��ZHUH�DV�IROORZV��DXWLVP��
comparative psychology, community psychology, counselling, cyberpsychology, decision science, 
methodology, and multidisciplinary psychology. 
 

3.4 Results 
 

In this sample, the majority of participants rated effect sizes as very important in 

SV\FKRORJLFDO�UHVHDUFK��ZLWK�QR�SDUWLFLSDQWV�UDWLQJ�WKHP�DV�µQRW�LPSRUWDQW�DW�DOO¶��)XUWKHU�

results are shown in Table 3.4��7ZR�RI�WKH�WKUHH�SDUWLFLSDQWV�ZKR�UDWHG�HIIHFW�VL]HV�DV�µQRW�

YHU\�LPSRUWDQW¶�FDWHJRULVHG�WKHPVHOYHV�DV�HQJDJLQJ�ZLWK�RSHQ�VFLHQFH�LQ�VRPH�ZD\����[�

lecturer and 1 x professor), while the other participant did not (1 x postdoctoral researcher). 

Similarly, three of the six SDUWLFLSDQWV�ZKR�RSWHG�IRU�µ,�GRQ¶W�NQRZ¶�DOVR�HQJDJHG�ZLWK�RSHQ�

science (1 x MSc student and 2 x PhD students), compared to three who did not (2 x PhD 

students and 1 x job role unknown). 
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Table 3.4 
Perceptions of the Importance of Effect Sizes (n = 247). 

Rating Frequency 
Very important 168 (68%) 
Somewhat important 63 (25.5%) 
Not very important 3 (1.2%) 
Not important at all 0 - 
,�GRQ¶W�NQRZ 6 (2.4%) 
Missing 7 (2.8%) 

 

3.4.1 Part 1: Using Effect Sizes  

Effect size use was very high in this sample, with just 9.4% of participants indicating that 

they never use effect sizes in their work. It can be seen in Table 3.5 that within the small 

group of participants who do not use effect sizes, 70% do not identify as engaging with any 

aspects of the open science movement.  

 

Table 3.5 
Reported Effect Size Use, Split by Demographic Variables 

Sample Group Yes Not Always No 
Sample 175 (71.1%) 48 (19.5%) 23 (9.4%) 

Open Science    
Yes 95 (54.3%) 17 (35.4%) 4 (17.4%) 
No 65 (37.1%) 23 (47.9%) 16 (69.6%) 

Prefer not to say 5 (2.9%) 3 (6.3%) 1 (4.4%) 
Missing 10 (5.7%) 5 (10.4%) 2 (8.7%) 

Job    
MSc Student 9 (5.1%) 5 (10.4%) 2 (8.7%) 

Research or Teaching Assistant (no PhD) 8 (4.6%) 0 - 2 (8.7%) 
PhD Student or equivalent trainee 64 (36.6%) 21 (43.8%) 13 (56.5%) 

Postdoctoral Researcher 29 (16.6%) 7 (14.6%) 0 - 
Lecturer or Senior Lecturer 38 (21.7%) 4 (8.3%) 3 (13.0%) 

Professor 14 (8.0%) 2 (4.2%) 0 - 
Other 1 (0.6%) 3 (6.3%) 1 (4.4%) 

Prefer not to say 2 (1.1%) 1 (2.1%) 0 - 
Missing 10 (5.7%) 5 (10.4%) 2 (8.7%) 

 

A statistically significant difference was found EHWZHHQ�WKRVH�ZKR�UHVSRQGHG�µ\HV¶�DQG�µQR¶�

to the open science demographic question (Ȥ2 (2, N = 220) = 13.1, p = .001, V = .244). 

Looking at job roles, effect size use is noticeably high within the professor and postdoctoral 
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researcher groups, with no participants in these categories reporting zero use of effect sizes, 

although this did not correspond to a statistically significant difference (Ȥ2 (6, N = 221) = 

11.4, p = .076, V = .16). 

 

Not Using Effect Sizes 

Content analysis identified four categories of self-reported explanations for not, or nor 

always, using effect sizes: lack of knowledge, lack of motivation, conditional use, and not 

doing quantitative research. All four categories were relevant to both not using and not 

always using effect sizes. These four categories and their associated sub-categories are listed 

in Table 3.6, with accompanying frequencies. Most commonly, participants justified not 

using effect sizes due to a lack of knowledge, or simply due to bad habits.  

 

Table 3.6 
Explanations for Not Using or Not Always Using Effect Sizes  
Explanation No Not Always Total 
Lack of Knowledge 
Personal knowledge 3 8 11 
Collective knowledge of statistics 2 5 7 
Lack of Motivation 
Bad habit 4 7 11 
Not required to use them 3 1 4 
Only use if calculated by software automatically - 1 1 
Conditional Use 
Depends on audience 1 3 4 
Depends on project 1 3 4 
Educated preference - 5 5 
Other* - 2 2 
Not Doing Quantitative Research 4 1 5 

 

As shown in Table 3.6, a lack of knowledge appears to exist on two levels in this sample: for 

some participants, it was clear that their own statistical knowledge was a barrier (e.g. ³,
P�QRW�

WRWDOO\�VXUH�RI�P\�VWDWLVWLFDO�NQRZOHGJH´); while for others, a broader collective lack of 

knowledge related to particular statistics was an issue. For instance, one participant 

highlighted that there is ³GHEDWH�RYHU�KRZ�WR�GR�WKLV�[calculate effect sizes] in linear 

regression (e.g. some people have told PH�EHWD�LV�DQ�HIIHFW�VL]H�EXW�RWKHUV�KDYH�VDLG�WKLV�LVQ¶W�

WUXH�´. Contrastingly, several participants indicated that a higher level of statistical 

knowledge influenced their behaviour, and that not using effect sizes was an educated 
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preference: for instance, ³VRPHWLPHV�WKH\¶re not the most effective way to communicate the 

LQIRUPDWLRQ�DQG�,�LQVWHDG�XVH�JUDSKLFV�DQG�%D\HV�IDFWRUV´. The two explanations categorised 

DV�µRWKHU¶�ZHUH�RQO\�XVLQJ�HIIHFW�VL]HV�ZKHQ�GLUHFWHG�E\�D�VXSHUYLVRU��DQG only calculating 

effect sizes for significant p-values.  

 

Software Preferences 

When asked about their preferred software choices for effect size calculation, participants 

typically reported using multiple technologies. Figure 3.2 illustrates the variety of options 

listed across all responses, with the most frequent choices being SPSS© and R (mentioned 93 

DQG����WLPHV�UHVSHFWLYHO\���7KH�³RWKHU´�FDWHJRU\�UHIHUV�WR�WKUHH�XQLTXH�FKRLFHV��%UDZ6WDWV��

Minitab and RevMan. 

 

Figure 3.2 
Software Choices Used by Participants for Effect Size Calculation 

 

 

Publishing Effect Sizes 

Experience including effect sizes in published papers was more varied than general reported 

effect size use. Just under one third of the sample (30.7%, or 74 participants) reported no 

experience of including effect sizes in published papers. Of the 69.3% (167 participants) who 

have included them in published work, 23 participants identified journal requirements as the 

motivation for incorporating effect sizes, 65 participants reported personal preference as their 
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motivation, and 77 participants said it was a combination of both factors. Two participants 

did not provide a response about preferences. 

 

3.4.2 Part 2: True-False Testing 

For each of the five statements, at least three quarters of participants chose the correct 

answer, with particularly high scores for Statement 4 and Statement 5 (although uncertainty 

was also high for Statement 5); the full spread of responses is shown in Table 3.7. Both of 

these statements (falsely) describe a specific relationship between effect sizes and NHST, but 

the majority of participants in this sample do not appear to hold any effect size fallacies. 

Twenty percent of participants incorrectly indicated that Statement 1 was false, while 

Statement 2 had the second-highest number of incorrect responses (16.2% mistakenly 

labelled S2 as true). Broadly speaking, knowledge related to effect sizes appears to be high 

when evaluated using this data. 

 

Table 3.7 
Response Frequencies For Each True-False Knowledge Statement (n = 234) 

 
Statement 

True False I 'RQ¶W�.QRZ 
 n (%) n (%) n (%) 
1 Effect sizes express the magnitude 

of the influence one variable has 
on another a 

176 (75.2%) 45 (19.2%) 13  (5.6%) 

2 A larger sample size will result in a 
larger (stronger) effect size 

38 (16.2%) 176 (75.2%) 20 (8.5%) 

3 If you are doing high quality 
research, your aim is to find the 
largest effect sizes possible 

25 (10.7%) 184 (78.6%) 25 (10.7%) 

4 A statistically significant p-value 
corresponds to a medium or large 
effect size 

8 (3.4%) 207 (88.5%) 19 (8.1%) 

5 A small effect size indicates that 
the null hypothesis should fail to 
be rejected 

11 (4.7%) 191 (81.6%) 32 (13.7%) 

a 6WDWHPHQW���ZDV�WKH�RQO\�VWDWHPHQW�ZKHUH�³WUXH´�ZDV�WKH�DSSURSULDWH�UHVSRQVH�  
Note. Correct answers are highlighted using bold underlined text. 
 

Only two participants scored zero out of five, one of whom was an MSc student and the other 

D�3K'�VWXGHQW��%RWK�VFRUHV�ZHUH�D�FRPELQDWLRQ�RI�LQFRUUHFW�DQG�³,�GRQ¶W�NQRZ´�UHVSRQVHV��

Only five participants scored one out of five, including one lecturer. Twenty-five participants 
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scored two out of five, and 30 participants scored three out of five, all of whom ranged from 

students through to lecturers (a category which includes senior lecturers and equivalent staff 

members). Seventy-one participants scored four out of five, and 101 participants scored full 

marks.  

 

A one-way ANOVA established that there was a statistically significant relationship between 

job role and true-false score, F(7, 221) = 7.74, p < .001, n2 = 0.197. Mean and median scores 

for each job role are shown in Table 3.8, and it can be seen here that there was typically an 

increase in knowledge associated with PRUH�H[SHULHQFHG�MRE�SRVLWLRQV��,Q�DGGLWLRQ��D�:HOFK¶V�

t-test identified a statistically significant difference between participants who responded yes 

or no to identifying with any part of the open science movement, t(208) = 3.31, p = .001, d = 

0.448. Participants who responded yes had a mean true-false knowledge score of 4.27 (SD = 

1.066), compared to participants who responded no, who had a mean score of 3.76 (SD = 

1.195). 

 

Table 3.8 
Mean and Median True-False Knowledge Scores per Job Role 
Job Role  Mean (SD) Score Median Score 
Professor 4.69 (0.48) 5 
Lecturer 4.56 (0.66) 5 
Postdoctoral Researcher 4.17 (0.91) 4 
PhD Student 3.88 (1.20) 4 
Research or Teaching Assistant 3.8 (1.229) 4 
MSc Student 2.75 (1.29) 3 
Other 3.4 (1.52) 4 
Prefer not to say 2.33 (1.16) 3 

 

3.4.3 Part 3: Defining µEffect Size¶ 

Participants were asked to define effect size in their own words. Just over one quarter of 

definitions were categorised as acceptable, more than half as shows some understanding, and 

the remaining 14.9% as incorrect. Further details are provided in Table 3.9.  

 

Table 3.9 
Categories and Frequencies for Definitions of Effect Size (n = 242) 

Category Frequency 
Acceptable 70 (28.9%) 
Incorrect 36 (14.9%) 
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Shows some understanding 136 (56.2%) 
Vague definitions 56 (23.1%) 
Overly specific definitions 80 (33.1%) 

 

Acceptable definitions 

Seventy definitions, or approximately 30% of the sample, were categorised as acceptable. 

([DPSOHV�LQFOXGH�³the strength or degree to which one variable is related to another´�

�3URIHVVRU��SV\FKROLQJXLVWLFV��DQG�³effect size measures the strength of the relationship 

between variables. different metrics exist, e.g. depending on the kind of variables involved´�

(PhD student, personality psychology).  

 

Incorrect definitions 

Thirty-six definitions were categorised as incorrect. Multiple participants confused effect 

sizes and other concepts, such as statistical power ± H�J��³[an effect size is] the power of your 

analysis´�± DQG�GHJUHHV�RI�IUHHGRP��³an effect size is degrees of freedom´��Other participants 

LQFRUUHFWO\�GHILQHG�HIIHFW�VL]HV�DV�UHODWHG�WR�1+67��VXFK�DV�³the value that adds 

meaningfulness to a p-value´��RU�WKH�PRUH�jumbled ³how statistically significant something is 

in relation to participant numbers´��6RPH�SDUWLFLSDQWV�DOVR�Gemonstrated a misunderstanding 

of how effect size should be interpreted. For example, one participant added the following 

LQFRUUHFW�GHWDLO�WR�WKHLU�GHILQLWLRQ��³if effect size is high, then you are more likely to be able to 

make reliable predictions than if it is low, in which case it is useless for making predictions 

and has little practical use as a result´��3DUWLFLSDQWV�ZKR�JDYH�LQFRUUHFW�GHILQLWLRQV�DOVR�

mentioned a variety of other ideas, such as effect size being a binary indicator of an 

intervention working or not, effect sizes being numbers which compare populations, and 

effect sizes being numbers which show how important an effect is. While the latter idea 

sounds plausible, it is important to remember that an effect size alone is simply a measure of 

magnitude: it may allow the importance of an effect to be evaluated, but does not do this on 

its own.  

 

Definitions categorised as shows some understanding 

Any definition that demonstrated an awareness of effect sizes but did not meet the criteria to 

be classed as acceptable was put into this category (n = 136). More than half of definitions 

were grouped into this category, which was then further divided into vague or overly specific 

definitions. Vague definitions were characterised by a lack of detail, typically offering short 
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GHVFULSWLRQV�VXFK�DV�³effect size is the size of a statistical effect´��³magnitude of a 

phenomenon´��RU�HYHQ�PRUH�VLPSO\��³measure of the effect´��7KH�ODFN�RI�GHWDLO�LQ�WKHVH�

responses meant that no further content analysis was plausible. 

 

Overly specific definitions 

Overly specific definitions indicated the broad misconception that effect sizes are limited to 

particular contexts, with several common more specific misconceptions occurring within this 

data. Note that many definitions included more than one misconception, and so frequencies 

ZLWKLQ�7DEOH������DGG�XS�WR�PRUH�WKDQ�WKH�WRWDO�QXPEHU�RI�GHILQLWLRQV�FODVVHG�DV�µshows 

understanding ± overly specific¶�LQ�7DEOH������7KH�VSHFLILF�FRPPRQ�PLVFRQFHSWLRQV�IRXQG�

within this set of definitions were grouped into the three main categories: effect sizes measure 

a difference, effect sizes measure experiments, and effect sizes are connected to statistical 

testing, each with several subcategories. Two further common ideas were identified, along 

with four unique ones, all of which are shared in Table 3.10. These four unique ideas 

(FDWHJRULVHG�XQGHU�µ2WKHU¶�LQ�7DEOH�8) were: effect sizes are unstandardised values, effect 

sizes measure a real world effect, effect sizes provide meaning, and effect sizes measure 

clinical significance. The majority of these misconceptions indicate that knowledge of effect 

sizes may be constrained by personal experience or discipline. 

 

Table 3.10 
Overly Specific Definitions of Effect Sizes  

Narrow Definitions Frequency Example Quote 
Effect sizes measure a 
difference 

53  

Difference (general) 8 
³WKH�GLIIHUHQFH�LQ�SDUDPHWHUV�RQH�LV�

LQWHUHVWHG�LQ´ 
Group difference (general) 13 ³0DJQLWXGH�RI�GLIIHUHQFHV�EHWZHHQ�JURXSV´ 

Two-group difference 20 
³(IIHFW�VL]HV�UHIOHFW�WKH�PDJQLWXGH�RI�DQ\�
JLYHQ�GLIIHUHQFH�EHWZHHQ�WZR�JURXSV´ 

Difference between 
conditions 8 

³(IIHFW�VL]H�PHDQV�KRZ�PXFK�RI�D�GLIIHUHQFH�
WKHUH�LV�EHWZHHQ�FRQGLWLRQV´ 

Difference between means 4 ³D�VWDQGDUGL]HG�HVWLPDWH�RI�WKH�GLIIHUHQFH 
EHWZHHQ�\RXU�PHDQV´ 

Effect sizes measure 
experiments 

11  

Relates to experiments 4 ³$�QXPHULFDO�PHDVXUH�RI�WKH�VFDOH�OHYHO�RI�
DQ�HIIHFW�REVHUYHG�LQ�DQ�H[SHULPHQW´ 
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Relates to interventions 2 
³7KH�VL]H�RI�WKH�FKDQJH�LQ�WKH�RXWFRPH�

following an LQWHUYHQWLRQ´ 

Relates to manipulations 3 
³$�PHDVXUH�RI�WKH�VWUHQJWK�RI�WKH�HIIHFW�RI�
\RXU�PDQLSXODWLRQ�RQ�RXWFRPH�YDULDEOHV´ 

Relates to treatments 2 
³WKH�SURSRUWLRQ�SHUFHQWDJH�RI�YDULDQFH�GXH�

WR�WKH�WUHDWPHQW´ 
Effect sizes are connected 
to statistical testing 10  

Linked to inferential tests 8 
³7KH�PDJQLWXGH�RI�WKH�HIIHFW�RI�D�VWDWLVWLFDO�

WHVW´ 

Linked to significant p-
values 2 

³:KHQ�D�VLJQLILFDQW�DVVRFLDWLRQ�KDV�EHHQ�
found between a dependant & independent 
variable, the effect size gives an indication 

of how much (how strongly) the independent 
YDULDEOH�FKDQJHV�WKH�GHSHQGHQW�YDULDEOH´ 

Further misconceptions 21  
Effect sizes are standardised 
metrics 

15 ³WHOOV�XV�WKH�PDJQLWXGH�RI�D�UHSRUWHG�HIIHFW�
XVLQJ�D�VWDQGDUGL]HG�ZD\´ 

Effect sizes measure the 
strength of an interaction 

2 ³([SODLQV�WKH�VWUHQJWK�RI�DQ�LQWHUDFWLRQ´ 

Other 4 - 
 

3.4.4 Part 4: Effect Size Training 

More than half of the sample reported that they had not had sufficient training opportunities 

to learn about effect sizes, shown in Table 3.11. Despite 38.5% of the sample reporting that 

they had had sufficient training so far, only 7.9% of the sample respRQGHG�µQR¶�ZKHQ�DVNHG�LI�

they would be interested in further training, suggesting widespread interest in further 

education regarding statistics.  

 

Table 3.11 
Training Experience, and Interest in Future Training (n = 240) 

Response Frequency 
Sufficient training so far  
Yes 92 (38.3%) 
No 142 (59.2%) 
Prefer not to say 6 (2.5%) 
Interest in further training  
Yes 150 (62.5%) 
Maybe 71 (29.6%) 
No 19 (7.9%) 
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Eleven of the 19 participants not interested in any future training provided some explanation 

for their response, and all 11 attributed their lack of interest to having either sufficient 

knowledge or sufficient access to resources already. One of these participants indicated that 

instead of their own knowledge, they rely on the knowledge and resources of others, 

FRPPHQWLQJ�³,�KDYH�HQRXJK�VWDWLVWLFLDQV�LQ�P\�WHDPV�WKDW�,�GRQ¶W�QHHG�WR�ZRUU\�DERXW�WKDW�

[effect sizes] myself´�� 

 

2I�WKH�ODUJHU�JURXS�RI�SDUWLFLSDQWV�ZKR�ZHUH�µPD\EH¶�LQWHUHVWHG�LQ�WUDLQLQJ��n = 71), a further 

34 also described themselves as having some level of sufficient knowledge already, but 

would be interested in context-specific or advanced training if it were available. Fourteen 

SDUWLFLSDQWV�LQ�WKH�µPD\EH¶�JURXS�KLJKOLJKWHG�WKDW�SUDFWLFDO�EDUULHUV�ZHUH�WKHLU�FRQFHUQ�ZLWK�

regards to training, both with regards to factors such as cost and location, but also in the 

context of their workload demand and a broader lack of time for self-development and 

learning. 

 

3.5 Discussion  
 

Effect sizes are a measure of magnitude which often provide researchers with useful evidence 

related to the research questions they are exploring, particularly in contrast to exclusively 

relying on NHST. While researchers such as Badenes-Ribera et al. (2016) have included 

questions about effect size in their wider statistics surveys, overall there is limited evidence 

related to effect size use and knowledge from the perspective of individual psychology 

researchers. The questionnaire study reported in this chapter makes a novel contribution to 

the literature by exploring effect size use and effect size knowledge in psychology 

researchers, using a combination of quantitative and qualitative data. 

 

3.5.1 Using, or Not Using, Effect Sizes 

Self-reported effect size use was high in this study, with fewer than 10% of participants 

LQGLFDWLQJ�WKDW�WKH\�QHYHU�XVH�HIIHFW�VL]HV��DQG�D�IXUWKHU�����RI�SDUWLFLSDQWV�µQRW�DOZD\V¶�

using them. These findings complement reviews of the literature, which have also found that 

effect size use is increasing over time (e.g. Peng et al., 2013). However, it should also be 

noted that the free-text definitions indicate that many researchers have a narrow perception of 

what an effect size actually is. In the context of effect size use, participants may be over-
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estimating their own use based on a lack of knowledge about all of the appropriate 

circumstances in which various effect size indices can be used. For instance, if a researcher 

SHUFHLYHV�DQ�HIIHFW�VL]H�WR�RQO\�PHDVXUH�GLIIHUHQFHV��H�J��&RKHQ¶V�d), they may identify as 

always using effect sizes in relevant circumstances, but in reality may not use them in other 

more diverse research contexts. 

 

Self-reported explanations for not using effect sizes suggest that extrinsic motivation such as 

journal requirements are likely to positively influence behaviour, given that participants often 

DWWULEXWHG�D�ODFN�RI�HIIHFW�VL]H�XVH�WR�µQRW�QHHGLQJ�WR�XVH�WKHP¶�RU�PRUH�EURDGly explaining it 

away as a bad habit. These scenarios where researchers are choosing not to use effect sizes 

suggest that some researchers do not yet perceive the value of incorporating effect sizes into 

their work, signifying that intrinsic motivation is also a barrier to behaviour change. Given 

that the academic landscape has been dominated by a publishing culture which prizes p < .05 

instead of carefully evaluated findings, this would not be surprising. This could also be 

connected to the narrow contexts in which many researchers in this study knew of effect 

sizes: if a researcher only knows that an effect size measures the size of an intervention, they 

may fail to see a need for effect sizes in their own work. Indeed, these explanations for not 

using effect size consistently reflect, both explicitly and indirectly, that a lack of knowledge 

is an important barrier to effect sizes. 

 

3.5.2 Knowledge of Effect Sizes 

A lack of knowledge was the most common self-reported explanation for not using effect 

sizes. This finding is reinforced in the training data, where fewer than 10% of participants 

reporting not being interested in effect size educational training. However, the true-false 

knowledge data does suggest there is at least a reasonable baseline of conceptual knowledge 

in this sample. For all five true-false statements, more than three quarters of participants 

correctly identified each as being true or false, which indicates that there is a good 

understanding of effect sizes within these topics, for most participants. Indeed, in this sample, 

very few participants appear to demonstrate the magnitude fallacy (a belief that there is a 

relationship between effect size magnitude and statistical significance), which has been 

identified in past studies (e.g. Kühberger et al., 2015).  

 

However, a small but not negligible proportion (16%) of participants did indicate a belief that 

increasing sample sizes corresponds to increasing effect sizes, while a similar proportion of 
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researchers shared incorrect definitions of effect size. Several of these definitions 

demonstrate lingering confusion over effect sizes and NHST, such as those which described 

an effect size as a post hoc process to be calculated if a significant result has been found. This 

PLUURUV�WKH�XQFHUWDLQW\�LQ�UHVSRQVHV�WR�6WDWHPHQW����µA small effect size indicates that the null 

hypothesis should fail to be rejected¶���ZKHUH�����RI�SDUWLFLSDQWV�RSWHG�IRU�µ,�GRQ¶W�NQRZ¶�DV�

their response). Given that many other definitions of effect size indicated a partial, but not a 

comprehensive, understanding of effect size, coupled with a self-reported lack of knowledge 

and desire for better training, more progress needs to be made with regards to creating a solid 

foundation of new statistical knowledge in the psychology research population.  

 

3.5.3 Study Limitations 

It must be acknowledged that this sample does not generalise well to the wider psychology 

population. Firstly, the sample is skewed towards Western countries, with no African or 

South American representation, and only one participant in Asia (Singapore). Also, more 

than 65% of participants are early career researchers (in this context, meaning MSc research 

students through to postdoctoral researchers). In addition, a large proportion of the sample 

identified as being engaged with some aspect of open science or psychological reform, which 

is likely to mean more exposure to statistical discussions, and more interest in statistical 

reform. While it is impossible to establish the current proportion of psychological researchers 

worldwide who fall into this demographic group for the purpose of comparison, it is likely 

that the study sample over-represents this group, and that effect size use and knowledge could 

be lower in the wider population. 

 

The measurements used in this online questionnaire should also be evaluated as a limitation 

of this study. The response options for use of effect sizes (yes, not always, no) fail to capture 

the finer details of effect size use, and would benefit from expansion to provide more options 

in future studies. Similarly, the statements used within the true-false measure are unvalidated 

and were devised as an exploratory tool for this study. They serve their purpose within this 

particular piece of research, but should not necessarily be used in future work without 

modification or expansion. In particular, the wording of the statements should be evaluated. 

7KH�ILUVW�VWDWHPHQW�LQ�SDUWLFXODU��ZKLFK�LV�XVHG�DV�D�µFRUUHFW¶�GHILQLWLRQ�RI�HIIHFW�VL]H��PD\ 

PLVOHDG�SDUWLFLSDQWV�LQWR�LPSO\LQJ�FDXVDWLRQ��³the magnitude of the influence one variable 

has on another´�, and so rating it as false may represent a critical perspective on causation, 

instead of a lack of knowledge. While the choice of statements here was grounded in the 
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literature, there are many other facets of effect size knowledge that could be explored. More 

broadly, the use of true-false statements also fails to examine knowledge in context, and so 

does not determine how well effect sizes are actually used and understood within research.  

  

3.5.4 Future Directions 

Future research which expands both the measures used here, and increases sample diversity 

and representativeness, is essential to build a more substantial picture of how effect sizes are 

used and understood in the psychology research population. As there is limited current 

research into effect size use and understanding, diverse study designs can be adopted to 

explore this area in a variety of ways. Data from these types of studies not only generally 

illustrates the knowledge levels of researchers, but also serves the purpose of providing clear 

directions for education and training that will improve statistical understanding and use. 

Chapter 4 of this thesis presents a further exploratory study related to effect sizes, using a 

more contextual research setting and new methods. 

 

Outside of research, it must also be ensured that effect size reporting does not simply become 

a check-box exercise, with increased training and resources made available to researchers. 

While it is not the responsibility of journals to educate researchers, they do offer a 

particularly accessible way to reach a wide audience through their author guidelines, and 

could arguably easily provide helpful resources. This strategy has already been adopted by 

some journals, such as Psychological Science (as discussed in Chapter 2). Similarly, as the 

APA takes a clear stance on providing statistical instructions, they could expand their current 

selection of writing and formatting tutorials to also include statistical tutorials, given that they 

already have a big impact on how research is disseminated. It is clear based on the responses 

shared here that many psychology researchers are willing to take part in training and would 

engage with educational materials, if available. Unquestionably, individuals, universities and 

other institutions should also take responsibility for training, but a collective effort, utilising 

channels already widely accessed by researchers, is likely to have the most effective impact. 

 

3.6 Conclusion: The Messy Reality of Effect Sizes 
 

If effect size use is being strongly encouraged by organisations and editorial boards, then they 

must be used correctly, to avoid repeating past mistakes concerning statistics in psychology. 
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Therefore, the ideal psychology researcher must have a basic understanding of effect sizes, 

such as (but not limited to) the facts included in the true-false statements shared with 

participants in this chapter. In addition, the ideal researcher would have a deeper knowledge 

of effect sizes regarding their meaning and interpretation, and be able to use this deeper 

knowledge effectively and purposefully, to describe and compare the phenomenon they are 

studying. Without this, the non-ideal researcher is likely to encounter several issues, 

including (1) failing to report effect size indices in all relevant contexts, (2) making incorrect 

associations between effect sizes and NHST, and/or (3) not using effect sizes to evaluate data 

fully, i.e. thinkinJ�EH\RQG�µWKHUH�LV�DQ�HIIHFW¶� 

 

The data presented in this chapter highlights the messy reality of effect size use and 

knowledge in a sample of psychology researchers. For instance, while scores were generally 

high on the true-false statements, up to a quarter of responses were incorrect per item, with 

uncertainty (measured using ,�GRQ¶W�NQRZ UHVSRQVHV��DV�KLJK�DV�������IRU�6WDWHPHQW����µA 

small effect size indicates that the null hypothesis should fail to be UHMHFWHG¶�. Perhaps the 

FOHDUHVW�H[DPSOH�RI�WKLV�µPHVV\�UHDOLW\¶�LV�WKDW�HIIHFW�sizes are only apparently understood in 

narrow contexts by many participants (e.g. ³D�VWDQGDUGL]HG�HVWLPDWH�RI�WKH�GLIIHUHQFH�

EHWZHHQ�\RXU�PHDQV´���ZKLOH�PDQ\�PRUH�DUH�HQWLUHO\�XQVXUH�RI�ZKDW�WKH\�DUH��H�J��³how 

statistically significant something is´�or ³[an effect size is] the power of your analysis´���This 

lack of deeper knowledge will likely lead to effect sizes only being used in a small proportion 

of research settings, with researchers failing to make use of a wide range of indices to support 

their work. Additionally, researchers will struggle to accurately follow the advice of 

organisations such as the APA. It is clear that researchers need more information about the 

diversity of effect size indices, to expand their knowledge and to equip them with the correct 

statistics to support different styles of quantitative research. 
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Chapter 4: Exploring the Perception of Effect Sizes 
 

Preface 
 

This chapter presents a pilot study examining the perception of effect sizes on graphs. The 

original plan for this research was to collect data in a workshop focus group environment, to 

explore how researchers interpret statistics while also sharing their thoughts and questions. 

However, due to COVID-19, face to face research was not possible, and a pilot of an online 

workshop indicated that recreating this design online was not an effective way to collect data. 

Consequently, an online psychophysical approach was adopted instead, using a Method of 

Constant Stimuli-type design to present participants with a series of graphs. This 

experimental approach was inspired by µnight science¶, which encourages abstract 

approaches to explore ³the unstructured realm of possible hypotheses, of ideas not yet fully 

fleshed out´��<DQDL�	�/HUFKHU���������7KLV�exploratory approach presented the opportunity to 

study the uncertainty of effect sizes through a novel online experiment. 
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4.1 Abstract 
 

Background: While conceptual knowledge is an important line of investigation, the 

understanding of effect sizes should also be examined in more contextual settings. At present, 

minimal research exists examining effect size understanding, and so this chapter uses an 

exploratory experiment to investigate the visual understanding of effect sizes.  

 

Methods: An online experiment asked 56 UK-based psychology researchers to estimate the 

effect sizes shown on a series of graphs. Participants were randomised to view graphs 

displaying data from studies with n = 50 or n = 100 participants, and all participants saw a 

mix of scatter plots and two-group plots (a style of raw data presentation which would 

correspond to a t-test design). Effect size and statistical significance judgements were 

measured. 

 

Results: Participants typically underestimated effect sizes throughout the experiment, with 

judgements of two-group plots slightly worse than scatter plots. However, participants who 

opted WR�XVH�3HDUVRQ¶V�U�DV�WKHLU�HIIHFW�VL]H�LQGH[�JDYH�PRUH�DFFXUDWH�HVWLPDWHV�WKDQ�

SDUWLFLSDQWV�ZKR�XVHG�&RKHQ¶V�G��6LJQLILFDQFH�MXGJHPHQWV�ZHUH�VLPLODUO\�LQDFFXUDWH��DQG�

indicate that participants overestimate the critical effect size values which correspond to 

statistically significant results. 

 

Conclusions: Overall, judgements of both effect size and statistical significance were poor. 

7KH�VOLJKW�DGYDQWDJH�GHPRQVWUDWHG�E\�SDUWLFLSDQWV�ZKR�XVHG�3HDUVRQ¶V�U�VXJJHVWV�WKDW�D�

stronger familiarity with correlations (and therefore a likely stronger familiarity with scatter 

plots) is an advantage for recognising effect sizes. Given that participants consistently 

overestimated the critical effect sizes for statistical significance, these findings suggest that a 

statistically significant result is imagined by researchers to correspond to a stronger effect 

than is actually the case. 
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4.2 Introduction  
 

Thus far in this thesis, effect sizes have been examined through the lens of a straightforward 

questionnaire (presented in Chapter 3), which tested knowledge using a series of true-false 

statements and through qualitative definitions of effect size. However, this data does not 

provide a deeper insight into how effect sizes are perceived or understood. Given that an 

effect size is any value which quantifies the size of a phenomenon of interest, it would be 

useful to know how any particular effect size value is perceived by a researcher. This chapter 

presents the findings of a novel graph estimation study used to examine judgements of effect 

size. 

 

4.2.1 Effect Size Judgement 

Typically, effect sizes are written down, and the most popular guidance for interpretation is 

&RKHQ¶V�EHQFKPDUNV�ZKHUH�d  �����LV�GHVFULEHG�DV�D�µVPDOO¶�HIIHFW�DQG�VR�RQ��Cohen, 1992). 

However, both µVPDOO�HIIHFW¶�and µd   ����¶�are simply abstract descriptions, and very little is 

known about how these written descriptions correspond to an inner visualisation of a 

particular effect. As the primary value of an effect size is to provide deeper insight into the 

phenomenon being studied, and also to allow data to be compared, an ideal researcher should 

be able to form an accurate mental image of a given effect size in order to understand and 

make use of it. However, little is known about this thought process. In one of the few studies 

focusing on effect size perception, a sketch-the-effect-size method found that effect size 

judgements are highly inflated and widely varied (Kerns et al., 2020).  

 

Even without explicit effect size indices, effects are often still of interest. For instance, even 

when relying exclusively on NHST and p-values, the majority of researchers are still studying 

an effect of some form, and are therefore likely to implicitly associate some degree of 

magnitude with it. However, little is known about the effect size judgements that researchers 

might subconsciously make when reading a result such as p < .05. In one of the only studies 

of statistical significance judgements using graphs, human judgement was found to be more 

conservative than actual statistical tests. Participants typically rated data as not being 

statistically significant, despite the data actually resulting in p < .05 when analysed with t-

tests (the equivalent of participants making Type II errors in their judgements) (Sheth & 

Patel, 2015). This demonstrates that researchers expect to see a more obvious effect than is 
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required IRU�GDWD�WR�EH�VWDWLVWLFDOO\�VLJQLILFDQW��&RQFHSWXDOO\��WKLV�DOLJQV�ZLWK�WKH�µPDJQLWXGH�

IDOODF\¶��ZKLFK�LV�ZKHUH�VLJQLILFDQW�p-values are falsely associated with medium or large 

effects (Kline, 2004). Previous research has identified this in samples of psychology 

researchers (Oakes, 1986) and also psychology students (Kühberger et al., 2015); although 

just 3.4% of the participants sampled in Chapter 3 appeared to have this misconception. 

 

4.2.2 Chapter 4 Overview 

The study reported in this chapter was designed to explore judgements of effect size and 

statistical significance in an experimental setting, using a sample of psychology researchers. 

One option to measure judgement of both concepts would be to ask participants to produce 

their own graphs which correspond to particular effect sizes or p-values, to provide a clear 

insight into their individual perspectives ± as used by Kerns et al. (2020). However, this is not 

a practical method, particularly when conducting research online. Instead, the study in this 

FKDSWHU�DGRSWHG�DQ�DSSURDFK�VLPLODU�WR�WKH�WUDGLWLRQDO�SV\FKRSK\VLFV�³0HWKRG�RI�&RQVWDQW�

6WLPXOL´��SUHVHQWLQJ�SDUWLFLSDQWV�ZLWK�D�UDQJH�RI�VWLPXOL�WR�LQIHU�ZKLFK�RQHV�UHSUHVHQW�

particular effect sizes or p-values. Using an approach such as this makes it possible to 

measure both constant error (i.e. over- or under-estimation) and also variable error in 

judgements, which presents an insight into both perceptual bias and more general uncertainty.  

 

Objective 1: To explore the accuracy of judgements of effect sizes that researchers make 

when inspecting graphical representations of data.  

 

Objective 2: To explore researcher perceptions of statistical significance when inspecting 

graphical representations of data, to see if judgements of NHST (a more familiar and long-

established concept) are better than judgements of effect size. 

 

4.3 Methodology 
 

This study was approved by the University of Stirling General University Ethics Panel 

(GUEP #1039 20-21), and adhered to the Code of Human Research Ethics guidelines of the 

British Psychological Society (BPS, 2014). Documentation can be found in Appendix C. 

 

4.3.1 Sampling and Inclusion Criteria 
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As this study was designed as a small scale exploratory piece of work, no power analysis was 

used to determine a suggested sample size. An arbitrary target sample size of 50 responses 

was chosen, based on the availability of 5 x £20 Amazon vouchers as an incentive prize draw 

(to give participants an approximate 1 in 10 chance of winning a voucher). Similarly to the 

effect size survey study in Chapter 3, inclusion criteria for this study was any self-identifying 

psychology researcher, including PhD students. Location was restricted to participants within 

the United Kingdom (for the purposes of providing a prize in pounds sterling). Choosing to 

leave any questions blank did not impact entry into the prize draw. Participants were 

recruited via opportunity sampling across a two-week recruitment window in March 2021 

through the internal Psychology department staff and PhD student mailing lists at the 

University of Stirling, and through Twitter.  

 

4.3.2 Materials 

An online questionnaire was created for this study, and delivered via Qualtrics (Qualtrics, 

Provo, UT). All materials are available within the OSF folder associated with this thesis 

(found here). The questionnaire was piloted with one lecturer and one PhD student, and based 

on their feedback the demographic questions were altered to exchange free-text boxes for a 

list of response items.  

 

Participants were first presented with an information and consent sheet, and description of the 

task. This was followed with a brief series of demographic questions regarding job role and 

psychology sub-field. Participants were also asked about their engagement with any form of 

open science behaviours, SIPS or other elements of psychological reform using the same 

broad question reported in Chapter 3. Participants were then asked to rate their statistics 

knowledge using a sliding scale from 1 (very poor) to 10 (excellent).  

 

The subsequent page asked participants if they calculate effect sizes in their own quantitative 

research, with a four-item response scale from no ± never through to yes ± always. This 

question was followed with a similar question about power analysis (³Do you use a priori 

power analyses to determine sample sizes for all suitable quantitative research (i.e. not 

taking into account pilot/exploratory/qualitative work)?´), with an added fifth response 

choice of no ± I have only conducted pilot, exploratory and/or qualitative work. This 

information was collected to establish participant familiarity with effect sizes, both directly 

and also through power analysis calculations (which require effect size estimates). These 

https://osf.io/7wgku/?view_only=ee4715579a814493819579027df854bd
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questions were followed with a reminder about effect sizes, as shown in Figure 4.1, to ensure 

that all participants were equipped with the same basic information about effect sizes before 

beginning the task.  

 

Figure 4.1 
Information Shown to Participants Before Task 

 
 

Eighty-four stimuli were created for this survey, split into two conditions. In both conditions, 

21 scatter plots and 21 two-group plots were created, showing sample effect sizes ranging 

from r = .0 through to r = .6, in rising increments of 0.1. Each effect size was displayed on 

three different graphs, for each type of plot (e.g. each condition would include three different 

scatter plots showing r = .4, and three different two-group plots showing r = .4). All scatter 

plots were drawn from a bivariate normal distribution, and all two-group plots were drawn 

from a univariate normal distribution, using the same mean and standard deviation. Two 

example graphs are shown in Figure 4.2. The two conditions differed only by sample size: in 

Condition 1, graphs showed a sample size of n = 50, and in Condition 2, graphs showed a 

sample size of n = 100.  

 

Figure 4.2 
Sample Graphs Shown to Participants (Two-Group and Scatter Plots) 
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For each graph, participants were asked to make two judgements. They were first asked to 

estimate the effect size displayed (using a free-text response box), and to indicate whether 

WKH\�KDG�XVHG�&RKHQ¶V�d RU�3HDUVRQ¶V�r for their estimate. This data is subsequently described 

DV�³([SHULPHQW��´� They were then also asked if they believed that the data would correspond 

to a statistically significant p-value (p < .05), with response options yes, no or ,�GRQ¶W�NQRZ��

7KLV�GDWD�LV�VXEVHTXHQWO\�GHVFULEHG�DV�³([SHULPHQW��´��Once all 42 stimuli had been 

presented, participants were asked to rate their confidence in doing the estimation task on a 

sliding scale from 1 (very poor) to 10 (excellent), and were asked whether they found one 

type of plot (two-group or scatter) easier to evaluate than the other.  

 

4.3.3 Procedure 

Participants gave informed consent via an electronic checkbox before beginning the 

experiment, and could leave by exiting the online webpage at any point with no penalty. 

Participants answered the demographic and background questions listed above, before being 

randomly assigned (by Qualtrics) to Condition 1 (n = 100) or Condition 2 (n = 50), making 

this a between-subjects design. Participants were then shown their 42 stimuli in a randomised 

order, and answered the questions listed above for each graph (covering Experiment 1 and 

Experiment 2 together), before answering the closing questions and entering the prize draw if 

they wished to do so. 

 

4.3.4 Data Tidying 

Sixty-seven participants began the survey. Eleven were removed from the final data set due 

to not continuing past the demographic questions, answering fewer than half of the estimated 

effect size questions, or using 0 or 1 for all of their estimated values. Once the final data set 

ZDV�DVVHPEOHG��DOO�HIIHFW�VL]HV�UHSRUWHG�XVLQJ�&RKHQ¶V�d (as per participant preference) were 

FRQYHUWHG�WR�3HDUVRQ¶V�r, using MATLAB, to create a cohesive data set. The conversion 

EHWZHHQ�&RKHQ¶V�d DQG�3HDUVRQ¶V�r is as follows: 

 

ݎ ൌ �
݀

ξ݀ଶ ൅ Ͷ
 

 

for example, as given in Ruscio (2008, p. 21).  This equation is only exact when groups are of 

HTXDO�VL]HV��ZKLFK�LV�WUXH�RI�WKH�GDWD�VLPXODWHG�IRU�WKLV�H[SHULPHQW��([DPSOHV�RI�3HDUVRQ¶V�r 
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YDOXHV�ZKHQ�FRQYHUWHG�IURP�&RKHQ¶V�d are shown in Table 4.1, rounded to 4 decimal places 

(note this is not an exhaustive list of all estimates provided by participants).  

 

Table 4.1 
Conversion oI�&RPPRQ�&RKHQ¶V�d Values tR�3HDUVRQ¶V�r 

&RKHQ¶V�d 3HDUVRQ¶V�r 
0.2 0.0976 
0.5 0.2357 
0.8 0.3652 
1.0 0.4472 
1.5 0.6 
2 0.7071 

 

All effect sizes were then transformed using the Fisher z-transformation to regularise the 

distribution of r values, because the sampling distributions for z are normal and independent 

of effect size. In contrast, the sampling distribution for r varies in both standard deviation and 

skew (Fisher, 1925, as cited in Wicklin, 2017���)LVKHU¶V�WUDQVIRUP�LV�JLYHQ�E\� 

 

ݖ ൌ  ሻݎଵሺି݄݊ܽݐ

 

Table 4.2. 
&RQYHUVLRQ�RI�3HDUVRQ¶V�U�Using the Fisher Z-Transformation 

Original Transformed 
0.2 0.2027 
0.4 0.4236 
0.6 0.6931 

 

All effect size & significance analyses reported below were computed twice: once using data 

in the raw r format, and once using the Fisher z-transformation format. Results and patterns 

remained the same for both versions of the data. In order to provide graphs which best reflect 

the raw estimations provided by participants, the non-transformed values are used in the 

version of results presented here until the final comparison graph, which is clearly labelled in 

the results section of this chapter as using transformed values. This is further justified by the 

consideration of the set of effect sizes examined for this study: no graphs corresponded to an 

effect size greater than r = .6, and the transformed values remain very similar to the original 

values up to this point (see Table 4.2). Note that transformed graphs are available in 

Appendix C of this thesis for comparison.  
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4.3.5 Data Analysis 

Descriptive summary statistics were computed for participant demographics, task confidence 

ratings, and graph feedback. In line with the pilot nature of this project, all subsequent data 

analyses were exploratory. Note that there is both a full series of results presented in Section 

4.4, and a plain language summary (see 4.4.3). 

 

The difference between each effect size estimation and actual effect size per trial was 

calculated. For each combination of sample effect size and plot type (e.g. scatter plot showing 

r = .1), participants gave three different estimates (as each combination was shown on 3 

different graphs). These three responses were averaged to give a single estimate for each 

combination of effect size and plot type for each participant. Linear regression was then used 

to fit a straight line relating estimated effect size to actual effect size for each participant. The 

slope of this line indicates overestimation if > 1, underestimation if < 1, and perfect accuracy 

if equal to 1. The formula for this process is given by (where b is the slope): 

 

ሻ݀݁ݐܽ݉݅ݐݏሺ݁ݎ ൌ ܽ ൅ ܾ כ  ሻ݈ܽݑݐሺܽܿݎ

 

Data was then split by participant choice of effect size index (d or r) to look for potential 

GLIIHUHQFHV�LQ�MXGJHPHQW�EHWZHHQ�WKRVH�ZKR�XVHG�&RKHQ¶V�d DQG�WKRVH�ZKR�XVHG�3HDUVRQ¶V�r.  

 

Significance judgements were also analysed to identify how the proportion of yes ± this result 

would be statistically significant ratings varied with the actual effect size for each graph type 

and condition. Exploratory probit analysis (a form of logistic regression; Finney, 1971) was 

used to fit a cumulative normal distribution to the significance data (shown in Figure 4.5 in 

Section 4.4.2). The effect-size at which the proportion of µsignificant¶ responses crosses 50% 

was then estimated from the fitted curve for each participant. This is the value at which a 

participant was equally likely to rate a graph as significant or non-significant and is their 

estimate of the critical effect-size at which an effect becomes significant (hereafter referred to 

as their perceived critical effect size value). The actual critical effect size value (the effect 

size which would correspond to p = .05) for a sample size of 50 is r = .26, and for a sample 

size of 100 it is r = .19. 
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4.3.6 Participants 

The final data set for this study consists of 56 participants, representing a wide variety of job 

positions and sub-fields of psychology. The demographic characteristics of this sample are 

reported in full in Table 4.3. Self-rated statistical knowledge was negatively skewed, with a 

mean and median of 6 (SD = 1.6) and mode of 7 out of 10, on a sliding scale. 

 
Table 4.3 
Demographic Characteristics of the Sample (n = 56) 

Demographic Groups Frequency 
Job  
Research or Teaching Assistant (no PhD) 1 (1.8%) 
PhD Student 21 (37.5%) 
Demonstrator, Research or Teaching Assistant (with PhD) 3 (5.4%) 
Postdoctoral Researcher 8 (14.3%) 
Lecturer 14 (25.0%) 
Senior Lecturer 3 (5.4%) 
Professor or Tenured Staff 3 (5.4%) 
Reader 1 (1.8%) 
Othera 2 (3.6%) 
Field  
Clinical 4 (7.1%) 
Cognition 18 (32.1%) 
Cyberpsychology 2 (3.6%) 
Developmental 2 (3.6%) 
Educational 1 (1.8%) 
Evolutionary 3 (5.4%) 
Forensic 2 (3.6%) 
Health 6 (10.7%) 
Mathematical 1 (1.8%) 
Neuropsychology 4 (7.1%) 
Personality 1 (1.8%) 
Social 5 (8.9%) 
Otherb 5 (8.9%) 
Missing 2 (3.6%) 
Open Science  
Yes 41 (73.2%) 
No 14 (25.0%) 
Prefer not to say 1 (1.8%) 

a Other describes an MSc by research student and a public sector researcher with PhD 
b Other sub fields: autism studies, comparative psychology, emotion studies, environmental 
psychology, and addiction 
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4.4 Results 
 

Both effect size and power analysis use varied across this sample, with 10% of participants 

never using effect sizes, and 8.2% never using a priori power analyses, as illustrated in Table 

4.4. Note that an a priori power analysis requires an estimated population effect size, and so 

is a reflection on effect size use in a wider context than just for accompanying results. 

 
Table 4.4 
Reported Effect Size and a Priori Power Analysis Use (n = 56) 

 Statistics Use Frequency 
Effect Size Use  
Never 6 (10.7%) 
Occasionally 11 (19.6%) 
Frequently 19 (33.9%) 
Always 20 (35.7%) 
Power Analysis Use  
Never 5 8.9%) 
Occasionally 16 (28.6%) 
Frequently 22 (39.3%) 
Always 9 (16.1%) 
Not applicable to my work 4 (7.1%) 

 

The subsequent sections present participant judgements of effect size and statistical 

significance, illustrated with a series of graphs. These findings are then complemented with a 

plain language summary in Section 4.4.3. 

 

4.4.1 Experiment 1 - Effect Size Judgements 

Table 4.5 presents the spread of estimated effect sizes for each actual effect size, graph type, 

and sample size. The n = 50 columns reflect data from participants in Condition 1 (small 

sample size), and n = 100 reflect data from participants in Condition 2 (large sample size). 

On average, participants underestimated effect sizes regardless of graph type or sample size. 

However, estimates varied hugely, as demonstrated by both the standard deviations and the 

minimum and maximum estimated value: for instance, it can be seen that the maximum 

estimate for a graph showing r = .0 was r = .8. The most accurate estimates for each effect 

size are highlighted in bold, and show that typically (but not exclusively) estimates were 

more accurate for scatter plots and larger sample sizes.  
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Table 4.5. 
Collated Summary Statistics for Each Effect Size and Graph Type 

Actual Effect Size 
Estimated Effect Sizes 
N = 50 N = 100 
Scatter 2-group Scatter 2-group 

0.0     
Mean (SD) 0.084 (0.164) 0.079 (0.153) 0.014 (0.094) 0.046 (0.106) 
Min -0.4 -0.1 -0.3 -0.25 
Max 0.7 0.8 0.2 0.5 
0.1     
Mean (SD) 0.102 (0.186) 0.099 (0.168) 0.081 (0.127) 0.079 (0.111) 
Min -1.0 0.0 -0.3 -0.2 
Max 0.6 0.8 0.6 0.5 
0.2     
Mean (SD) 0.166 (0.228) 0.078 (0.192) 0.141 (0.128) 0.104 (0.106) 
Min -1.0 -1.0 0.0 -0.2 
Max 0.7 0.8 0.6 0.407 
0.3     
Mean (SD) 0.218 (0.242) 0.154 (0.198) 0.219 (0.159) 0.194 (0.151) 
Min -1.0 -1.0 0.0 0.0 
Max 0.7 0.8 0.7 0.7 
0.4     
Mean (SD) 0.308 (0.221) 0.260 (0.189) 0.324 (0.202) 0.227 (0.18) 
Min 0.0 0.0 0.0 -0.2 
Max 0.8 0.816 0.9 0.816 
0.5     
Mean (SD) 0.393 (0.225) 0.291 (0.174) 0.469 (0.217) 0.282 (0.169) 
Min 0.0 0.0 0.0 0.01 
Max 0.85 0.816 0.9 0.7 
0.6     
Mean (SD) 0.478 (0.326) 0.358 (0.184) 0.566 (0.203) 0.361 (0.192) 
Min -1.0 0.098 0.05 0.049 
Max 0.9 0.832 0.9 0.9 

 

Figure 4.3 provides more insight into the effect size estimates, divided by participant 

SUHIHUHQFHV�IRU�XVLQJ�&RKHQ¶V�d or 3HDUVRQ¶V�r. Each graph plots the mean estimated effect 

size for each actual effect size, and the white slope indicates the expected estimate if 

participants were not making constant errors. In all four combinations of graph type and 

VDPSOH�VL]H��SDUWLFLSDQWV�XVLQJ�&RKHQ¶V�d (plotted in red) typically underestimated effect 

VL]HV�WR�D�JUHDWHU�GHJUHH�WKDQ�WKRVH�SDUWLFLSDQWV�RSWLQJ�IRU�3HDUVRQ¶V�r (plotted in yellow).  
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Figure 4.3 
Effect Size Estimates for Each Graph Type and Sample Size 

 
Note. %RWK�D[HV�DUH�GLVSOD\HG�DV�3HDUVRQ¶V�r. 2G = two group plot and S = scatter plot.  
 
Figure 4.4 
Histograms Displaying Slopes for Individual Effect Size Estimates  

 
Note. 2G = two group plot and S = scatter plot. 
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Figure 4.4 presents a different perspective on the effect size estimates, illustrating the varying 

participant accuracy slopes with a series of histograms. In the graphs shown in Figure 4.3, the 

white line corresponds to perfect accuracy, and has a slope value of 1. In Figure 4.4, it can be 

seen that participant slopes were only, on average, close to 1 in Condition 2 (n = 100), when 

assessing scatter plots (mean slope = 0.935). The highest degree of bias can be seen in both of 

the two-group conditions, even when sample size was doubled (n = 50 versus n = 100). 

 

4.4.2 Experiment 2 ± Significance Judgements 

First, some context for this section is required. Judging the statistical significance of a data 

set on a graph requires two pieces of information: (1) the sample effect size and (2) the 

critical effect size value at which a data set within this design corresponds to a statistically 

significant p-value. An ideal participant would judge the effect size from the graph, and 

compare it with a known critical effect size. If the judged effect size is smaller than the 

known critical effect size, then the participant labels the graph as statistically non-significant. 

If it is larger, then they label the graph as statistically significant. 

 

Figure 4.5 
Graphs Demonstrating Significance Judgements (Ideal and With Errors) 
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Graph 1 in Figure 4.5 is a visual representation of an ideal set of results: there is a clear step 

from zero to one at the critical effect size, which corresponds to perfect judgements of 

statistical significance. There are three ways that the ideal particLSDQW¶V�MXGJHPHQW�WKHQ�

GHJUDGHV��)LUVW��LI�WKH�SDUWLFLSDQW�UHPDLQV�µSHUIHFW¶�DW�NQRZLQJ�DQG�XVLQJ�WKH�FULWLFDO�HIIHFW�

size value, they could make random errors in judging the sample effect size. This creates a 

curve instead of a step from zero to one at the critical effect size line, as shown in Graph 2 

within Figure 4.5 (note that the standard deviation of 0.18 is calculated from the effect size 

estimation data presented earlier in this chapter). The more variable the underlying effect size 

judgements, the flatter the curve. Second, with the same caveat of still perfectly using the 

critical effect size value, they could make a constant error in their judgement of sample effect 

sizes, which shifts the curve rightwards (for underestimation) or leftwards (for 

overestimation). Given that the data presented earlier in this chapter demonstrates constant 

underestimation, the curve has been shifted rightwards, shown in Graph 3 of Figure 4.5. 

Third, they may fail to use the critical effect size perfectly, and combine this mistake with 

errors of effect size judgement, which creates both joint random and joint constant errors. 

This has a further impact on flattening the curve, and shifting it rightwards or leftwards.  

 

Figure 4.6 
Significance Judgements for Each Graph Type and Sample Size 

 
Note. The x-D[LV�LQGH[�LV�3HDUVRQ¶V�r and y-axis measures proportion of significant judgements. 2G = 
two group plot and S = scatter plot.  
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Looking now to the actual results of this study: the proportion of µsignificant¶ judgements for 

all participants combined, as a function of effect size, is shown in Figure 4.6 (once again 

GLYLGHG�LQWR�MXGJHPHQWV�PDGH�LQ�3HDUVRQ¶V�r DQG�WKRVH�PDGH�LQ�&RKHQ¶s d). The white lines 

on each graph illustrate the actual critical effect size value, i.e. the effect size where the graph 

type would correspond to p = .05 (r = .26 for n = 50 and r = .19 for n = 100). Recall that if 

all participants were rating the graphs correctly, the proportion on the left side of each white 

line should be zero, and proportions on the right side of the white line should be one. Across 

all four graphs, the curve is noticeably flat, and all four cross 0.5 on the y-axis to the right of 

the actual critical effect size, demonstrating that there is both high variable error and also 

high constant error in the judgements. While performance is broadly best in the N100 x S 

condition, there is wide variability across judgements overall. Despite a clear proportion of 

participants incorrectly rating very small effect sizes as significant, typically participants 

overestimated the effect size associated with statistical significance, which is explored further 

in Figure 4.7.  

 

Figure 4.7 
Perceived Critical Effect Size Values (rcrit) for Graph Type and Sample Size 

 
Note. 2G = two group plot and S = scatter plot 

 

While each sample size has a fixed critical effect size, each participant also has a perceived 

critical effect size (the point at which a participant is equally likely to interpret a graph as 
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being significant or non-significant). Figure 4.7 presents the distribution of perceived critical 

effect sizes per condition. These graphs indicate that differences in these critical values vary 

only slightly between different graph types and conditions. The mean perceived critical 

values, ranging from 0.366 to 0.398, are all greater than the actual critical values for the 

graphs, (r = .26 for n = 50 and r = .19 for n = 100), indicating that most participants 

overestimate the critical effect size associated with statistical significance. Noticeably, there 

are minimal differences between judgements made in the n = 50 condition versus the n = 100 

condition.  

 

Figure 4.8 
Actual Versus Expected Significance Judgements  

 
Note. )LVKHU¶V�]-transformation has been applied to this data. 2G = two group plot and S = scatter plot. 
 
The final set of graphs uses the responses from Experiment 1 (effect size estimation) to 

predict what responses to Experiment 2 (significance) should look like. The difference 

between what they are expected to be and what they actually are, as shown in Figure 4.8, is 

therefore the result of errors in perceived critical effect sizes. Recall from Figure 4.5 that 

LGHDO�MXGJHPHQWV�ZRXOG�FRUUHVSRQG�WR�WKH�SHUIHFW�YHUWLFDO�µVWHS¶�IURP�]HUR�WR�RQH�DW�WKH�
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critical effect size on the x-axis. Instead, the curves on the graphs in Figure 4.8 illustrate the 

actual judgements (in black), compared to the expected judgments which would be predicted 

using the random errors in sample effect size estimation (dotted white line) and random error 

+ constant error from the overall underestimation of effect sizes (solid white line). The 

difference looks small visually, but there is more variability in the actual judgements versus 

the expected ones, suggesting that judgements of significance are made with a clear degree of 

randomness (arising from variability in the perceived critical effect size).  

 

4.4.3 Simple Summary of Findings 

Table 4.5 and Figures 4.3 ± 4.8 present a variety of exploratory analyses of this data set. In 

Table 4.5, the mean estimates indicate consistent underestimation of effect sizes across all of 

the graphs, with large sample (Condition 2) scatter plots typically corresponding to the most 

accurate estimates. However, despite this, broadly there is no appreciable effect of sample 

size on accuracy (when considering all graphs as a whole). It is particularly important to 

acknowledge the huge range of effect sizes estimated by participants, such as the range of 

estimates from r = -.4 through to r = .7 for a graph showing an effect size of zero. Figure 4.3 

RIIHUV�D�IXUWKHU�LQVLJKW�LQWR�WKH�GLIIHUHQFH�EHWZHHQ�HIIHFW�VL]H�LQGH[�SUHIHUHQFHV��DV�&RKHQ¶V�d 

is associated with bigger underestimations of effect size, while Figure 4.4 provides more 

evidence that the two-group plot style is associated with less accuracy in effect size 

estimation.  

 

Figures 4.6, 4.7 and 4.8 demonstrate that significance judgements are also poor. In Figure 

4.6, the flat curves on all four graphs illustrate high levels of variable error, and both this data 

and the data shown in Figure 4.7 suggest that participants typically have a larger critical 

effect size threshold for significance than exists in reality (which could indicate some belief 

that statistically significant results naturally correspond to more visible effect sizes). Finally, 

Figure 4.8 suggests that significance judgements are made almost at random, given that 

actual judgements are more variable than expected judgements.  

 

4.4.4 Task Feedback 

When asked whether they preferred a particular type of graph from the task, 65.6% of 

participants (n = 40) preferred the scatterplot, compared to just 13.1% (n = 8) who preferred 

the two-group data graph. The remaining 21.3% of participants (n = 13) had no preference.  

With regards to task confidence, the mean self-rated score was 4.42 (SD = 1.63) out of 10, 
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where 10 is the highest possible rating. Responses to this question were slightly negatively 

skewed, with a median and mode of 5. There was no relationship between effect size 

estimation task accuracy and confidence, r(54) = -.06, p = .65. 

 

4.5 Discussion 
 

Chapter 3 established that researchers may have reasonable levels of basic knowledge about 

effect sizes, but typically only have a limited awareness of the variety of effect sizes that 

exist. The intention of the study presented in this chapter was to further explore effect size 

knowledge and understanding, to provide more insight into how effect sizes are understood 

by researchers. As there is broad scope for exploring effect size knowledge due to the current 

limited literature, and study designs were impacted by the COVID-19 pandemic, the study 

reported in this chapter makes a novel contribution to the literature by evaluating effect size 

perception with an experimental psychophysical design.  

 

4.5.1 Findings and Implications 

The findings of Experiment 1 highlight a clear disconnect between actual and perceived 

effect sizes, with actual effect sizes consistently underestimated by psychological researchers, 

and huge ranges of estimates made for a graph which corresponds to an effect size of zero. 

7KLV�VXJJHVWV�WKDW�ZKHQ�UHVHDUFKHUV�UHDG�D�UHVXOW�VXFK�DV�³r  ���´��WKH\�PHQWDOO\�YLVXDOLVH�D�

stronger effect than really exists within the data, reinforcing the findings of Kerns et al. 

(2020). Given that the most common range of effects within psychology is approximately r = 

.1 to r = .3 (Gignac & Szodorai, 2016), with most estimates placing the average effect size at 

r = .21 (e.g. Gignac & Szodorai, 2016; Fraley & Marks, 2007; Richard et al., 2003), the 

findings of this study suggest that researchers may view psychology as having much stronger 

HIIHFWV�WKDQ�LQ�UHDOLW\��7KHUH�DSSHDUV�WR�EH�D�VOLJKWO\�DGYDQWDJH�LQ�XVLQJ�3HDUVRQ¶V�r, given 

that the participants who preferred to use this index demonstrated slightly higher accuracy 

than those ZKR�FKRVH�WR�XVH�&RKHQ¶V�d��3DUWLFLSDQWV�RSWLQJ�WR�XVH�3HDUVRQ¶V�r may be more 

familiar with correlation analyses and therefore scatter plots, giving them an advantage when 

inspecting raw data as it may be more familiar to them.  

 

Perceptions of statistical significance fared no better than effect sizes, despite the historic 

prevalence of NHST in psychological research. This long-running familiarity could be 
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expected to correspond to improved judgements, but this does not appear to be the case; 

although further research could compare early and late career researchers to test this specific 

hypothesis. Sheth and Patel (2015) found that researchers often make Type II errors when 

judging data, and similarly conservative judgements can be seen clearly here in Figure 4.6. In 

addition, the variety of errors and increased variability indicate that NHST appears to be used 

blindly, with no relationship between real data and p-values. Arguably, despite possibly being 

a more familiar statistic, these findings are not surprising given that NHST is often 

interpreted dichotomously with a lack of reflection on the meaning or uncertainty of a 

particular p-value. In comparison, the untidy and unclear nature of raw data does not allow 

for such straightforward decisions. 

 

In both experiments, sample size also has no clear effect on judgement accuracy, despite 

participants in Condition 2 seeing twice as many data points as those in Condition 1. Given 

that there is currently a focus on increased statistical power (and therefore increased sample 

size), this offers the opportunity for future investigations related to whether increased sample 

size improves how data is perceived and understood. 

 

4.5.2 Study Limitations and Future Directions 

The study presented here is simply an exploratory pilot piece of work, providing a starting 

point for future investigations and hypothesis development. The sample size is small, heavily 

biased towards researchers who identify with some element of open science or psychological 

reform, and has few responses from participants at senior career stages (Senior Lecturer, 

Professor and similar). Hence, this data is not generalisable to the wider researcher 

population. If this experiment were to be repeated, it should be presented to much larger and 

more diverse samples, possibly with increased incentives to encourage wider participation. 

 

With regards to the experiment itself, the number of trials must be acknowledged as a 

potential limitation. Exposure to a series of 42 similar stimuli may have led to decreased 

attention and therefore accuracy over time, which could have negatively influenced estimates. 

Despite this, each trial was very short and therefore not excessively cognitively demanding. 

In addition, self-rated task confidence had a median score of 5 out of 10, which suggests that 

the task sits in the middle ground between too easy and too difficult. In future research, 

attention checks at several intervals could be used to identify declining levels of attention or 

effort, perhaps offering participants drop-out points. In addition, despite finding that sample 
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size (n = 50 or n = 100) appears to have little effect on judgements, it is important to 

acknowledge that this variable can only be compared between participants. Future research 

should incorporate this into a within-subjects design, to more accurately compare judgement 

of smaller and larger data sets.  

 

An improved version of this study should also utilise a platform which can provide feedback 

on estimation accuracy to participants at the end. Due to the two levels of randomisation (first 

to 1 of 2 conditions, and then to a randomly ordered series of graphs), this was not an 

available function in Qualtrics. Feedback would generate a useful educational opportunity for 

interested participants. Indeed, the findings here indicate that education in a broader sense 

would be valuable for researchers, whether that is focused specifically on effect sizes, or 

instead more generally supports researchers to visualise their data. 

 

4.6 Conclusion: The Messy Reality of Effect Sizes (Part II) 
 

As discussed in Chapter 3, the ideal psychology researcher would have both a basic 

knowledge of effect sizes, along with a deeper understanding which allows them to use effect 

sizes for interpretations and comparisons. The data in Chapter 3 provided a first insight into 

the messier reality of effect size knowledge, demonstrating that effect sizes may only be 

understood in very narrow contexts. The data in this chapter offers further tentative evidence 

for this messy reality, given that effect sizes were consistently underestimated by participants.  

 

In addition, the data implies that significance judgements appear to be equally poor, despite 

researchers likely having much more exposure to NHST due to its prevalence in psychology. 

In comparison to these findings, the ideal researcher should be able to connect data and effect 

size values, and understand that p-values do not correspond to large or easily visible effects. 

This would enable them to accurately understand a set of findings. A more ideal reality may 

be one where researchers become accustomed to graphing data. Doing so is likely to help 

researchers understand that p > .05 is not necessarily a strong measure of evidence in favour 

of the effect they are studying. This makes the advantage of effect sizes more obvious, as the 

evidence can then be clearly quantified in a way that allows for it to be used and compared.  
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Chapter 5: The Use and Knowledge of Confidence 

Intervals in Psychology 
 

 

5.1 Abstract 
 

Background: Confidence intervals estimate a plausible range of values for a population 

parameter, based on a sample estimate (e.g. a sample mean), and provide an explicit measure 

of uncertainty. Reviews of the literature indicate that confidence intervals are used 

infrequently, and several studies suggest that confidence intervals are not well understood by 

researchers. This chapter offers new insights into confidence interval use and knowledge.   

 

Methods: An online questionnaire was used to examine confidence interval use, self-reported 

barriers to use, and knowledge of confidence intervals in a sample of 206 psychology 

researchers. Knowledge was tested using a novel set of true-false statements, and by asking 

SDUWLFLSDQWV�WR�GHILQH�WKH�WHUP�µ����FRQILGHQFH�LQWHUYDO¶�in their own words.  

 

Results: Just 10% of participants reported never calculating or reporting confidence intervals, 

while a further 41% only use them for some quantitative work. Notable self-reported barriers 

to use included a lack of knowledge, or being discouraged by supervisors or colleagues, while 

many participants also commented on only using confidence intervals when required to do so 

by journals. Overall, true-false knowledge scores were negatively skewed, with a mean of 

2.43 out of 5 statements answered correctly. Based on the strict frequentist definition of a 

FRQILGHQFH�LQWHUYDO��MXVW����RXW�RI�����SDUWLFLSDQWV�FRUUHFWO\�GHILQHG�WKH�WHUP�µ95% 

FRQILGHQFH�LQWHUYDO¶. 

  

Conclusions: In line with previous research, it appears that psychology researchers still hold 

a variety of misconceptions about confidence intervals. Participants also appeared to be 

divided over the correct interpretations of a confidence interval, with some participants 

indicating an awareness of the debates surrounding the strict definition of probability. 

Improved access to educational materials would support researchers in making well-informed 

decisions about their use and interpretations of confidence intervals. 
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5.2 Introduction 
 

In Chapter 1, the estimation approach was introduced as one way to complement or replace 

NHST in psychology research. Confidence intervals are a key statistic within this approach, 

ZKHUH�WKH\�DUH�XVHG�DV�DQ�LQIHUHQWLDO�VWDWLVWLF�WR�TXHVWLRQ�µKRZ�FHUWDLQ�LV�WKLV�ILQGLQJ"¶��7KH�

review presented in Chapter 2 highlighted that many of the top 100 psychology journals now 

request that confidence intervals are included in submitted papers, and they are also strongly 

encouraged by organisations such as the APA. This chapter presents the findings of a second 

questionnaire study, which examines the use and knowledge of confidence intervals in a 

sample of psychology researchers. 

 

5.2.1 What is a Confidence Interval? 

As described in Chapter 1, a confidence interval is a range of plausible population values 

estimated from a measured sample parameter, typically used for the sample mean or sample 

effect size. Within the estimation approach, confidence intervals are intended to answer the 

TXHVWLRQ�RI�µKRZ�FHUWDLQ"¶��E\�LQIHUULQJ�D�UDQJH�RI�SRVVLEOH�SRSXODWLRQ�YDlues from a single 

sample value. This is argued to be more valuable than exclusively relying on NHST for 

inferences, as p-values are typically only evaluated dichotomously: a single result simply is 

or is not statistically significant. Typically, this dichotomised thinking also neglects the 

possibility that any result may be an error (Type I or Type II), and is treated as certain 

evidence of an effect or no effect (e.g. Meehl, 1978; Hoekstra et al., 2006). In contrast, 

confidence intervals are designed to encourage critical evaluations of a finding. 

 

A single interval lies inside the likelihood function of possible population values, avoiding 

the two tails of least likely values. Structurally, the interval presents upper and lower limits 

for likely population values, positioned around a measured sample YDOXH��VXFK�DV�µ0� �����

�6'� ����������&,�>������������@¶��$�FRQILGHQFH�LQWHUYDO�IRU�D�PHDQ�LV�FRQVWUXFWHG�XVLQJ�WKH�

sample mean and sample size, and the z-distribution (for samples > 30), and uses the sample 

standard deviation as a best estimate of the true population standard deviation (when the true 

population SD is unknown). Note that any estimation of a population parameter from a 

sample either uses or implies some assumption about the distribution of population values 

(which applies to confidence intervals, as they estimate a range of population values). 
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Typically, in the absence of any further information, the expected distribution of all 

population means is assumed to be uniform; and so, the 95% confidence interval for an 

estimated population mean is the sample mean plus/minus 1.96 times the estimated standard 

error for the population mean. The formula for a 95% confidence interval is given by: 

 

ቂ݊ݒ݊݅݉ݎ݋ ቀሺଵି଴Ǥଽହሻ
ଶ

ǡ݉݊ሼ௦௔௠௣ሽǡ
௦ௗሼೞೌ೘೛ሽ

௦௤௥௧ሺ௡ሻ
ቁ��ǥ ݒ݊݅݉ݎ݋݊���� ቀͳ െ ሺଵି଴Ǥଽହሻ

ଶ
ǡ ݉݊ሼ௦௔௠௣ሽǡ

௦ௗሼೞೌ೘೛ሽ

௦௤௥௧ሺ௡ሻ
ቁቃ  

 

For an effect-VL]H��H[SUHVVHG�DV�3HDUVRQ¶V�r and assuming a uniform distribution of 

population r (the non-informative prior; a conventional assumption), then the 95% confidence 

interval is given by: 

 

൥݄݊ܽݐ൭݊ݒ݊݅݉ݎ݋ ቆሺͳ െ ͲǤͻͷሻȀʹǡ ௦௔௠௣൯ǡݎଵ൫ି݄݊ܽݐ ͳ ξ݊ െ ͵ൗ ቇ൱ ԛԛǥ ԛԛԛ ݄݊ܽݐ ቆ݊ݒ݊݅݉ݎ݋ ൬ͳ െ ሺͳ െ ͲǤͻͷሻȀʹǡ ௦௔௠௣൯ǡݎଵ൫ି݄݊ܽݐ ͳ ξ݊ െ ͵ൗ ൰ቇ൩ 

 

5.2.2 Use of Confidence Intervals in Psychology 

Historically, confidence interval use has been low in psychological research. Several reviews 

of the 1990s literature found no evidence of confidence interval reporting across multiple 

journals (e.g. Keselman et al., 1998; Kieffer et al., 2001). Calls for their use have increased 

over time, particularly by the APA (Fidler, 2002; APA Publications and Communications 

Board Working Group on Journal Article Reporting Standards, 2008; Appelbaum et al., 

2018), but this has not translated to consistently high use in psychology. For instance, despite 

being recommended in the 5th HGLWLRQ�RI�WKH�$3$¶V�3XEOLFDWLRQ�0DQXDO�LQ�������)Ldler, 

2002), confidence intervals were identified in just 5% of articles published between 2002 and 

2004 (Hoekstra et al., 2006). A subsequent meta-analysis of reviews estimated that, overall, 

confidence interval reporting only occurred in 10% of published articles in the period 1994-

2006 (Fritz et al., 2013). However, more recent evidence suggests that the adoption of journal 

guidelines may positively influence reporting behaviour. For instance, an examination of the 

influence of journal guidelines at Psychological Science found that confidence intervals were 

UHSRUWHG�LQ�����RI�DUWLFOHV��ULVLQJ�IURP�DQ�HDUOLHU�ILJXUH�RI������DIWHU�DXWKRUV�ZHUH�µVWURQJO\�

HQFRXUDJHG¶�WR�XVH�WKH�New Statistics (Giofrè et al., 2017). As shown in Chapter 2, 68 of the 

top 100 psychology journals now request or require confidence interval reporting for some or 

all quantitative work (as determined in October 2021), which is likely to correspond to 

increasing use of confidence intervals across more journals.  
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While several reviews have examined confidence interval use from a reporting perspective, 

very little research exists investigating their use from the perspective of individuals. In one of 

the only surveys which has examined self-reported confidence interval use, 6.4% of 

participants (in a study of n = 472 Spanish psychology researchers) never used confidence 

intervals, although just 26.1% of WKH�VDPSOH�UHSRUWHG�XVLQJ�WKHP�µTXLWH�RIWHQ¶��WKH�WRS�HQG�RI�

the scale given to participants) (Badenes-Ribera et al., 2016). In a subsequent replication (n = 

159 Italian psychology researchers), despite nearly all participants reporting familiarity with 

confidence intervals, a slightly larger proportion (10.1%) reported never using confidence 

LQWHUYDOV��ZLWK�D�VLPLODU�������XVLQJ�WKHP�µTXLWH�RIWHQ¶��%DGHQHV-Ribera et al., 2018). 

Neither survey asked for further data on confidence interval use or experiences. 

 

5.2.3 Conflict About Confidence Intervals 

Thus far, this chapter has described confidence intervals as if they are certainly a sensible 

addition or replacement for NHST, particularly given that they are recommended by major 

organisations such as the APA. However, while the premise of a confidence interval (a 

plausible range of population values) is uncomplicated, accurately interpreting the computed 

range of values is more complex.  

 

Chapter 1 introduced the debate regarding the interpretation of confidence intervals, where 

researchers who align with a strict frequentist perspective disagree firmly with more flexible 

interpretations of a confidence interval. Strictly speaking, confidence intervals are defined 

and constructed in the context of long-run probability. This means that if a study was 

replicated 100 times, then 95% of the time, the study confidence interval would contain the 

true population value. This concept is not one that is debated: it is simply the mathematical 

property of a confidence interval. However, what this does mean is that one confidence 

interval alone either does, or does not, contain the true population value. Moreover, it can 

QHYHU�WUXO\�EH�µNQRZQ¶�ZKHWKHU�RU�QRW�D�VLQJOH�LQWHUYDO�GRHV�RU�GRHV�QRW�FRQWDLQ�WKH�WUXH�YDOXH�

(similar to the risk of a Type I error when using a p-value to reject a null hypothesis). Strictly 

speaking, interpreting a single FRQILGHQFH�LQWHUYDO�DV�µhaving a 95% chance of containing the 

true population value¶�LV�D�fundamental confidence fallacy (Morey et al., 2016a), and is not 

mathematically correct. 

 

However, other scholars argue that confidence intervals can be interpreted more leniently. 

While most researchers DJUHH�WKDW�WKH�ZRUGV�µFKDQFH¶�DQG�µSUREDELOLW\¶�DUH�WRR�
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mathematically-loaded to be used to interpret a single interval, researchers such as Cumming 

(2�����S������DUJXH�WKDW�LW�LV�SRVVLEOH�WR�EH�µ����FRQILGHQW¶ that a single interval contains the 

population value. As quoted in Chapter 1, Miller and Ulrich (2016) use a deck of cards 

analogy to make a similar argument for more lenient interpretations. It is broadly acceptable 

to discuss a deck of cards as if there is a 1 in 52 chance of a particular card being next in the 

deck, but under the strict definition of probability, the next card either is or is not a particular 

one (i.e. a 1 in 2 chance): perhaps the same degree of flexibility can be applied to confidence 

intervals. The work reported in this chapter integrates this conflict into the measures used and 

the interpretation of data, to examine which perspectives are currently held by researchers in 

psychology.  

 

 

5.2.4 Understanding Confidence Intervals 

To ensure that reported confidence intervals are correctly interpreted and accurately 

calculated, researchers must be equipped with sufficient knowledge to understand what 

confidence intervals are, and how they should be understood. Past research has explored both 

basic and conceptual confidence interval knowledge across psychology. When examining 

very basic knowledge of confidence intervals, Fidler found that many students mistakenly 

perceived confidence intervals to be a range of plausible sample values, instead of a 

population statistic (Fidler, 2006), suggesting a lack of awareness of the inferential nature of 

confidence intervals. This could also be interpreted as a basic misunderstanding of the 

difference between samples and populations, which is more concerning as researchers with 

these misconceptions may not appreciate the sampling error which is present in nearly all 

research. Participants in )LGOHU¶V�study also held misconceptions about confidence interval 

width, with almost three quarters of the sample incorrectly believing that a 90% confidence 

interval is wider than a 95% confidence interval. This lack of knowledge about confidence 

Key Definitions 
 

Probability: The frequency at which a future confidence interval will 
contain the true population parameter. Once calculated, the single interval 

either has or has not captured it (although the outcome is unknown).  
 

Confidence: A broad non-PDWKHPDWLFDO�WHUP�XVHG�LQ�SODFH�RI�µSUREDELOLW\¶�
to indicate the strength of expectation that a single confidence interval, once 

calculated, is likely to contain a plausible range of potential population 
values, based on the available information. 
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interval widths has also been demonstrated in studies of PhD students, such as Kalinowski 

(2010).  

 

The conceptual understanding of confidence intervals has been more widely studied, with 

evidence suggesting that researchers have a limited understanding of how they should be 

interpreted. For example, Cumming et al. (2004) demonstrated that many psychology 

researchers hold the confidence-level misconception, falsely believing that one 95% 

confidence interval captures 95% of means from future replication studies; when in fact, a 

single interval will (on average) contain 83.4% of future means (Cumming & Maillardet, 

2006). In another early study, psychology researchers demonstrated similar difficulties with 

both basic and conceptual knowledge, such as confusing standard errors with confidence 

intervals, and also misunderstanding how confidence intervals can overlap when group 

differences are statistically significant (Belia et al., 2005).  

 

Perhaps the most common approach to statistical knowledge testing has been the use of true-

false statements, an approach initially used by Oakes (1986) and Haller and Krauss (2002) to 

test p-value knowledge, and also adopted in Chapter 3 of this thesis to study effect sizes. The 

process, which involves presenting participants with a series of all-false statements and asks 

them to label each as true or false, has been used to demonstrate that psychology researchers 

do not appear to understand confidence intervals. For instance, in a sample of 120 psychology 

researchers, only 3% of participants got a perfect score on a series of statements related to 

confidence intervals; with 11% of participants giving all-incorrect answers (Hoekstra et al., 

2014). Within their study, nearly two thirds of the researchers held the belief that one interval 

has a 95% probability of containing the population mean (as critically discussed in Section 

5.2.2), and similar numbers of participants believed that a confidence interval is a fixed 

interval which future means would fall into (the confidence level misconception).  

 

This work has since been replicated, demonstrating similar levels of confidence interval 

misunderstanding in other samples such as Chinese psychology researchers (Lyu et al., 2018) 

and across other disciplines (Lyu et al., 2020). When evaluating this data, however, it should 

be noted that Hoekstra et al. (2014) argue fervently for the strict frequentist perspective of 

SUREDELOLW\��DQG�VR�FRQVLGHU�VWDWHPHQWV�VXFK�DV�³we can be 95 % confident that the true mean 

lies between 0.1 and 0.4´�DV�IDOVH (one of the six statements used within these studies). They 

DUJXH�WKDW�WKLV�LV�HYLGHQFH�RI�³a gross misunderstanding of CIs´��S�����+RZHYHU��IURP�
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&XPPLQJ¶V�SHUVSHFWLYH��WKLV�LV�DQ�DFFHSWDEOH�ZD\�WR�LQWHUSUHW�D�FRQILGHQFH�LQWHUYDO��$V�

Hoekstra et al. (2014) and Lyu et al. (2018; 2020) did not ask their participants to provide 

more detail about their responses, it is impossible to know whether their findings represent 

true misunderstandings, or differing perspectives on probability. 

 

A final recent study is that of Crooks et al. (2019), who developed a conceptual knowledge 

assessment for confidence intervals. Their study included examinations of misconceptions 

about confidence interval width and the sample misconception, similar to the work of Fidler 

(2006) and Kalinowski (2010), along with questions about sample variability, sample size, 

and interpreting confidence intervals. While their small sample mostly consisted of 

undergraduate students, the 19 graduate students in the study demonstrated high levels of 

PLVFRQFHSWLRQV�UHJDUGLQJ�UHSOLFDWLRQ�DQG�IXWXUH�PHDQV��WKH�µconfidence-level 

misconception¶���DQG�DOVo typically held the belief that a confidence interval is an interval 

ZKLFK�µ\RX�DUH�����FRQILGHQW�WKDW�WKH�PHDQ�IDOOV�ZLWKLQ¶.  

 

5.2.5 Chapter 5 Overview 

The intention of this study was to contribute new data on the use and knowledge of 

confidence intervals in the psychology researcher population, through a combination of 

quantitative and qualitative data. The specific objectives were as follows: 

 

Objective 1: To examine confidence interval use including publishing habits and software 

preferences, and barriers to use, to capture individual perspectives and experiences.  

 

Objective 2: To examine confidence interval knowledge using both a novel true-false 

statement test and through free-WH[W�GHILQLWLRQV�RI�WKH�WHUP�µ����FRQILGHQFH�LQWHUYDO¶��WR�

identify knowledge levels and the prevalence and type of any current misconceptions.   

 

Objective 3: To explore how researchers interpret confidence intervals, particularly 

comparing the strict mathematical interpretation related to long-run probability, versus the 

more IOH[LEOH�µ����FRQILGHQW¶�DSSURDFK��%RWK�TXDQWLWDWLYH�DQG�TXDOLWDWLYH�GDWD�FRQWULEXWHV�WR�

this objective, with the intention of identifying how prevalent each interpretation currently is 

within this sample.   
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5.3 Methodology 
 

5.3.1 Ethics 

This study received ethical approval from the General University Ethics Panel (GUEP #857 

19-20) at the University of Stirling, and adhered to the guidelines of the British Psychological 

Society (BPS, 2014). Documentation can be found in Appendix D. 

 

5.3.2 Sampling and Inclusion Criteria 

Due to the exploratory nature of this study, a power analysis was not deemed suitable for 

identifying a recommended sample size. Instead, opportunity sampling was once again used 

to recruit participants for this research, with the survey URL distributed on Twitter, and 

through academic mailing lists. Similarly to the questionnaire shared in Chapter 3, the study 

URL was distributed to the psychology staff and psychology PhD student mailing lists within 

the University of Stirling, and was also externally distributed to multiple JISCMail lists. 

Advertisements used for this followed the same structure as those used for the questionnaire 

study in Chapter 3 (see Appendix B for examples). The study reported here followed the 

same inclusion criteria as the effect size survey reported in Chapter 3: any psychology 

researchers actively involved in quantitative research in any location were eligible to take this 

study, including PhD and Masters-by-research students, but excluding undergraduate 

students.  

 

5.3.3 Materials 

Data was collected via an online questionnaire. All questions were developed by the 

researcher, incorporating statements and misconceptions shared in earlier research by others, 

which are detailed with references below. The questionnaire was piloted with one professor, 

one lecturer and one PhD student, with no changes recommended. The questionnaire can be 

found in Appendix D. 

 

Define 95% Confidence Interval. Similarly to Crooks et al. (2019), participants were asked 

to provide a definition of the term 95% confidence interval in their own words or write I 

GRQ¶W�NQRZ in the response box. This was asked as a free-text question to capture any 

misconceptions that researchers may have, and also to examine the prevalence of strict 

frequentist versus flexible definitions of a confidence interval.  
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Use of Confidence Intervals. Participants were asked if they currently calculate confidence 

intervals in their own quantitative research, with options yes, no or not always. If participants 

responded no or not always, they were asked to explain why not, if they were willing to do 

so. If participants responded yes, they were asked what software they used to compute their 

intervals. Participants were then asked if they had included any confidence intervals in any of 

their published papers or pre-prints, with options yes or no. Participants who responded yes 

were shown a follow up question, asking if they had done this due to personal preferences, 

journal requirements, a combination of both, or prefer not to say. This was asked to establish 

what may motivate psychologists to adopt confidence intervals in their research. 

 

Perceived Importance of Confidence Intervals. Participant perception of confidence 

LQWHUYDOV�ZDV�PHDVXUHG�ZLWK�WKH�TXHVWLRQ�³how important do you feel confidence intervals are 

LQ�SV\FKRORJLFDO�UHVHDUFK"´��Participants answered using a Likert-style response item, with 

four options from not important at all (1) to very important (4), with an alternative fifth 

option of ,�GRQ¶W�NQRw.  

 

Training in Confidence Interval Use. Participants were asked whether they felt that they 

had been provided with, or had access to, sufficient training on confidence intervals, with the 

response options yes, no and prefer not to say. They were then asked if they would make use 

of training, if it were made available, with options yes, maybe, no or prefer not to say. 

Participants who opted for maybe or no were shown a follow up open-ended question asking 

them to explain their response, if they wished to do so. Asking participants for their feedback 

was a way to identify potential barriers to engaging with training, which could then be 

tackled when offering future opportunities.  

 

Scenarios. Participants were presented with two hypothetical scenarios sharing results in a 

confidence interval format, and were asked to give their interpretations. Further details of 

these scenarios, and the subsequent findings, are presented in Chapter 6. 

 

True-False Knowledge Test. A six-item set of true-false statements was devised for this 

study, in a similar format to earlier investigations by Hoekstra et al. (2014), which are 

presented in Figure 5.1��+RZHYHU��LQVWHDG�RI�UHSOLFDWLQJ�+RHNVWUD�HW�DO�¶V�ZRUN��which  

focuses on interpretations of the word µSUREDELOLW\¶ and has been used by several researchers 
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(e.g. Lyu et al., 2018), this study compiled an assortment of statements based on the 

misconceptions of confidence intervals from previous research. 

 

Figure 5.1 
+RHNVWUD�HW�DO��������¶V�6L[�7UXH-False Statements  
     Statement 

1. The probability that the true mean is greater than 0 is at least 95% 
2. The probability that the true mean equals 0 is smaller than 5% 
3. 7KH�³QXOO�K\SRWKHVLV´�WKDW�WKH�WUXH�PHDQ�HTXDOV���LV�Oikely to be incorrect 
4. There is a 95% probability that the true mean lies between 0.1 and 0.4 
5. We can be 95% confident that the true mean lies between 0.1 and 0.4 
6. If we were to repeat the experiment over and over, then 95% of the time the true mean 

falls between 0.1 and 0.4 
 

 

The statements chosen for this study represent a broader range of facts about confidence 

intervals including width, samples versus populations, replication, and interpretation. Details 

of the statements and their sources are in Table 5.1.  

 

Table 5.1 
Six True-False Statements Presented to Participants 

 Statement  Source: 

1 
A 95% confidence interval is the range of values 

for which you are 95% confident that the 
population mean falls within.  

T/F 
Cumming, 2012; 

Miller & Ulrich, 2016 

2 
If all other factors are held constant, an 80% 
confidence interval will be wider than a 95% 

confidence interval.  
F Crooks et al., 2019 

3 
If all other factors are held constant, a confidence 
interval from a sample of n=25 will be wider than 

a confidence interval from a sample of n=100.  
T Crooks et al., 2019 

4 A confidence interval gives you the range of 
plausible values for the true sample mean.  

F based on Fidler, 2006 

5 

If an experiment is replicated with new samples 
from the same population, 95% of future means 

will fall within the original 95% confidence 
interval.  

F Cumming et al., 2004 

6 

If you repeatedly take a sample of size n from a 
population and construct a 95% confidence 

interval each time, 95% of those intervals will 
contain the population mean  

T Morey et al., 2016 

Note: )� �)DOVH�$QG�7� �7UXH��³,�GRQ¶W�NQRZ´�ZDV�DOVR�DQ�RSWLRQ�IRU�HDFK�VWDWHPHQW� 
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It is important to note that these are novel statements, which have been combined into an 

unvalidated scale. As this is exploratory research, validation was not deemed necessary in the 

context of this single study (although a reliability analysis and correlation matrix can be 

found in Appendix D). Scale development, statement choices and potential future use will be 

evaluated later in this chapter. 

 

,Q�+RHNVWUD¶V�VWXG\��participants were presented with five all-false statements, which has 

been criticised for potentially misleading participants (Miller & Ulrich, 2016). In the same 

manner as the true-false statements used in Chapter 3, the statements in this study were 

SUHVHQWHG�DORQJVLGH�D�WKLUG�³,�GRQ¶W�NQRZ´�RSWLRQ�WR�PLQLPLVH�JXHVVZRUN��DQG�ERWK�WUXH�DQG�

false statements were included so as to not deceive participants into second-guessing their 

responses. In this study, statement 1 (Table 5.1) would be considered false under the strict 

frequentist perspective argued by Hoekstra et al. (2014), but would be considered true in 

accordance with the flexible interpretation favoured by Cumming (2012) or Miller & Ulrich 

(2016).  

 

Demographics. Limited demographics were collected for this survey, in the same style as the 

effect sizes survey reported in Chapter 3. Once again, participants were asked for their 

location, field of psychology, and job role, and engagement in any kind of psychological 

reform. This question was phrased as ³are you actively engaged with any elements of the 

current movement towards improving psychological science, such as replication, pre-

registration, new statistics, producing open data, the Society for the Improvement of 

3V\FKRORJLFDO�6FLHQFH��6,36���RU�DQ\WKLQJ�VLPLODU"´� with response options yes, no or prefer 

not to say. 7KURXJKRXW�WKLV�FKDSWHU��WKLV�YDULDEOH�LV�DEEUHYLDWHG�WR�³2SHQ�6FLHQFH´�IRU�

brevity.  

 

5.3.4 Procedure 

Qualtrics (Qualtrics, Provo, UT) was used to deliver the questionnaire online. The 

questionnaire began with an information sheet and digital consent form, with the eligibility 

criteria explained within the sheet and then listed as a checklist within the consent section to 

confirm participants were suitable to take part. The questions were shown in the order listed 

in Materials, and it was signposted that all questions were optional and could be left blank if 
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preferred. Participants could exit the questionnaire at any point with no penalty, and had 

seven days to return to the URL and finish their entry, if they wished to do so.  

 

5.3.5 Data Handling 

Overall, 235 participants began the survey, but 29 participants were removed from the data 

set for one of the following reasons: not progressing beyond the consent page, not being 

eligible due to being an unGHUJUDGXDWH�VWXGHQW��RU�ZULWLQJ�³,�GRQ¶W�NQRZ´�RU�RWKHU�QRQVHQVLFDO�

responses throughout the survey. The final data set analysed in this chapter consists of data 

from 206 participants, details of which are provided in section 5.3.8. 

 

5.3.6 Quantitative Analysis 

Quantitative data was analysed using Jamovi (The Jamovi Project, 2021), with descriptive 

statistics computed for all quantitative questions. Demographic differences were also 

explored using chi square tests, t-tests, or one-way ANOVAs as appropriate. Note that the 

variable Job Role was collapsed into four categories (pre doctoral level participants, doctoral 

students, post-doctoral academics and tenure-level staff) for the purpose of chi-square 

analyses, due to small group sizes. ([SORUDWRU\�µNQRZOHGJH¶�Vcores were computed per 

participant based on the number of correct answers they gave to the true-false scale test. 

These scores were calculated using responses to statements 2-6, as statement 1 could be 

marked as true or false depending on perspective (as discussed in Section 5.2.2). 

 

5.3.7 Qualitative Analysis 

Qualitative free-text responses explaining reasons for not using confidence intervals and for 

not being interested in training were analysed using a basic content analysis, taking an 

inductive (bottom-up) approach to code and categorise responses (Drisko & Maschi, 2015). 

Frequencies were then counted to identify the most common explanations shared by 

participants. Note that the process of basic content analysis is described in more detail in 

Chapter 3, Section 3.3.6. 

 

&RQWHQW�$QDO\VLV��'HILQLWLRQV�RI�µ����&RQILGHQFH�,QWHUYDO¶ 

6LPLODUO\�WR�WKH�DSSURDFK�XVHG�LQ�&KDSWHU���WR�DQDO\VH�GHILQLWLRQV�RI�WKH�WHUP�µHIIHFW�VL]H¶��

content analysis was used both deductively and inductively to examine definitions of the term 

µ����FRQILGHQFH�LQWHUYDO¶��)LUVW��GHILQLWLRQV�ZHre coded deductively (a top-down approach) 

as either incorrect or correct. This deductive process was carried out twice: first, in 
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accordance with the strict frequentist approach advocated by researchers such as Morey et al. 

(2016a), and then once more using the more flexible approach adopted by researchers such as 

Cumming (2012) and Miller & Ulrich (2016). An example of this is shown in Figure 5.2. 

Recall that having 95% confidence that one interval contains the population mean is a 

misconception called the fundamental confidence fallacy by Morey et al. (2016a) but is 

considered plausible by Cumming (2012). 

 

Figure 5.2 
Example of Deductive Coding Using Strict and Flexible Approaches 

 
 

The full data set of definitions was deductively analysed by Rater 1 (EC), with a random 20% 

subset deductively analysed by Rater 2 (RW) for the purposes of inter-rater reliability. When 

rating definitions using the strict approach, agreement as measured b\�&RKHQ¶V�NDSSD�ZDV�����

(indicating µperfect agreement¶; Landis & Koch, 1977). When rating definitions using the 

IOH[LEOH�DSSURDFK��DJUHHPHQW�ZDV�LQLWLDOO\�PHDVXUHG�DV�������µDOPRVW�SHUIHFW�DJUHHPHQW¶���DQG�

was revised upwards to 1.0 after agreeing that a small number of unclearly worded 

GHILQLWLRQV�VKRXOG�EH�FODVVHG�DV�µLQFRUUHFW¶��2QFH�categorisation was complete, definitions 

rated as incorrect under both the strict and flexible approaches were coded inductively by EC 

to identify any common misconceptions that were shared by participants. 

 

5.3.8 Participants 

The final data set is made up of 206 participants from an assortment of sub-fields of 

psychology, countries, and job roles; shown in Table 5.2 and Table 5.3. Just over half of the 

participants were from the United Kingdom (note that five participants did not provide details 

of their particular nation within this data), with the United States of America being the 

second-most common reported location. Half of the participants self-identified as engaging 

with some aspect of psychological reform or open science, as indicated by the Open Science 

variable.  
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Table 5.2 
Demographic Characteristics of the Sample (n = 206) 

Demographic Groups Frequency 
Job Role   
MSc Student 10 (4.9%) 
Research or Teaching Assistant (no PhD) 2 (1%) 
PhD Student or equivalent trainee 64 (31.1%) 
Postdoctoral Researcher 30 (14.6%) 
Lecturer or Senior Lecturer 47 (22.8%) 
Professor 13 (6.3%) 
Othera 3 (1.5%) 
Missing 37 (18%) 
Location  
Australia 1 (0.5%) 
Austria 1 (0.5%) 
Canada 4 (1.9%) 
Cyprus 1 (0.5%) 
Finland 1 (0.5%) 
Germany 7 (3.4%) 
Republic of Ireland 4 (1.9%) 
Israel 1 (0.5%) 
Italy 1 (0.5%) 
Poland 1 (0.5%) 
Portugal 1 (0.5%) 
South Africa 1 (0.5%) 
Sweden 2 (1%) 
The Netherlands 2 (1%) 
United Kingdom 113 (54.9%) 

England 60 (29.1%) 
NI 2 (1%) 
Scotland 43 (20.9%) 
Wales 3 (1.5%) 
³8.´ 5 (2.4%) 

United States of America 21 (10.2%) 
Prefer not to say 1 (0.5%) 
Missing 43 (20.9%) 
Open Science  
Yes 103 (50%) 
No 66 (32%) 
Missing 37 (18%) 

a 7KUHH�µRWKHU¶�MREV�LQ�WKLV�VDPSOH�ZHUH��industry psychology researcher, clinical psychologist, and 
occupation not shared. 
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Many sub-fields of psychology were represented in this sample. The most common were 

cognition, health psychology and social psychology, making up 15%, 12.6% and a further 

12����RI�WKH�VDPSOH�UHVSHFWLYHO\��7KH�µ2WKHU¶�FDWHJRU\�LQ�7DEOH�5.3 spans a wide range of 

other sub-fields, including cyberpsychology, metascience, and music psychology. 

 
Table 5.3 
Sub-Fields of Psychology in Sample (n=206). 

Field Frequency 
Clinical  9 (4.4%) 
Cognition 31 (15%) 
Counselling 2 (1%) 
Cross-Cultural 2 (1%) 
Developmental 13 (6.3%) 
Educational 3 (1.5%) 
Evolutionary 2 (1%) 
Experimental 2 (1%) 
Health  26 (12.6%) 
Mathematical 3 (1.5%) 
Neuropsychology 19 (9.2%) 
Organisational 2 (1%) 
Personality 3 (1.5%) 
Psycholinguistics 2 (1%) 
Research Methods 3 (1.5%) 
Social 26 (12.6%) 
Sports 2 (1%) 
Other a 10 (4.9%) 
Missing 46 (22.3%) 

 a 7KH����SDUWLFLSDQWV�FODVVHG�DV�µ2WKHU¶�LGHQWLILHG�DV��ELRSV\FKRORJ\������comparative (1), cyber (1), 
environmental (1), forensic (1), interdisciplinary (1), metascience (1), music (1), and unknown 
µUHVHDUFK�SV\FKRORJ\¶����� 
 

5.4 Results 

 
When asked about the importance of confidence intervals in psychology, 83% of participants 

rated them as either very important or somewhat important, as shown in Table 5.4. 

Perceptions of the importance of confidence intervals did not differ by job role (Ȥ2 (166, 9) = 

3.38, p = 0.948, V = 0.08) or by open science category (Ȥ2 (169, 3) = 4.30, p = .231, V = 

0.16). 
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Table 5.4 
The Importance of Confidence Intervals in Psychological Research 

Importance Frequency 
Very important 94 (45.6%) 
Somewhat important 77 (37.4%) 
Not very important 12 (5.8%) 
Not important at all 0 - 
I GRQ¶W�NQRZ 8 (3.9%) 
Missing 15 (7.3%) 

  

5.4.1 Part 1: Using Confidence Intervals  

Most participants in this sample reported using confidence intervals for all or some of their 

quantitative research, with just 10% never using confidence intervals at all. Use of confidence 

intervals did not differ statistically significantly by job role (Ȥ2 (165, 6) = 2.87, p = 0.825, V = 

0.09, or between participants who do and do not engage with open science in some way (Ȥ2 

(168, 2) = 2.07, p = .355, V = 0.111); a full demographic breakdown is shown in Table 5.5. 

 

Table 5.5 
Use of Confidence Intervals, With Demographic Differences (n = 203) 

 Use of Confidence Intervals  
 Yes Not Always No 
Full Sample 100 (49.3%) 83 (40.9%) 20 (9.9%) 
Job Role    
MSc Student 6 (6%) 3 (3.6%) 1 (5%) 
Research or Teaching Assistant 1 (1%) 1 (1.2%) 0 - 
PhD Student 31 (31%) 25 (30.1%) 7 (35%) 
Postdoctoral Researcher 17 (17%) 11 (13.3%) 2 (10%) 
Lecturer 27 (27%) 17 (20.5%) 3 (15%) 
Professor 5 (5%) 7 (8.4%) 1 (5%) 
Other 2 (2%) 1 (1.2%) 0 - 
Prefer not to say/missing 11 (11%) 18 (21.7%) 6 (30%) 
Open Science    
Yes 56 (56%) 40 (48.2%) 6 (30%) 
No  33 (33%)  25 (30.1%) 8 (40%) 
Prefer not to say/missing 11 (11%) 18 (21.7%) 6 (30%) 

 

Just 20 participants reported never using confidence intervals in their work, with a further 83 

participants indicating that they did not always use them. Table 5.6 presents all of the 

explanations given for not using, or not always using confidence intervals. Reasons given 

included lacking knowledge about confidence intervals and being influenced by supervisors 
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DQG�WKH�EHKDYLRXU�RI�RWKHUV�PRUH�EURDGO\��VXFK�DV�³It's not requested by my boss - I'm a post 

GRF´ DQG�³>,�GRQ¶W�GR�LW�EHFDXVH@�RIWHQ�WKH�OLWHUDWXUH�,�DP�XVLQJ�GRHVQ
W�LQFOXGH�WKHP´� Many 

participants also acknowledged only using confidence intervals when required to do so by a 

journal. Other participants offered more informed perspectives such as preferring to use 

Bayesian statistics, or being generally critical of confidence intervals. Critical participants 

typically invoked the strict frequentist approach to confidence intervals to support their 

choice, for example: ³because it provides only a range of possible values not the true value 

or how good your estimate of the true value is (precision fallacy) because you do not know if 

\RXU�����&,�LV�RQH�RI�WKH�����WKDW�FRQWDLQV�WKH�WUXH�YDOXH�RU�RQH�RI�WKH����WKDW�GRHV�QRW´. 

 

Table 5.6 
Reasons for not Calculating Confidence Intervals 

Reason 
Use of Confidence Intervals 

No Not Always 
Depends on journal requirements 2 11 
Lack of manuscript space or word count - 5 
Prefer other statistics such as Bayesian 4 7 
Depends on research or analysis 2 17 
Influenced by others  2 5 
Lack of knowledge or experience 3 14 
Bad habit 2 5 

Use when calculated by software automatically  - 3 
Critical of CIs 3 4 
Other (only use when included on a graph) - 1 

 

Of the 183 participants who do calculate confidence intervals (those who responded yes or 

not always in Table 5.5), 123 confirmed that they have included them in a published paper or 

pre-print. When asked to think back to why they included confidence intervals for the first 

time in a paper, only 35 (28.5%) of these participants reported including them due to journal 

requirements, compared to 88 (71.5%) saying that they were initially motivated by personal 

preferences. 

 

With regards to software use, SPSS and R (R Core Team, 2022) were almost equally popular, 

mentioned 93 times and 90 times respectively. JASP (JASP Team, 2020), Microsoft Excel 

and Jamovi (The Jamovi Project, 2021) were the next most popular options, mentioned 20, 

17, and 12 times. Many other less popular options were shared; in order of popularity: 

STATA (8 times), MPLUS (6), Python (4), MATLAB (3), AMOS (3), Process (3), Prism (2), 
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SAS (2), with LISREL, ESCI, Statistica, VassarStats, JuliaStats and RevMan each mentioned 

once.  

 

5.4.2 Part 2: True-False Testing 

Knowledge varied across the different true-false statements, with no statement achieving 

more than 64% of correct responses. Table 5.7 shows the breakdown of results for each true-

false knowledge statement presented to participants. Note that statement three and statement 

six are true, and statement one is only considered true according to the flexible definition of a 

confidence interval (e.g. Cumming, 2012). Statement four, which demonstrates the sample 

misconception (see Fidler, 2006), scored particularly poorly, with just one quarter of 

participants correctly identifying it as false. Uncertainty was noticeably high for statement 

five, which denotes the confidence-level misconception (Cumming et al., 2004), which also 

has an almost equal split of true and false responses. High uncertainty is also apparent for the 

final statement, ZLWK�RQH�WKLUG�RI�SDUWLFLSDQWV�UHVSRQGLQJ�µ,�GRQ¶W�NQRZ¶��7KLV�VWDWHPHQW�

provides the true mathematical definition of a confidence interval. 

 

Table 5.7 
Response Frequencies For Each True-False Knowledge Statement (n = 178-180) 

 Statement True False ,�'RQ¶W�
Know 

1 
A 95% confidence interval is the range of values for 
which you are 95% confident that the population mean 
falls within.  

104 
(58.1%) 

62 
(34.6%) 

13 
(7.3%) 

2 
If all other factors are held constant, an 80% confidence 
interval will be wider than a 95% confidence interval.  

56 
(31.1%) 

102 
(56.7%) 

22 
(12.2%) 

3 
If all other factors are held constant, a confidence 
interval from a sample of n=25 will be wider than a 
confidence interval from a sample of n=100.  

114 
(63.7%) 

35 
(19.6%) 

30 
(16.8%) 

4 
A confidence interval gives you the range of plausible 
values for the true sample mean.  

111 
(62.4%) 

52 
(29.2%) 

15 
(8.4%) 

5 
If an experiment is replicated with new samples from 
the same population, 95% of future means will fall 
within the original 95% confidence interval.  

70 
(39.1%) 

73 
(40.8%) 

36 
(20.1%) 

6 

If you repeatedly take a sample of size n from a 
population and construct a 95% confidence interval 
each time, 95% of those intervals will contain the 
population mean  

96 
(53.6%) 

23 
(12.9%) 

60 
(33.5%) 

Note. Correct answers are highlighted using bold underlined text. 
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Figure 5.3 
Difference in True-False Scores by Open Science Category 

 
 

The mean number of statements correctly identified as true or false was 2.43 (SD = 1.4) out 

of 5 (based on statements 2-6), with a median and mode of 2. Participant scores ranged from 

������SDUWLFLSDQWV��WKURXJK�WR���RXW�RI�������SDUWLFLSDQWV���7KH�GLVWULEXWLRQ�RI�³,�GRQ¶W�NQRZ´�

responses was heavily positively skewed (M = 0.98 out of 6 statements, SD = 1.3), with just 

nine participants choosing it four or more times. There was no significant difference on true-

false scores between job roles, F(7, 162) = 1.28, p = .265, n2 = 0.052. There was, however, a 

significant relationship between open science category and score, as shown in the box plot in 

Figure 5.3. Participants who responded yes to the demographic question about open science 

and psychological gave more correct answers (M = 2.76, SD = 1.40) than their non-open 

science counterparts (M = 1.98, SD = 1.28), t(167) = 3.61, p < .001, d = 0.569. 
 

When asked, 56% of participants reported not feeling that they have had sufficient training 

related to the use of confidence intervals, compared to 40% claiming to have had enough 

training already. However, just 10.5% of the sample expressed no interest in further training, 

suggesting that there is a widespread appetite for education regardless of prior experiences. 

Participants typically acknowledged factors such as time and cost as being barriers to 

engaging with training, and frequently commented on wanting context-specific support that 

related to their research area. One participant, who responded maybe to wanting future 

training, expressed the following concern:  
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³,�WKLQN�WKDW�LW�LV�LPSRUWDQW��EXW�LW�IHHOV�OLNH�WKH�WUDLQLQJ�LVQ¶W�D�QHFHVVLW\�XQWLO�MRXUQDOV�ZDQW�

or require the use of FRQILGHQFH�LQWHUYDOV´ 

 

This highlights the important role that the publishing industry can play in statistical reform. 

 

5.4.3 3DUW����'HILQLQJ�µ&RQILGHQFH�,QWHUYDO¶ 

The frequencies of correct and incorrect definitions of confidence intervals are shown in 

Table 5.8, along with frequencies of ,�GRQ¶W�NQRZ�responses and a breakdown of demographic 

group differences. Ratings of correctness are shown according to both the strict definition of 

confidence intervals (e.g. Morey et al. (2016a)) and also when accepting the flexible 

perspective taken by others (e.g. Miller & Ulrich (2016)) as correct. Very few definitions 

were scored as correct using the strict criteria (just 31 out of 203 definitions). 

 

Table 5.8 
&DWHJRULVDWLRQ�RI�'HILQLWLRQV�RI�D�³����&RQILGHQFH�,QWHUYDO´��Q� ����� 

 Strict Flexible  
 Correct Incorrect Correct Incorrect µ,�'RQ¶W�.QRZ¶ 

Full Sample 31 146 78 99 26 
Job Role      
MSc Student 1 7 3 5 2 
Research/Teaching Assistant 1 1 1 1 0 
PhD Student 6 48 22 32 8 
Postdoctoral Researcher 5 23 10 18 2 
Lecturer/Senior Lecturer 11 34 24 21 2 
Professor 5 8 10 3 0 
Other 0 3 0 3 0 
Prefer not to say/Missing 2 22 8 16 1 
Open Science      
Yes 23 72 47 48 7 
No 6 51 22 35 8 
Prefer not to say/Missing 2 23 9 16 11 

 

Examples of definitions which were scored as correct under the strict mathematical 

LQWHUSUHWDWLRQ�RI�D�FRQILGHQFH�LQWHUYDO�LQFOXGH��³if we were to repeat this same procedure 

infinite times, 95% of the time the confidence interval constructed would contain the true 

population parameter the procedure is estimating´�DQG�³it is a description of the uncertainty 

around a statistic in the form of a range of values such that 95% of intervals constructed in a 

similar way will contain the true parameter value´��,Q�FRPSDULVRQ��XVLQJ�WKH�PRUH�IOH[LEOH�
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scoring approach, correct definitions include: ³>D@�95% confidence interval means that one 

can be 95% confident that the range of values contains the true mean of the population´�DQG�

³WKH�UDQJH�IRU�ZKLFK�ZH�DUH������FRQILGHQW��WKDW�WKH�WUXH�YDOXH�OLHV�ZLWKLQ´�  

 

The use of the phrase true value instead of population value was widespread, with 46 

participants using this or a similar phrase instead of explicitly mentioning population and 

sample values. A further 50 participants made no reference of populations, samples, or true 

values at all (all of which were rated as incorrect), typically providing vague definitions such 

DV�³using this method, the effect will be within this interval in 95% of the cases´�� 

 

Incorrect Definitions 

Multiple common mistakes were identified in the 99 incorrect definitions (those rated as 

incorrect by both the strict and flexible standards). Twenty-nine of these definitions included 

the confidence level misconception (see Cumming et al., 2004), such as ³when running this 

experiment 100 times, in 95 of these runs, the mean will lie between these 2 numbers´��

Twelve of the other incorrect definitions appeared to combine or confuse confidence intervals 

and NHST, making references to statistical significance �³the statistically significant value 

falls within this range´���WKH�QXOO�K\SRWKHVLV��³we are 95% confident that we would obtain the 

results observed here if the null hypothesis is false´��RU�PRVW�IUHTXHQWO\��UHIHUULQJ�WR�ILQGLQJ�

UHVXOWV�E\�FKDQFH��H�J��³there is a 5% probability that the result is due to chance´���,Q�

addition, one participant defined a confidence interval as a range of possible p-values. 

 

Three further participants mistakenly defined confidence intervals using the sample 

misconception (see )LGOHU���������VXFK�DV�³95% confidence interval refers to the range of 

values which the sample effect possibly lies within´��ZKLOH�DQRWKHU�VL[�SDUWLFLSDQWV�LPSOLHG�WKH�

VDPH�PLVWDNH�XVLQJ�OHVV�FOHDU�ODQJXDJH��VXFK�DV�³the range where 95% of your results are 

likely to fall´��7KH�UHPDLQLQJ�LQFRUUHFW�GHILQLWLRQV�W\SLFDOO\�XVHG�YDJXH�RU�FRQIXVLQJ�ZRUGLQJ��

IDLOHG�WR�DFNQRZOHGJH�XQFHUWDLQW\��RU�SUHVHQWHG�HQWLUHO\�LQFRUUHFW�LGHDV��VXFK�DV�³you predict 

that if the event was run 100 times 95 times your prediction will be right´��³the bounds that 

we can be sure the true mean lies within´�DQG�³having a range of values which may 

determine that your data is 95% representative of the population´� 
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5.5 Discussion 
 

Confidence intervals are argued to be a useful statistic which offer a range of plausible values 

for the population of interest, and highlight the uncertainty of a single sample value. 

Misconceptions related to confidence intervals have been identified in a variety of settings 

(e.g. Fidler et al., 2004; Hoekstra et al., 2014; Crooks et al., 2019). The study reported in this 

chapter makes a novel contribution by examining knowledge and misconceptions using a new 

true-false knowledge measure, in a contemporary sample of psychological researchers. In 

addition, this is one of the first studies to collect and report free-text responses to capture the 

varied knowledge and experiences of psychology researchers working with confidence 

intervals. 

 

5.5.1 Using, or not Using, Confidence Intervals 

Confidence interval use was widespread in this sample, and is significantly higher than 

reporting rates identified in reviews of the literature (e.g. Fritz et al., 2012). Rates of not 

using confidence intervals at all reinforce earlier findings by Badenes-Ribera et al. (2018), 

ZKR�DOVR�IRXQG�WKDW�����RI�SDUWLFLSDQWV�UHSRUWHG�µQHYHU¶�XVLQJ�WKHP�LQ�WKHLU�ZRUN��+RZHYHU��

overall use appears to be higher in the sample measured here, with half of participants 

reporting that they do use them in all suitable circumstances, as opposed to just 27.7% of 

SDUWLFLSDQWV�UHSRUWLQJ�XVLQJ�WKHP�³quite frequently´�LQ�WKH�ZRUN�RI�%DGHQHV-Ribera et al. 

��������,W�LV�KDUG�WR�PDNH�GLUHFW�FRPSDULVRQV�DV�HDUOLHU�ZRUN�GLG�QRW�SURYLGH�DQ�µDOZD\V�XVH¶�

response option to participants, but broadly speaking, confidence interval use either remains 

at similar levels or is higher in this specific sample.  

 

Several common explanations emerged for not, or not always, using them. Particularly 

notable barriers to confidence interval use were a lack of knowledge about confidence 

intervals, and the influence of colleagues and supervisors. Participants also acknowledged 

being strongly influenced by their wider academic peer group, DUJXLQJ�WKDW�WKH\�GRQ¶W�UHSRUW�

confidence intervals because other papers that they have read do not report them. Another 

common argument was that journal requirements, or a lack of journal requirements, directly 

influences behaviour, as mentioned by 13 participants. This theme emerged again when 

participants were asked about interest in training. However, the impact of journal 

requirements does not appear to be universal: when participants were asked about what 
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motivated them to include confidence intervals in published papers, just one quarter reported 

doing so due to journal requirements. Nonetheless, several participants also indirectly 

connected their behaviour to journals, making comments on limited word counts and space 

for figures or large tables, suggesting that journal restrictions influence reporting behaviour 

through multiple means. It is important to consider that this also illustrates the perception of 

confidence intervals as an add-on to other information, as researchers who use excuses such 

as word counts do not appear to prioritise reporting wider statistical information in their 

work.  

 

5.5.2 Strict and Flexible Perspectives 

Several explanations for not using confidence intervals highlighted the strict frequentist 

interpretation of a confidence interval. These participants were critical of a confidence 

interval having any value at all, given that, considering the strict mathematical interpretation 

of a confidence interval, one interval appears to be very difficult to interpret. Statement 1 in 

the true-false measure was designed to investigate these differing perspectives by presenting 

WKH�IOH[LEOH�µ95% confident¶�LQWHUSUHWDWLRQ�RI�FRQILGHQFH�LQWHUYDOV. With more than 1/3 of 

participants labelling it as false, it appears that awareness of the strict interpretation may be 

growing. However, when looking specifically at the strict interpretation, which is presented 

LQ�VWDWHPHQW����µIf you repeatedly take a sample of size n from a population and construct a 

95% confidence interval each time, 95% of those intervals will contain the population 

mean¶), it is clear that there is a broader lack of uncertainty as one third of participants 

DQVZHUHG�³,�GRQ¶W�NQRZ´��,W�LV�LPSRUWDQW�WR�QRWH�WKDW�VWDWHPHQWV���DQG���DUH�ERWK�FRPSDWLEOH�

IURP�WKH�IOH[LEOH�SHUVSHFWLYH��VWDWHPHQW���LV�QRW�µIDOVH¶�XQGHU�DQ\�SHUVSHFWLYH��LW�LV�VLPSO\�D�

mathematical fact about confidence intervals and long-run probability. Therefore, participants 

marking it as false (12.9%) demonstrate some misunderstanding of the mathematical 

definition of a confidence interval. 

 

The quantitative data from the true-false statements suggests that awareness of the strict 

frequentist perspective on confidence intervals is growing, with more than one third of 

participants labelling statement 1 as false, and more than half of participants labelling 

statement 6 as true. This is evident in the free-text definitions too, where 31 participants 

provided a strict frequentist definition of a confidence interval, and a further 11 provided 

ambiguously worded definitions that could be indicative of a similar understanding of long-

run probability. However, it should be acknowledged that one third of participants answered 
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VWDWHPHQW���ZLWK�µ,�GRQ¶W�NQRZ¶, which suggests that a large proportion of the sample lack an 

in-GHSWK�XQGHUVWDQGLQJ�RI�D�FRQILGHQFH�LQWHUYDO��,W¶V�DOVR�LPSRUWDQW�WR�QRWH�WKDW�WKRVH 

participants who marked statement 1 as false do not necessarily have a firm grip on theories 

of probability. This needs to be explored in a far more nuanced context to draw conclusions 

about specific knowledge related to probability. 

 

5.5.3 Misconceptions of Confidence Intervals 

The true-false knowledge statements also highlighted the prevalence of certain 

misconceptions in this particular sample of psychological researchers. Almost two thirds of 

participants incorrectly labelled confidence intervals as plausible values for the sample mean, 

as opposed to the population mean. Some of these responses could be attributed to 

misreading the question, but this data aligns strongly with previous findings related to the 

sample mean misconception shared by Fidler (2006). Participants demonstrated a greater 

understanding of confidence interval width, both in the context of precision and sample size, 

although mistakes were still made by 31% of participants for statement 2 (comparing 80% 

and 95% widths) and 20% of participants for statement 3 (comparing sample sizes of 25 and 

100). The sample misconception also appeared in several incorrect definitions of confidence 

intervals. It appears that the misconceptions noted in the work of both Fidler (2006) and 

Kalinowski (2010) still persists in this contemporary sample.  

 

The confidence-level misconception, which relates to replication and was coined by 

Cumming et al. (2004), is also apparent in the data collected for this study. Uncertainty 

related to replication was apparent in responses to statement 5, with an even division of true 

DQG�IDOVH�DQVZHUV�DQG�����RI�SDUWLFLSDQWV�UHVSRQGLQJ�³,�GRQ¶W�NQRZ´��,W�DSSHDUV�WKDW�

knowledge regarding replication and confidence intervals has not yet become widespread 

since the work of Cumming et al. (2004), although arguably, knowledge of replication rates is 

rather more specific than having a basic understanding of concepts such as confidence 

interval width and the difference between a population and a sample. The replication 

misconception was also clear in numerous free-text definitions, indicating that many 

researchers are still confused over what information is provided by a confidence interval. 

 

5.5.4 Study Limitations  

Several limitations must be acknowledged for this research. Firstly, only 10% of participants 

surveyed in this study reported never using confidence intervals, which is remarkably low in 
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contrast to reviews of confidence interval reporting across the psychology literature (e.g. Fritz 

et al., 2013). It is highly likely that self-reported data overestimates behaviour when 

compared to actual reporting practices. In addition, survey work into the use of any particular 

statistic would benefit from more nuanced response items, as the data related to confidence 

interval use (yes, not always, or no) does not provide a rich insight into behaviour.  

 

Furthermore, the sample demographics are somewhat biased towards open science 

researchers and younger researchers, considering that only 6.3% of participants identified 

themselves as professors or equivalent tenured staff, and 50% of participants reported 

engaging in some form of open science or psychological reform. While it is impossible to 

know how many academics engage in some form of open science or reform behaviours, it is 

likely that they are over-UHSUHVHQWHG�LQ�WKLV�VDPSOH��DV�WKH�µRSHQ�VFLHQFH�PRYHPHQW¶��IRU�ZDQW�

of a better term to describe psychologists interested in improving the field, has really only 

spread in the past decade.  

 

The measurement of knowledge related to confidence intervals must also be considered. 

:KLOH�WKLV�VXUYH\�WRRN�VWHSV�WR�PLQLPLVH�JXHVVZRUN�E\�LQFOXGLQJ�DQ�³,�GRQ¶W�NQRZ´�RSWLRQ��

true-false statements present a limited insight into how well confidence intervals are 

understood, and the statements selected here only represent a few aspects of the topic. Future 

work could provide longer questionnaires that span various concepts related to confidence 

intervals, and also examine confidence interval understanding in more applied settings, to 

look at knowledge and understanding in broader contexts.  

 

5.5.5 Future Directions 

The research presented in this chapter indicates that, while confidence interval use may be 

growing, misconceptions still persist about the basic nature of a confidence interval, such as 

confusion over whether one interval represents plausible values for a sample or for a 

population. Future research could adopt several approaches to examine confidence interval 

knowledge, such as identifying ways to reach more representative samples, and examining 

knowledge using different measures and different contextual settings.  

 

Beyond research, changes could also be made across both the educational and publishing 

spheres, to further influence researcher behaviour. While not universal, many participants 

agreed that they are influenced by journal requirements, and so it is logical to suggest that 
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more journals should adopt statistical policies which require researchers to expand statistical 

reporting beyond NHST. The review presented in Chapter 2 indicates that 68 of the top 100 

psychology journals request or require authors to include confidence intervals, or similar 

measures of precision, which may positively impact behaviour. In addition, improved 

statistical training should be incorporated at all levels of psychology education, with added 

discussions about the disagreements between researchers who do and do not accept the 

interpretation that you can be 95% confident in the values of a single confidence interval. 

Equipping researchers with information like this will enable them to make their own educated 

decisions about how to interpret confidence intervals. 

 

5.6 Conclusion: The Messy Reality of Confidence Intervals 
 

If confidence intervals are promoted as an improvement on NHST, which has historically 

been misused and misunderstood, then they must be a clear improvement that is used and 

understood appropriately by researchers. Therefore, the ideal researcher should not only use 

them, but also possess basic knowledge about them, including but not limited to the facts 

shared in the true-false test within this chapter. In addition, an ideal researcher should have a 

sufficient level of understanding which allows them to appropriately interpret confidence 

LQWHUYDOV��ZKLFK�UHTXLUHV�ZLGHU�NQRZOHGJH�RI�WKH�WHUP�µSUREDELOLW\¶�DQG�WKH�PDWKHPDWLFDO�

discussions that surround confidence interval interpretation.  

 

Already, the literature indicates that confidence intervals exist within a much less ideal 

reality, both with regards to individual knowledge, but also at a conceptual level. This 

conceptual mess is reflected here in the division between researchers who have adopted the 

VWULFW�IUHTXHQWLVW�SHUVSHFWLYH�YHUVXV�WKRVH�ZKR�VWLOO�PDLQWDLQ�WKH�µ����FRQILGHQW¶�DSSURDFK��

DQG�WKH�WKLUG�PRUH�SUREOHPDWLF�JURXS�ZKR�VWLOO�XQGHUVWDQG�D�VLQJOH�LQWHUYDO�DV�KDYLQJ�D�µ����

FKDQFH¶�RI�FRQWDLQLQJ�WKH�true population value. This messy reality extends to basic 

knowledge too, given that participants indicated confusion over the difference between a 

sample and a population. While high self-reported use of confidence intervals may reflect a 

JURZWK�RI�µLGHDO¶�UHSRUWLQJ�EHKDYLRXU��LW�LV�FOHDU�WKDW�HYHU\WKLQJ�EH\RQG�WKLV�LV�IDU�IURP�LGHDO��

These findings emphasise the importance of education related to confidence intervals, while 

also raising the question of whether confidence intervals really represent any improvement to 

statistical analysis at all (a discussion continued further in Chapter 8). 
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Chapter 6: Confidence Interval Interpretation and Meta-

Analytic Thinking 
 

6.1 Abstract 
 

Background: While reporting confidence intervals provides an explicit indication of 

uncertainty, it is most useful to interpret them to think critically about a set of findings. 

However, the literature indicates that confidence intervals are not accurately interpreted by 

researchers, with confidence intervals often mistakenly connected to NHST. This chapter 

presents research into confidence interval interpretation, including a partial replication of 

Coulson et al. (2010), to investigate whether interpretations of confidence intervals have 

improved over time. 

 

Methods: As part of the confidence interval survey detailed in Chapter 5, participants (n = 

206) were asked to interpret two scenarios about confidence intervals, consisting of one 

scenario describing a single interval, and a second scenario describing a pair of confidence 

intervals from two similar studies. Neither scenario included any details related to NHST. 

Results were examined for interpretations of the confidence interval values, any mentions of 

NHST-related concepts such as p-values or null hypotheses, and evidence of meta-analytic 

thinking when presented with two studies together. 

 

Results: For both scenarios, more than half of participants exclusively discussed the 

confidence intervals in their interpretations. However, a further one third of participants still 

referred to NHST in their responses. Equal numbers of responses using exclusively-CI or 

exclusively-1+67�DSSURDFKHV�LQGLFDWHG�D�EHOLHI�WKDW�WKH�ILQGLQJV�DUH�IL[HG��H�J��µWKHUH�LV�DQ�

HIIHFW¶���:KHQ�SUHVHQWHG�ZLWK�WZR�VWXGLHV�WRJHWKHU��WKHUH�ZDV�DQ�HTXDO�division of 

SDUWLFLSDQWV�ZKR�UDWHG�WKH�WZR�VWXGLHV�DV�µVLPLODU¶�YHUVXV�UDWLQJ�WKHP�DV�µFRQIOLFWLQJ¶� 

 

Conclusion: 7KLV�FRQWHPSRUDU\�UHYLVLRQ�RI�&RXOVRQ�HW�DO��������¶V�UHVHDUFK�SUHVHQWV�VLPLODU�

findings a decade later, with participants using a wide variety of approaches to confidence 

interval interpretation. Despite confidence intervals being proposed as a measure of 
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uncertainty, which is independent of NHST, many researchers still adopt a fixed mindset 

when interpreting them, or incorporate NHST into their interpretations. 
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6.2 Introduction 
 

Chapter 5 of this thesis examined confidence interval knowledge using a novel true-false 

measure, which briefly studied confidence interval interpretation using simple quantitative 

questions. However, this data does not offer evidence of how confidence intervals are 

interpreted within the context of an actual research finding. In addition, quantitative data does 

not offer a detailed insight into the thought processes employed by researchers when 

interpreting data. This chapter presents the findings of a qualitative investigation, which 

examines the conclusions made by researchers when asked to interpret two scenarios that 

include confidence intervals.  

 

6.2.1 Interpreting Confidence Intervals 

Several researchers have conducted research similar to that presented in Chapter 5, studying 

understanding through the presentation of true-false measures (e.g. Hoekstra et al., 2014; Lyu 

et al., 2018). However, multiple choice responses provide limited insight into how 

researchers actually interpret confidence intervals when using them to understand research. 

One of the first studies to examine interpretation in the context of research results, using 

qualitative data from participants, was that of Coulson et al. (2010). In their study of 

academics (which included psychology researchers), they concluded that interpretation of 

confidence intervals was broadly poor. In particular, researchers often adopted an NHST 

approach to interpretation even when a set of results did not include p-values, by making 

explicit connections to some element of NHST (e.g. mentioning statistical significance), even 

though it is an independent concept.  

 

In a similar study just a few years later, Hoekstra et al. (2012) also compared how results are 

interpreted when presented using NHST versus confidence intervals, using a sample of 66 

psychology PhD students. They found that, when shown results as confidence intervals 

(without any p-values), participants were more likely to comment on effect sizes, less likely 

to mention statistical significance, and less likely to incorrectly accept the null hypothesis 

�FODLP�WKDW�µQR�HIIHFW�H[LVWV¶��LQ�FRPSDULVRQ�WR�WKH�1+67�IRUPDWV��+RZHYHU������RI�

participants did still incorporate NHST logic into their interpretations of confidence intervals 

despite no p-values EHLQJ�LQFOXGHG��PXFK�OLNH�WKH�SDUWLFLSDQWV�LQ�&RXOVRQ�HW�DO�������¶V�ZRUN�� 
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More recently, Crooks et al. (2019) incorporated confidence interval interpretation into their 

wider conceptual assessment of confidence intervals, which has so far been tested with a 

sample of 40 undergraduate and postgraduate psychology students. They found that NHST 

was frequently mentioned by participants when trying to explain how to interpret a 

FRQILGHQFH�LQWHUYDO��VLPLODUO\�WR�SDUWLFLSDQWV�LQ�ERWK�&RXOVRQ�HW�DO�¶V��������DQd Hoekstra et 

DO��������¶V�VWXGLHV��7KH\�H[SORUHG�LQWHUSUHWDWLRQV�LQ�PRUH�GHWDLO�WR�LGHQWLI\�RWKHU�PLVWDNHV�

made, with several misconceptions being shared by participants. The confidence level 

misconception, which is the mistaken belief that 95% of future replication means will fall 

within the original study confidence interval (see Cumming & Maillardet, 2006), was the 

most frequent mistake made. This was followed by the fixed interval misconception, which is 

the mistaken belief that a confidence interval is a fixed interval, within which a moving 

population parameter may or may not fall.  

 

The work of Coulson et al. (2010) also examined how researchers interpret a pair of 

confidence intervals from two studies. One of the two confidence intervals used crossed zero, 

but, when combined, both intervals together provided evidence in favour of a positive effect. 

This was intended to examine meta-analytic thinking: the process of combining evidence 

from multiple sources to generate more reliable conclusions. Meta-analytic thinking is 

promoted as a particular advantage of the estimation approach, as the use of confidence 

intervals (which acknowledge the uncertainty of one study) should encourage researchers to 

look for multiple studies to combine evidence (e.g. Coulson et al., 2010; Cumming, 2012). 

Coulson et al. (2010) found evidence which lends some support to this: when participants 

referred to NHST in some way within their interpretation of the two studies (therefore 

straying back to a traditional, dichotomous mindset), they were highly likely to rate the two 

studies as having conflicting results. In contrast, when participants focused on the confidence 

intervals, they were highly likely to rate them as both providing evidence in favour of an 

effect. 

 

6.2.2 Chapter 6 Overview 

The study reported in this chapter extends the research shared in Chapter 5, to examine 

confidence interval interpretation in a more relevant research context. This study builds on 

earlier work by Coulson et al. (2010) and Crooks et al. (2019), to examine whether 

confidence interval interpretation has improved in the past decade in the psychology 

researcher population.  
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Objective 1: To examine the approaches that researchers take when interpreting confidence 

intervals, both to examine whether researchers still incorporate NHST logic (as found in 

previous research), and also to capture the variety of ideas and information that researchers 

use to draw conclusions about a set of results. 

 

Objective 2: To examine meta-analytic thinking in a contemporary sample, replicating the 

earlier work of Coulson et al. (2010). This has two purposes: (1) to see whether researchers 

naturally combine evidence from two separate studies to draw an overall conclusion and (2) 

to see whether researchers draw a mathematically accurate conclusion when combining two 

confidence intervals. 

 

Objective 3: To explore misconceptions and mistakes made by researchers when interpreting 

confidence intervals, to look for further evidence of the misconceptions that are discussed in 

Chapter 5. 

 

6.3 Methodology 
 

The data for this project was acquired from the confidence intervals questionnaire reported in 

Chapter 5. Details of ethical approval, participant recruitment and the wider structure and 

delivery of the questionnaire are available in Chapter 5, section 5.3.8, and further 

documentation can be found in Appendix D.  

 

6.3.1 Materials and Procedure 

In the final section of the questionnaire reported in Chapter 5, all participants were shown 

two written scenarios about confidence intervals (see Figure 6.1), and were asked to share 

their interpretation of the results in free-WH[W�ER[HV��RU�ZULWH�³,�GRQ¶W�NQRZ´�LI�SUHIHUUHG. 

Scenario 1 described the results from a single study, presenting a mean difference and a 

single confidence interval, and was written for this study. Scenario 2 described the results 

from two similar studies, presenting two confidence intervals for the purpose of comparison. 

This scenario is the two-study written confidence interval format used in Experiment 1 in 

Coulson et al. (2010), with edited surnames. Note that the surnames in this version are 
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different because the original Coulson et al. study scenarios used my surname (Collins), 

which may have confused some participants in this study if I had also used it. 

 
Figure 6.1 
Scenarios Presented to Participants Within the Wider Questionnaire 

 
 

The original Coulson et al. (2010) study presented participants with several conditions which 

presented scenarios in different ways, including two graphic presentations, and a written 

scenario that used NHST instead of confidence intervals. The choice to use the written format 

of their confidence interval scenario for this study was made because confidence intervals are 

most commonly presented in written form within published articles, and so this is the most 

relevant context that can be compared to reading the results of an actual piece of research.  

 

6.3.2 Data Tidying and Analysis 

Overall, 172 participants gave a response to Scenario 1, and 155 participants gave a response 

to Scenario 2. However, for Scenario 1, 16/172 SDUWLFLSDQWV�ZURWH�µ,�GRQ¶W�NQRZ¶, and were 

excluded from further analysis. Similarly, 19/155 SDUWLFLSDQWV�ZURWH�µ,�GRQ¶W�NQRZ¶ for 

Scenario 2, and were also excluded. The remaining interpretations of both scenarios were 

analysed using a basic content analysis, coding each interpretation deductively (top-down) 

using a codebook (described in more detail below). A more in-depth description of content 

analysis can be found in Chapter 3, Section 3.3.6 (Drisko and Maschi, 2015). The codebook 

for both scenarios was developed based on analyses conducted by Coulson et al. (2010) and 

Hoekstra et al. (2012) in their examination of confidence interval interpretations, and was 

then expanded based on multiple readthroughs of the data collected for this study.  
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Coding Scenario 1 

First, all responses were coded for interpreting the single scenario using a confidence interval 

(CI) approach, an NHST approach, a CI and NHST approach, or mentioning neither. 

Examples of all four of these approaches are shown in Table 6.1. This coding strategy differs 

slightly from Coulson et al. (2010) who only used the categories µCI-as-NHST¶ and µnot-CI-

as-NHST¶, in order to provide more insight into the different ways that participants 

interpreted the scenarios in the study reported here. Note that the purpose of this coding 

process was to categorise the approach taken to interpreting the scenario, not to score the 

correctness of the interpretation.  

 

Table 6.1 
Example Coding of Scenario Interpretations 
Interpretation Description Example 

CI approach 
Only interprets the confidence 

interval, e.g. explicitly mentions at 
least 1 of the values 

³7KH�PHDQ�IRU�WKLV�VDPSOH�LV�
4.65,but the true population mean 

is likely between ± 1.95 (ie an 
effective weight gain) and 11.25 

NJ�´ 

NHST 
approach 

Only interprets results using NHST 
logic, e.g. mentions statistical 

significance, null hypothesis, or 
XVHV�]HUR�DV�D�PHDVXUH�RI�µQR�

HIIHFW¶ 

³0HDQ�ZHLJKW�ORVV�LV�QRW�
significantly different from 0 at 

DOSKD� ����´ 

CI and NHST 
approach 

Combines confidence interval and 
NHST approaches 

³7KH�UHSRUWHG�UHVXOW�LV������EXW�
could vary between -1.95 and 

11.25. It is a very large confidence 
interval and it includes 0 which 
indicates it is not significant´ 

Neither 

Typically vague interpretations 
which do not clearly discuss the 
interval or anything related to 

NHST 

³7KH�PHDQ�ORRNV�WR�EH�D�JRRG�
representation of the possible 

UDQJH�RI�YDOXHV´ 

 

The analysis approach of Hoekstra et al. (2012) was also integrated into this study, with each 

interpretation coded for mentions of accepting an imagined null (Fixed ± H0��H�J��µWKHUH�LV�QR�

HIIHFW¶��RU�DQ�LPDJLQHG�DOWHUQDWLYH�K\SRWKHVLV��)L[HG�± HA��H�J��µWKHUH�LV�DQ�HIIHFW¶�RU�µWKH�

HIIHFW�LV«¶���Note that both of these styles of response neglect the uncertainty of a single set 

of results, indicating that the reader has not appropriately understood the confidence interval. 

7KLV�ZDV�H[SDQGHG�WR�DOVR�UHFRUG�D�IXUWKHU�µIL[HG�WKLQNLQJ¶�DSSURDFK��XVLQJ�)L[HG�± Not Sig 
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WR�FRGH�UHVSRQVHV�VXFK�DV�³the CI crosses zero, so the null hypothesis should not be rejected´�

which also fails to acknowledge uncertainty without being as explicit as to state that no effect 

exists. 

 

In line with earlier discussions in this thesis related to the strict and flexible interpretations of 

a confidence interval, responses were also coded for mentions of the 95% confident approach 

to interpreting confidence intervals (e.g. Cumming, 2012; defined as the flexible approach in 

Chapter 5); and for mentions of the long-run probability interpretation (e.g. Morey et al. 

2016a; defined as the strict approach in Chapter 5). In addition, each response was coded 

with yes, no or maybe to indicate the presence of a mistake or misconception in the 

interpretation shared. The code yes was used for clear mistakes, such as interpreting the 

confidence interval as a standard deviation. The code maybe was used for interpretations that 

ZHUHQ¶W�FOHDU�HQRXJK�WR�EH�FRGHG�DV�yes, such as participants who did not make it clear 

whether they were talking about plausible population values or sample values. For example, 

WKH�UHVSRQVH�³may change weight anywhere from ~ -2kg to may gain ~ +11kg with 95% 

certainty´�ZDV�FRGHG�DV�maybe as it does not clearly identify who may change weight 

(sample versus population).   

 

After several readthroughs of the data, the codebook was expanded to capture recurring ideas 

and comments made by participants. A list of phrases that the participant used to describe the 

³����BBBB´�ZDV�SURGXFHG��H�J��³95% likely´���DQG�UHVSRQVHV�ZHUH�FRGHG�IRU�PHQWLRQV�RI�WKH�

width of the interval, and how participants interpreted the interval crossing zero, as these 

were frequently discussed. An illustration of the coding approach used for Scenario 1 is 

shown in Figure 6.2. 

 
Figure 6.2 
Codebook Used to Examine Interpretations of Scenario 1 

Approach H0 or Ha 
Strict or 

Flex 
Mistake? 

Mistake 
Type 

Language 
Used 

CI Width 
Mentions 

Zero 
Other 

Comments 

CI, 
NHST, 
CI-and-
NHST, 
Neither 

H0, Ha, 
Fixed 
± Not 
Sig, 

neither 

Strict, 
Flex, 

neither 

Yes, 
Maybe, 

No 

Free 
text 

Probability, 
Certainty, 
Likely & 

Other 

Wide, No 
Comment 
& Other 

Free text Free text 
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Coding Scenario 2 

Interpretations of Scenario 2 were coded using a slightly modified version of the same 

codebook. As Scenario 2 presented the results of two studies together, responses were coded 

for mentions of the two studies (and their accompanying confidence intervals) as being 

similar, or different, which is the same approach used to analyse the same scenario by 

Coulson et al. (2010). For the study analysed here, a third code choice of no comment was 

added to label participants who did not connect the two studies together. After an initial 

readthrough of the data, the µCI Width¶ variable was discarded as it was not relevant to 

UHVSRQVHV��DQG�WKH�³PHQWLRQV�]HUR´�YDULDEOH�ZDV�GLVFDUGHG�DV�LW�GLG�QRW�SURYLGH�ULFKHU�GDWD�

than was already captured using the other variables. The codebook used to analyse Scenario 2 

is shown in Figure 6.3. 

 
Figure 6.3 
Codebook Used to Examine Interpretations of Scenario 2 

Approach Compatible? H0 or Ha Strict or 
Flex Mistake? 

Mistake 
Type 

Language 
Used 

Other 
Comments 

CI, NHST, 
CI-and-
NHST, 
neither 

Similar, 
Different or 
no comment 

H0, Ha, 
Fixed ± 
Not Sig, 
neither 

Strict, 
Flex, 

neither 

Yes, 
Maybe, 

No 
 

Probability, 
Certainty, 
Likely & 
others 

 

 

6.3.3 Inter Rater Reliability 

A second coder, RW, independently coded a randomised subset of 20% of the responses to 

Scenarios 1 and 2. )RU�6FHQDULR����&RKHQ¶V�NDSSD�ZDV�LQLWLDOO\��������ZKLFK�ZDV�UHYLVHG�

upwards to 0.819 after discussions to clarify that mentioning zero was not always indicative 

of an NHST approach. )RU�6FHQDULR����&RKHQ¶V�NDSSD�RI�LQWHUSUHWDWLRQ�DSSURDFK�MXGJHPHQWV�

was initially 0.891, which was revised upwards to 1.0 (perfect agreement) after identifying 

WZR�PLVVHG�LQVWDQFHV�RI�1+67�FRPPHQWV�E\�(&��7KH�&RKHQ¶V�NDSSD�score for judgements of 

the scenarios being compatible or not was 0.947. When judging kappa, scores of .61 ± .80 

correspond to µsubstantial agreement¶ and scores >.80 correspond to µalmost perfect 

agreement¶ (Landis & Koch, 1977). Note that for any remainiQJ�GLVDJUHHPHQWV��(&¶V�

decision was determined to be the final judgement, as the primary researcher. 
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6.3.4 Participants 

Of the 206 participants in the overall confidence interval questionnaire study (Chapter 5), 172 

interpreted one or both scenarios, and so are included in the data set for this study. Of these 

172 participants, 103 identified as engaging with open science in some way, compared to 66 

who did not (with 3 missing responses). Participants were from the same assortment of job 

positions, psychology sub-fields and countries as reported in Chapter 5, section 5.3.8.  

 

6.4 Results 
 

6.4.1 Scenario 1: A Single Interval 

Of the 156 interpretations of Scenario 1, 86 were categorised as interpreting using a 

confidence interval (CI) approach, 20 as an NHST approach, 29 as CI-and-NHST together, 

and 21 as neither.  

 

The majority of interpretations presented some indication of uncertainty, either by using 

language which indicated that the results are simply plausible findings, such DV�³the mean for 

this sample is 4.65,but the true population mean is likely between - 1.95 (ie an effective 

weight gain) and 11.25 kg´��RU�E\�UHIHUHQFLQJ�XQFHUWDLQW\�GLUHFWO\��³the CI crosses zero so, if 

we assume that the CI contains the population mean, it could feasibly be 0. There is quite a 

lot of uncertainty in the estimate´��+RZHYHU�����SDUWLFLSDQWV�LQGLFDWHG�D�SHUFHSWLRQ�WKDW�WKH�

results are definite, either by mistakenly declaring the presence of an effect (coded as 

accepting Ha��VXFK�DV�³the true estimate is between those two values´��RU�FRQYHUVHO\�

interpreting the findings as demonstrating no effect (accepting H0����IRU�LQVWDQFH��³the 

confidence interval includes zero, which means no true effect´�� 

 

Nine of these 37 participants did not go as far as to declare that no effect exists, but did 

exclusively interpret the results as being statistically non-significant, without offering any 

further comments that would suggest a consideration of uncertainty or a range of possible 

YDOXHV��H�J��³there was no significant effect of diet plan on weight loss (as confidence 

intervals include the null result - L�H��]HUR�ZHLJKW�ORVV�´). The frequency of fixed 

interpretations per approach is shown in Table 6.2, which shows that both the CI and NHST 

approaches lead to equal numbers of interpretations which perceived the results as certain.  
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Table 6.2 
Fixed Interpretations Within Each Overall Approach 

 CI NHST CI-and-NHST Neither 
Fixed - Accepts Ha 13 0 4 0 
Fixed - Accepts H0 2 6 1 2 
Fixed ± Not Significant 0 9 0 0 

 

Neither the strict long-UXQ�SUREDELOLW\�LQWHUSUHWDWLRQ�RU�WKH�IOH[LEOH�µ����FRQILGHQW¶�

interpretation appeared frequently within participant responses, with the former mentioned or 

implied just 4 times, and the latter mentioned by 8 participants. :KLOH�µ����FRQILGHQW¶�ZDV�

the most popular phrase used, participants also opted for µ����SUREDELOLW\¶��n = 5), µ����

FKDQFH¶��n = 4), µ����FHUWDLQ¶��n = 5���µ����OLNHO\¶��n = 4��DQG�µ����VXUH¶��n = 1).  

 

The interval width and the inclusion of zero within the interval both drew frequent comments 

from participants. The width of the interval was mentioned in 45 responses, and while most 

participants simply noted that the range of plausible values was wide, one participant mistook 

a wide interval for equalling a large eIIHFW��DQG�DQRWKHU�LQYHUVHO\�LGHQWLILHG�WKH�ZLGWK�DV�µQRW�

ZLGH¶��6HYHUDO�SDUWLFLSDQWV�FRQQHFWHG�WKH�ZLGWK�RI�WKH�LQWHUYDO�WR�LQFUHDVHG�XQFHUWDLQW\�LQ�WKH�

UHVXOWV��ZLWK�RQH�SDUWLFLSDQW�PDNLQJ�WKH�VWURQJ�FODLP�WKDW�³the wider CIs generally the less 

trustworthy the data´. Discussions of the confidence interval spanning zero were more 

varied, with 33 participants explicitly using zero to interpret the result as not being 

statistically significant, compared to 17 participants who described zero being just one 

plausible population value of many. Other participants commented on zero reducing the 

UHOLDELOLW\�RI�WKH�UHVXOWV��XVLQJ�ODQJXDJH�VXFK�DV�³no confident claim can be reliably made´�

DQG�³there is not compelling evidence´��2QH�SDUWLFLSDQW�PDGH�WKH�SDUWLFXODUO\�Vtrong claim 

WKDW�³>WKH@�confidence interval [is] not significant as it crosses zero, so result is meaningless´� 

 

A variety of mistakes and misconceptions were identified in interpretations of Scenario 1, 

which are presented in Table 6.3, divided into definite mistakes and possible mistakes (where 

a participant did not provide enough detail to establish whether they were incorrect or not). 

The most frequent mistake made was defining a confidence interval as either the full range of 

sample values, or as 95% of the range of sample values. The confidence level misconception, 

which is the incorrect belief that one confidence interval includes 95% of future means from 

replication studies (see Cumming and Maillardet, 2006) was also commonly shared by 

participants. 3DUWLFLSDQWV�DOVR�PDGH�VHYHUDO�PLVWDNHV�FODVVHG�WRJHWKHU�XQGHU�µRWKHU¶��LQFOXGLQJ�
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getting the relationship between 0 and statistical significance wrong (as quoted in Table 6.3), 

incorrectly reading the scenario and describing large weight gains, describing the findings as 

highly positively skewed, and describing (without explanation) a new set of values where 

future weight loss would fall.  

 

Table 6.3 
Confidence Interval Interpretation Mistakes for Scenario 1 

Mistake Example 
Frequency 

Definite Possible 

Fixed Sample Mean 
³With 95% certainty, one loses a 

mean of 4.65kg using this diet plan´ 4 - 

Sample Range 

³On average a participant lost 4.65kg, 
but this ranged from participants 

gaining weight to losing up to 11.25 
kg´ 

- 
³The mean weight loss is very likely 

between -1.95 and 11.25 kg´ 

17 9 

Confidence Interval as 
Standard Deviation 

³This shows that the score is nearly 2 
standard deviations below the mean´ 

2 - 

5% Due to Chance 

³ZHLJK�ORVV�ZRXOG�YDU\�EHWZHHQ�
participants putting on 1.95kg and 

losing 11.25kg on average with a 95% 
level of confidence (i.e., that 5% of the 
results would be due to chance and not 

explaiQHG�E\�WKH�LQWHUYHQWLRQ´ 

2 - 

Confidence Level 
Misconception 

³,I�UHSHDWHG�VDPSOHV�ZHUH�GUDZQ�IURP�
the population, 95% of these samples 

would report an avg weight loss 
between -����NJ�DQG������NJ´ 

8 - 

Other 

³7KH�&,�LV�TXLWH�ZLGH��GHPRQVWUDWLQJ�
a large effect. It also spans zero, 
which is evidence of a significant 

UHVXOW�´ 

5 2 

 

6.4.2 Scenario 2: Two Intervals 

Of the 136 interpretations of Scenario 2, perspectives were almost equally divided. Fifty-

three participants described the two results as similar, although just three explicitly 

commented on using a meta-analytic process to draw any conclusions. In comparison, 54 

participants described the two results as conflicting. The remaining 29 participants did not 
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comment on how the two studies compared to one another. Examples of interpretations 

categorised as similar LQFOXGH�³both studies showed a similar mean difference; a treatment 

effect favouring the intervention group´�DQG�³taking the two studies together, the evidence 

indicates that the new treatment performs better that the existing treatment´��,Q�FRQWUDVW��

conflicting interpretations typically referenced the second confidence interval crossing zero as 

MXVWLILFDWLRQ�IRU�WKH�WZR�UHVXOWV�WR�QRW�EH�FRPSDWLEOH��VXFK�DV�³Skinner's study finds a positive 

effect of the treatment on insomnia, while Miller' finds no effect as it crosses the 0 and has a 

negative CI´�  

 

Sixty-eight responses were categorised as interpreting the results using a confidence interval 

(CI) approach, 25 as interpreting using NHST, 21 as CI-and-NHST, and 22 as neither. 

7\SLFDO�UHVSRQVHV�FDWHJRULVHG�DV�µQHLWKHU¶�ZHUH�YHU\�YDJXH��FRQVLVWLQJ�RI�LQWHUSUHWDWLRQV�VXFK�

DV�³there is potentially conflicting evidence regarding the new treatment of insomnia more 

research with larger samples are needed´�� 

 

Figure 6.4 
Participant Judgements and Interpretation Approaches for Scenario 2 

 

 

Overall, participants who used an NHST approach to interpreting data were more likely to 

rate the two sets of results shared in Scenario 2 as conflicting, as shown in Figure 6.4. A chi 
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square test of independence found a significant relationship between interpretation approach 

and judgement of the two study intervals, X2(6, 136) = 17.3, p = .008, V = .25. It should be 

noted that this is not a particularly large effect size, and overall group differences are quite 

small, particularly for the participants who used an exclusively-CI approach to interpreting 

the intervals. Noticeably, 28 of these participants rated the two results as similar, while 21 of 

them rated them as conflicting, and the remaining 21 made no comment.  

 

When interpreting Scenario 2, zero participants referenced the long-run definition of a 

confidence interval. Just two participant expliciWO\�XVHG�µ����FRQILGHQW¶�WR�LQWHUSUHW�WKH�

LQWHUYDOV��DOWKRXJK�SDUWLFLSDQWV�GLG�VWLOO�XVH�WHUPV�VXFK�DV�µ����FHUWDLQ¶��n = 4���µ����

FKDQFH¶��n = 2���µ����OLNHO\¶��n = 2���DQG�µ����VXUH¶��n = 1). Mistakes appeared much less 

frequently than in responses to Scenario 1, although three participants did incorrectly 

LQWHUSUHW�WKH�FRQILGHQFH�LQWHUYDO�DV�D�PHDVXUH�RI�WKH�VDPSOH�YDOXHV��VXFK�DV�³there is a 95% 

chance that the first finding fell between 0.61 and 6.61, and the second between -1.41 and 

5.87´��,Q�DGGLWLRQ, one participant mistakenly interpreted the interval using logic similar to 

that of p-YDOXH�LQWHUSUHWDWLRQV��³both studies had a confidence interval which I think maybe 

means that there is a 5% chance that these results are due to chance´���DQG�WZR�IXUWKHr 

participants gave vague responses which indicated that they had misunderstood the scenario. 

 

Contrastingly, several participants indicated reflecting more widely on the study to aid their 

interpretation of the results. Overall, 29 participants commented on the small sample sizes of 

the two studies, or a potential lack of study power, while several other participants asked for 

additional contextual information about the study design. 

 

6.5 Discussion 
 

The study presented in this chapter provides a contemporary insight into how well 

psychological researchers understand confidence intervals (CI). Instead of comparing results 

presented using CI and NHST formats like earlier work by Coulson et al. (2010) and 

Hoekstra et al. (2012), this study instead examined how confidence interval results are 

interpreted in the absence of NHST. In addition, this study incorporated two types of research 

scenario: one presenting a single confidence interval, and another presenting two intervals 

from two very similar studies together. The findings presented here reinforce the earlier work 
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of Coulson et al. (2010), demonstrating that more than a decade later, psychological 

researchers still interpret confidence intervals in a huge variety of ways, ranging from 

sensible and insightful evaluations to rigid and unjustified dismissals of possible effects. 

 

6.5.1 Varied Interpretations of Confidence Intervals 

:KHQ�LQWHUSUHWLQJ�ERWK�VFHQDULRV�LQ�WKLV�VWXG\��WKH�µFRQILGHQFH�LQWHUYDO¶�PLQGVHW�ZDV�DGRSWHG�

most frequently by participants, used exclusively by over half of the sample for both 

scenarios. Even when participants made a reference to NHST in their responses, more than 

half of the time they also incorporated a discussion of the confidence interval values. 

However, equally it must be noted that neither Scenario 1 or 2 made any reference to NHST, 

and yet almost one third of responses to each scenario incorporated NHST into their 

UHVSRQVH��,Q�+RHNVWUD�HW�DO���������S���������WKH\�VXJJHVW�WKDW�³CIs are not used as an implicit 

form of significance testing´��EXW�arguably this is not true of the participants in this study, 

particularly given that a sizeable proportion of participants interpreted confidence intervals 

exclusively using NHST. These findings demonstrate that NHST still remains ingrained in 

researchers; much the same as it did more than a decade ago as reported by Coulson et al. 

(2010).  

 

$�SDUWLFXODUO\�VWULNLQJ�ILQGLQJ�KHUH�LV�WKDW�WKH�µIL[HG�PLQGVHW¶�RI�ILUPO\��DQG�PLVWDNHQO\��

accepting H0 or Ha was not limited to those participants using an NHST approach to 

interpretation: a lack of uncertainty was displayed in equal numbers of exclusively-CI and 

exclusively-NHST responses. This indicates that, even when interpreted without relying on a 

dichotomous NHST mindset, confidence intervals do not guarantee improved inferences. 

This is also reflected in the findings from Scenario 2: despite participants who rated the two 

results as similar being much more likely to use an exclusively-CI approach than any other, 

many participants using the exclusively-CI approach still described the two studies as 

conflicting, or made no comment connecting the two studies at all (as shown in Figure 6.4).  

 

6.5.2 Meta-Analytic Thinking 

Just one fifth of participants failed to reflect on both confidence intervals together when 

interpreting Scenario 2, with the remaining four fifths adopting a meta-analytic approach to 

consider the two results together. Thinking meta-analytically is arguably a strength of a 

researcher, who looks beyond single pieces of evidence and can begin to put them together to 

generate stronger evidence bases. However, opinions were almost evenly divided between 
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those who rated the two scenarios as showing overall similar findings (n = 53), versus those 

who interpreted them as conflicting (n = 54). The two intervals shared in Scenario 2, if 

combined meta-analytically, result in the interval shown in Figure 6.5. It can be seen that in 

this case, the meta-analytic confidence interval indicates an overall positive effect, 

conditional upon the two samples being drawn from the same population; and so, the correct 

interpretation is one which concludes that both studies contribute evidence for an effect (i.e. 

do not conflict). The mixed findings here suggest that, while the majority of researchers are 

able to adopt a meta-analytic mindset, they are not yet equipped with sufficient knowledge to 

do so in a mathematically accurate way.  

 
Figure 6.5 
Meta-Analytic Combination of Results From Scenario 2 

 
Note. From Confidence Intervals Permit, But Do Not Guarantee, Better Inference Than Statistical 
Significance Testing, by Coulson et al., 2010, p. 4. © Coulson, Healey, Fidler & Cumming. 
Unrestricted sharing with credit permitted. 
 
6.5.3 Interpretations, Misconceptions and Mistakes 

:KHQ�FRXQWLQJ�PLVWDNHV��HUURUV�RI�ODQJXDJH��H�J��LQFRUUHFWO\�XVLQJ�µFHUWDLQ¶�RU�µSUREDELOLW\¶��

were disregarded in favour of identifying mistakes that indicate a wider lack of knowledge 

about confidence intervals. Most frequently, participants misunderstood a confidence interval 

as being a range of sample values, demonstrating that they have not grasped the inferential 

nature of a confidence interval. Others appear to have combined the concepts of confidence 

intervals and NHST to create a new hybrid misunderstanding, getting confused over 

SHUFHQWDJHV�DQG�WKHLU�UHODWLRQVKLS�ZLWK�UHVXOWV�EHLQJ�DWWULEXWHG�WR�µFKDQFH¶�� 

 

Thinking more broadly about understanding confidence intervals also raises the question of 

whether conceptual definitions of a confidence interval relate to how they are interpreted. In 

Chapter 5, data collected from the same sample revealed 31 instances of confidence intervals 
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being defined under the strict long-run probability approach, and 47 being defined using the 

µ����FRQILGHQW¶�DSSURDFK��+RZHYHU��LQ�WKLV�VWXG\��IHZHU�WKDQ����RI�UHVSRQVHV�UHIHUUHG�WR�

either of these interpretations, which suggests that there is a disconnect between conceptual 

knowledge and putting knowledge into practice in the context of research studies. 

 

6.5.4 Study Limitations and Future Directions 

Several limitations must be acknowledged when considering the findings of this study. The 

demographic limitations discussed in previous chapters are still valid here, primarily with 

regards to the generalisability of these results. It is not straightforward to establish current 

engagement with various aspects of open science and reform, but it is likely that researchers 

who have adopted more progressive behaviours, and are more likely to have been exposed to 

conversations about statistical reform, are over-represented in this research. The sample is 

also biased towards early career researchers, particularly PhD students and postdoctoral 

researchers, and so does not provide as much insight into the statistical abilities of those who 

have more career experience in research. However, if confidence interval interpretation is 

diverse and often inaccurate in this sample, it would not be unreasonable to suggest that it is 

even less accurate in samples who do not engage with statistical reform and likely stick to 

more traditional data analysis. It is also unknown what more data from those with more 

experience would uncover: there could be an even deeper level of ingrained NHST-thinking; 

or there could be more understanding simply due to a longer career of being exposed to 

varying statistical concepts. Studying how those with a longer career interact with confidence 

intervals, and indeed other statistics such as effect sizes, may offer additional insight into the 

influence that prolonged exposure to NHST has on statistical practices and interpretations.   

 

The method used should also be evaluated. Providing two short scenarios and two free-text 

response boxes does not necessarily translate to how researchers may interact with published 

articles, particularly when the topics or methods in Scenario 1 and 2 may not have any 

relevance to their own work. Indeed, interpretations may be improved with more familiar 

contexts, which would be a valuable future direction for research to follow. In addition, 

online questionnaires do not facilitate nuance and do not allow for easy follow up questions 

and discussions which may highlight details and understanding that has been missed here. It 

should also be noted that data was collected during the COVID-19 pandemic, which has been 

a period of stress and uncertainty for most, and is highly likely to have negatively influenced 

how much engagement and energy participants gave to this research.  
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While future research will offer more informative insights into researcher abilities, the 

findings reported here reinforce the importance of education related to confidence intervals. 

Given that interpretations were hugely varied and often unique, it is obvious that researchers 

would benefit from improved resources and support if they are to appropriately use 

confidence intervals in their work. However, this chapter also reinforces the conclusions 

drawn in Chapter 5, further highlighting that the most appropriate future direction for 

confidence intervals may instead be not to use them at all, given that they do not appear to be 

any better used or understood than NHST. 

 

6.6 Conclusion: The Messy Reality of Confidence Intervals (Part II)  
 

As discussed in Chapter 5, the ideal researcher should not only use confidence intervals, but 

also have both basic knowledge and a good understanding of them. Confidence intervals 

should not just be reported, but also interpreted, with an ideal researcher offering sensible 

interpretations. These ideal interpretations should offer an accurate reflection of the interval 

values, avoid incorporating NHST (e.g. by not using a confidence interval as a measure of 

statistical significance) and also acknowledge that the presence of zero does not provide 

concrete evidence that no effect exists. More implicitly, the ideal researcher should be able to 

interpret a confidence interval using their preferred approach to probability, based on an 

awareness that there are differences of perspective (as discussed in Chapter 5) with regards to 

EHLQJ�µ����FRQILGHQW¶��+RZHYHU��LQ�FRQWUDVW�WR�WKLV�LGHDO�VFHQDULR��WKH�ILQGLQJV�RI�WKLV�FKDSWHU�

instead reinforce the messy reality of confidence intervals identified in Chapter 5. 

Interpretations were hugely varied and often incorrect, and often neglected the confidence 

intervals entirely by adopting an NHST mindset and only sharing comments about statistical 

significance and null hypotheses.  

 

Perhaps more concerningly, the data shared in this chapter highlights another important 

FRQFHSWXDO�µPHVV¶�UHJDUGLQJ�XQFHUWDLQW\�YHUVXV�IL[HG�PLQGVHWV��&RQILGHQFH�LQWHUYDOV�DUH�

SURPRWHG�DV�SDUW�RI�WKH�µHVWLPDWLRQ�DSSURDFK¶��ZKHUH�WKH�LGHDO�UHVHDUFKHU�ZRXOG�XVH�WKHP�WR�

critically evaluate and reflect on the uncertainty of a single finding. However, where 

SDUWLFLSDQWV�LQ�WKLV�VWXG\�GHPRQVWUDWHG�IL[HG�WKLQNLQJ��H�J��ZLWK�VWDWHPHQWV�VXFK�DV�µQR�HIIHFW�

H[LVWV¶���WKH\�ZHUH�HTXDOO\�DV�OLNHO\�WR�GR�VR�XVLQJ�D�FRQILGHQFH�LQWHUYDO�DSSURDFK�DV�WKRVH�
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who used an NHST approach, suggesting that confidence intervals do not naturally invoke 

reflections on uncertainty. It is apparent based on both this data, and the findings of Chapter 

5, that researchers do not have a confident understanding of confidence intervals. 
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Part 2: Power and Power Analysis  
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Chapter 7: Using and Misunderstanding Power in 

Psychological Research 
 

Sections of this chapter also feature in Collins, E., & Watt, R. (2021). Using and 

Understanding Power in Psychological Research: A Survey Study. Collabra: Psychology, 

7(1), 28250. https://doi.org/10.1525/collabra.28250 

 

7.1 Abstract 
 

Background: As the use of NHST persists within psychology, it is sensible to reduce the risk 

of Type II errors by increasing the statistical power of studies. As many organisations now 

encourage researchers to plan their sample sizes using power analyses, it is important to 

identify any difficulties that researchers experience when trying to evaluate the power of their 

work. This chapter presents new research into the use of power analyses and knowledge of 

statistical power in psychology. 

 

Methods: An international sample of psychology researchers (n = 214) completed an online 

questionnaire about statistical power and power analysis. Participants were asked about their 

sample size planning approaches, effect size estimation methods, power analysis software 

preferences and using post hoc power analyses. Knowledge of power was studied by asking 

SDUWLFLSDQWV�WR�GHILQH�WKH�WHUP�µVWDWLVWLFDO�SRZHU¶�LQ�WKHLU�RZQ�ZRUGV� 

 

Results: Power analysis use was high, with just 30 participants in this study having never 

used an a priori power analysis. Participants reported difficulties with computing a priori 

power analyses for complex research designs, and approaches to effect size estimation. The 

misconception that a post hoc power analysis computes the actual power of a study was also 

held by approximately one quarter of the sample. Participants typically could not accurately 

define power, with 57 participants providing an incorrect definition and just 17 providing an 

entirely accurate definition. 

 

Conclusions: Despite a priori power analysis use increasing, participants reported several 

difficulties and barriers in this study which suggest that power analyses may not be used 

https://doi.org/10.1525/collabra.28250
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appropriately. In addition, participants appear to lack a firm understanding of what power is 

as a concept. Researchers would benefit from clear tutorials and improved educational 

materials to ensure that power analyses do not become a new tick-box exercise. 
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7.2 Introduction 
 

Thus far in this thesis, the estimation approach has been explored as a plausible addition or 

alternative to null hypothesis significance testing (NHST). However, in Chapter 1, statistical 

power was also introduced as an important concept within statistical reform, as it offers a way 

to minimise the risk of Type II errors. Given that psychology is unlikely to make dramatic 

shifts away from NHST as a key method of data analysis, it would be sensible to improve the 

reliability of findings tested using this framework. Furthermore, Chapter 2 demonstrated that 

more than one third of the top 100 psychology journals either require or encourage 

researchers to use an a priori power analysis, or at least consider study power in some form, 

and so researchers need to be equipped with sufficient knowledge and skill to do so 

appropriately. This chapter presents the findings of a third questionnaire study, which has 

examined the use of power analyses and knowledge of power in a psychology researcher 

sample. 

 

7.2.1. What is Power?  

Statistical power �µSRZHU¶� is the probability of obtaining a statistically significant outcome 

for a test, given a particular alpha level, sample size and population effect size. It is tied to the 

Type II (false negative) error rate, where error rates increase as power decreases, and the 

FRQYHQWLRQDOO\�µDFFHSWDEOH¶�OHYHO�RI�SRZHU�LQ�SV\FKRORJLFDO�UHVHDUFK�LV������HTXDO�WR�D�����

chance of a Type II error. Reviews suggest that psychological research is consistently 

underpowered, primarily due to insufficient sample sizes. For example, Cohen calculated the 

average power of research in one journal to be 18%, 48% and 83% for small, medium and 

large effects, respectively (Cohen, 1962). As the Type II error rate is equal to ͳ െ  ,ݎ݁ݓ݋݌

then Type II error rates in the literature reviewed by Cohen could be as high as 82% 

(ͳͲͲΨ� െ ͳͺΨ) for research studying small effects. This is particularly important because 

WKH�HIIHFWV�VWXGLHG�LQ�SV\FKRORJ\�DUH�RIWHQ�VPDOO��EDVHG�RQ�&RKHQ¶V�RULJLQDO�EHQFKPDUN�RI�d 

= 0.2 (De Boeck and Jeon, 2018). Low power means that these small effects may be missed 

entirely by researchers. 

 

'HVSLWH�&RKHQ¶V�ORQJVWDQGLQJ�HIIRUWV�WR�HQFRXUDJH�PRUH�UHVHDUFKHUV�WR�WKLQN�FDUHIXOO\�DERXW�

the power of their work, contemporary reviews show very little improvement. For instance, 

6WDQOH\�HW�DO�¶V��������UHYLHZ�of 200 meta-analyses calculated a median overall statistical 
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power of only 36%. However, as more journals implement requirements and guidelines 

related to statistical power, it is hoped that the overall power of psychological research will 

improve. 

 

7.2.2 A Brief Overview of Power Analyses 

In Chapter 1, the term power analysis was first introduced. This term is typically used to refer 

PRUH�VSHFLILFDOO\�WR�DQ�µD�SULRUL¶�SRZHU�DQDO\VLV��ZKLFK�LV�WKH�UHFRPPHQGHG�FDOFXODWLRQ�XVHG�

for planning research sample sizes with adequate power. This calculation uses a set alpha, 

intended power level, and estimated population effect size to identify the minimum sample 

size for a well-powered study. However, other power calculations also exist: sensitivity 

analyses, and post hoc power analyses. Sensitivity power analyses are often used 

retrospectively to identify the smallest sample effect size that a particular study could detect, 

given a fixed sample size, chosen alpha and chosen power level. This process is sometimes 

favoured as it does not rely on inaccurate estimates of population effect sizes, although it 

must be noted that it still does not provide any information on the actual population effect 

size.  

 

3RVW�KRF��RU�µREVHUYHG¶��SRZHU�LV�SHUKDSV�WKH�PRVW�FRQWURYHUVLDO�DSSURDFK�WR�SRZHU�DQDO\VLV� 

Post hoc power is calculated after data has been analysed, and uses the sample effect size, 

FKRVHQ�DOSKD��DQG�DFWXDO�VDPSOH�VL]H�WR�FDOFXODWH�µVWXG\�SRZHU¶��7UDGLWLRQDOO\��LW�KDV�EHHQ�

used for two purposes: to claim that a null effect is only due to low study power; or to attempt 

WR�UXOH�RXW�DQ�DOWHUQDWH�K\SRWKHVLV��EHFDXVH�µSRVW�KRF�SRZHU¶�DSSHDUV�WR�EH�KLJK��+RZHYHU��DV�

briefly discussed in Chapter 1, this is a problematic calculation. The mathematical 

relationship between post hoc power and p-values means that null results (p > .05) will 

always correspond to power being less than 50% (Yuan & Maxwell, 2005; Lakens, 2014), 

ZKLFK�FDQ�EH�GHPRQVWUDWHG�XVLQJ�)LVKHU¶V�]�WUDQVIRUPDWLRQ��&ROOLQV�	�:DWW�������� 

 

௣௢௦௧ି௛௢௖ݓ݌ ൌ ͳ െ ݂݀ܿ݉ݎ݋݊ ቀ݊ݒ݊݅݉ݎ݋ ቀͳ െ
ߙ
ʹቁ െ ሺͳݒ݊݅݉ݎ݋݊ െ

଴݌
ʹ ሻቁ 

 

In addition, the measured sample effect size is highly unlikely to be a reliable reflection of 

the true population effect size due to sampling error (Gelman, 2019). Despite its flaws, post 

hoc power was mistakenly encouraged by many academics at the start of the 21st century (e.g. 

Onwuegbuzie & Leech, 2004), which may still influence the behaviour and knowledge of 
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academics today. The review reported in Chapter 2 identified only two instances of top 

psychology journals explicitly banning the use of post hoc power as of October 2021.  

 

7.2.3 Researchers and Power 

While many broad reviews of the literature exist, little research has examined the use and 

understanding of power from the LQGLYLGXDO�SHUVSHFWLYHV�RI�UHVHDUFKHUV��'HVSLWH�&RKHQ¶V�

early work encouraging the adoption of power analyses (Cohen, 1988), a survey in the late 

20th century found that only 36.1% of surveyed psychology and management academics used 

a priori power analyses in any of their research (Mone et al., 1996). However, 50% of their 

sample did report employing post hoc power analyses to investigate results that were not 

statistically significant. Another, more recent, survey of psychologists found that only 47% 

reported using an a priori power analysis for sample size planning; just a 10% increase since 

0RQH�HW�DO�¶V��������LQYHVWLJDWLRQ�WZR�GHFDGHV�SULRU��%DNNHU�HW�DO����������:KHQ�HYDOXDWLQJ�

actual behaviour instead of self-reported behaviour, power analysis use appears to remain 

much lower: for example, Tressoldi and Giofrè (2015) found that only 2.9% of 853 

psychology articles reported an a priori power analysis or discussed sample size. In addition, 

a review of reported power analyses revealed that they often lack detail about effect size 

estimation and which software was used to calculate power. Almost half of power analyses 

failed to justify their choice of effect size, and those that do justify it often rely on estimates 

IURP�SUHYLRXV�OLWHUDWXUH��RU�&RKHQ¶V�JHQHUDO�EHQFKPDUNV��%DNNHU�HW�DO���������� 

 

Mone et al. (1996) also briefly examined barriers to power analysis use, with researchers 

reporting difficulties with software and an overall lack of knowledge about power. The 

research of Bakker et al. (2016) also suggests that an insufficient understanding of power is a 

barrier to power analysis use. In a brief knowledge test, three quarters of their sample could 

identify the correct definition of power when presented with a list of options. However, 

further testing found that most participants overestimated the power of studies investigating 

small effect sizes, and underestimated the sample sizes which would correspond to adequate 

power to detect typical effects in psychology, suggesting that psychologists have incorrect 

intuitions about power. 

 

7.2.4 Chapter 7 Overview 

The intention of this study was to contribute new data on the use and knowledge of power 

analyses and statistical power in the psychology researcher population. This data will provide 
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an insight into current behaviours compared to recommendations, and may identify issues 

that can be addressed to ensure that power analyses are being used correctly within 

psychology. The specific objectives were as follows: 

 

Objective 1: To explore power analysis use, including possible barriers to using power 

analyses, approaches to effect size estimation, and use of post hoc power analyses.  

 

Objective 2: To examine knowledge of statistical power, both through the free-text data that 

participants use to explain their power analysis experiences, and by asking participants to 

GHILQH�WKH�WHUP�µVWDWLVWLFDO�SRZHU¶�LQ�WKHLU�RZQ�ZRUGV�� 

 

7.3 Methodology 
 

7.3.1 Ethics 

This study received ethical approval from the 8QLYHUVLW\�RI�6WLUOLQJ¶V�*HQHUDO�8QLYHUVLW\�

Ethics Panel (GUEP #864 19-20) and adhered to the Code of Human Research Ethics 

guidelines of the BPS (BPS, 2014). Documentation can be found in Appendix E.  

 

7.3.2 Sampling and Inclusion Criteria 

An a priori power analysis was not deemed suitable due to the exploratory nature of this 

study. In the same manner as the other questionnaire studies that form this thesis, participants 

were recruited via opportunity sampling, with the intention of capturing as many responses as 

possible during a month-long sampling window.  

 

Data was collected between 16th April and 16th May 2020, during the first wave of the 

COVID-19 pandemic. Participants were recruited through Twitter and within a LinkedIn 

research group for psychology researchers, and the study questionnaire was shared through 

academic mailing lists such as the PsyPAG mailing list for UK postgraduates and 

postdoctoral researchers, the University of Stirling Psychology Staff and PhD mailing lists, 

and the UK Research Methods Psychology JISC mailing list. Advertisements used for this 

study are similar to those used in the two previous questionnaire studies, examples of which 

are found in Appendix B. 
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As with the previous two questionnaire studies in this thesis, all self-identifying psychology 

researchers, actively involved in some level of quantitative research, were eligible to take part 

in this study. Once again, undergraduate students were not eligible to take part in this study as 

they are not typically responsible for generating published research. Participation was open to 

researchers in all countries to capture a range of diverse experiences. 

 

7.3.3 Materials 

Data for this study was collected via an online questionnaire (shared in Appendix E). All 

questions were developed by the researcher, and are detailed below. The questionnaire was 

first piloted with a professor and two PhD students to ensure that question wording was clear, 

and no changes were recommended by pilot participants.   

 

Sample Size Planning. 3DUWLFLSDQWV�ZHUH�DVNHG�³as a researcher, how do you generally plan 

\RXU�VDPSOH�VL]H�IRU�TXDQWLWDWLYH�UHVHDUFK"´�with a large free-text response box. This 

question was designed to encourage an honest overview of sample size planning with space 

to report any number of approaches. Qualtrics was set up to identify mentions of the key term 

power analysis. Participants who mentioned the term power analysis were automatically 

routed to the Set A Questions, as shown in Figure 7.1. 

 

Figure 7.1  
Order of Materials Presented to Participants 
 

 

 

Use of Power Analysis. This question was displayed to participants who had not explicitly 

used the term power analysis in their previous response to sample size planning. These 

participants were explicitly asked if they had ever used an a priori power analysis for sample 

size planning, with options yes or no. This question was used to direct participants to the set 

of questions relevant to their experiences (Set A or Set B, shown in Figure 7.1). 

Describe 
sample size 

planning

͞Power analysis͟ 
mentioned?

͞Have you ever 
used power 
analysis?͟

Set B Questions

Set A Questions

Set C QuestionsNO

NO

YES
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7.3.3.1 Set A Questions (Experience of Power Analysis) 

As shown in Figure 7.1, set A indicates the questions displayed to participants who either 

reported using analyses in their free-text responses, or to participants who explicitly 

confirmed having used an a priori power analysis before. 

 

Frequency of Power Analysis. Participants were asked to estimate how often they used 

power analysis in circumstances where it would be suLWDEOH��ZRUGHG�DV�³how frequently do 

you use a priori power analyses, as a percentage of the studies you conduct that include 

hypothesis testing (p-YDOXHV�"´. Responses were measured on a 0-100 sliding scale. If 

SDUWLFLSDQWV�GLG�QRW�FKRRVH�µ���¶��WKH�IROORw-XS�TXHVWLRQ�³why do you not use power analysis 

�����RI�WKH�WLPH�IRU�VXLWDEOH�VWXGLHV"´�was displayed. This question was used to quantify 

whether power analysis is a process that is typically employed for all relevant study planning; 

and if not always used, why not.  

 

Software Use. Participants were asked to list the software that they use to calculate power 

analyses, with space for multiple responses. This question was designed to capture the 

diverse options that researchers may be using. 

 

Table 7.1 
Seven Options Presented to Participants for Effect Size Estimation 
 Strategy for Determining an Effect Size 

1 Use an effect size from the results of other published literature 
2 Use the same effect size as a previous similar study reported in their methods 
3 8VH�D�VPDOO�RU�PHGLXP�HIIHFW�VL]H�H�J��&RKHQ¶V�UHFRPPHQGDWLRQV 
4 Take recommendations from other researchers 

5 
8VH�WKH�VPDOOHVW�HIIHFW�VL]H�RI�LQWHUHVW�IRU�P\�ILHOG�RU�³PHDQLQJIXO´�HIIHFW�VL]H�IRU�
my field 

6 Run a pilot study to calculate an effect size first 
7 Other 

 

Effect Size Estimation. Participants were shown a list of six different approaches to effect 

size estimation for a priori power analyses (see Table 7.1), and were asked to select all of the 

PHWKRGV�WKH\�XVH�LQ�WKHLU�RZQ�FDOFXODWLRQV��$�VHYHQWK�µ2WKHU¶�RSWLRQ�ZDV�DOVR�DYDLODEOH��DQG�

participants who selected this were asked to provide more details. This data provides some 
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insight into whether researchers are making educated choices about effect sizes for power 

analyses.  

 

Defining Power. Participants were asked to define power in their own words, or write ,�GRQ¶W�

know in the free-text box instead. Earlier research has used multiple-choice options to test 

knowledge of power (Bakker et al., 2016), which provides a limited measure of the ability to 

differentiate between list items. In contrast, the study presented here asks researchers to draw 

exclusively on their own knowledge to provide a response. This question was designed to 

establish whether participants have a firm understanding of what statistical power is. 

 

Post Hoc Power. Participants were asked if they had ever calculated post hoc (or observed) 

power, and if yes, why they had done so. This question was included because post hoc power 

analysis is mistakenly perceived as a measure of actual study power, and it is not yet known 

whether or not researchers are aware that its use is now discouraged as it is simply a function 

RI�D�VWXG\¶V�p-value.  

 

Importance of Power. Participants were asked to rate the importance of statistical power in 

psychology research using a four-item Likert scale, with options ranging from not important 

at all through to very important. A fifth ,�GRQ¶W�NQRZ response choice was available. This data 

offers some insight into what researchers think about statistical power, as it grows in 

popularity across the discipline.  

 

7.3.3.2 Set B Questions (No Experience of Power Analysis) 

As shown in Figure 7.1, participants who responded no to having experience of power 

DQDO\VLV��ZHUH�URXWHG�LQWR�TXHVWLRQ�VHW�%��7KH\�ZHUH�DVNHG�WR�H[SODLQ�ZK\�WKH\�KDYHQ¶W�XVHG�

power analyses in their research, in case any particular barriers exist that may be easily 

addressed by organisations to support researchers. Participants were then shown the 

following questions from set A: post hoc power, defining power, and importance of power, as 

detailed in section 7.3.3.1.  

 

7.3.3.3 Set C Questions (All Participants) 

All participants were shown the same demographic questions at the end of the questionnaire.  
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Demographics. The demographic questions asked within this questionnaire match those 

detailed in the previous questionnaire studies of this thesis (Chapter 3 and Chapter 5). 

Participants provided information about their job position and country of work, sub-field of 

psychology, and engagement with psychological reform and/or open science, as measured 

XVLQJ�WKH�TXHVWLRQ�³are you actively engaged with any elements of the current movement 

towards improving psychological science, such as replication, pre-registration, new 

statistics, producing open data, the Society for the Improvement of Psychological Science 

�6,36���RU�DQ\WKLQJ�VLPLODU"´� 

 

7.3.4 Procedure 

The online questionnaire for this study was delivered via Qualtrics (Qualtrics, Provo, UT). It 

began with an information sheet and digital consent form, which signposted that participation 

was anonymous, and that all questionnaire questions were optional and could be left blank if 

preferred. All participants provided informed consent before data collection via an electronic 

check box. Participants were informed that they were free to withdraw from the study at any 

point with no penalty by closing the browser, and that they had the right to withdraw their 

data within 14 days of participation by using the unique ID code assigned to them on the 

information sheet. The questionnaire questions followed the flow-chart process shown in 

Figure 7.1, with all participants viewing the same information sheet, consent form and end of 

questionnaire page.  

 

7.3.5 Data Handling 

Overall, 256 participants began the questionnaire, but 42 responses were removed for one of 

the following reasons: no progress past the consent page; being ineligible for participation 

(such as being an undergraduate student), or due to providing contradictory responses (e.g. 

UHSO\LQJ�µ\HV¶�WR�KDYLQJ�XVHG�D�SRZHU�DQDO\VLV��EXW�VXEVHTXHQWO\�GHFODULQJ�WKDW�WKH\�KDYH�

never used one in a later free-text box). The final data set consisted of data from 214 

participants, details of which are found in section 7.3.8. 

 

7.3.6 Quantitative Analysis 

All analyses for this project were exploratory, using the same analysis methods adopted in 

Chapters 3 and 5. Quantitative analysis took the form of descriptive quantitative analyses and 

explorations of demographic differences using chi-square tests. Note that the variable Job 

Role was collapsed into four categories (pre doctoral level participants, doctoral students, 
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post-doctoral academics and tenure-level staff) for the purpose of these exploratory chi-

square analyses, due to small group sizes for expected frequencies. Quantitative analyses 

were computed using Jamovi (The Jamovi Project, 2021) or Microsoft Excel. 

 

7.3.7 Qualitative Analysis 

Qualitative data was analysed using basic content analysis, in the same approach as the 

earlier free-text data analysed and presented within this thesis. A detailed description of the 

basic content analysis method can be found in Chapter 3, Section 3.3.6. Explanations for not 

using, or for not always using an a priori power analysis, and explanations for using post hoc 

power analyses, were analysed inductively (a bottom-up approach), where codes and 

categories were identified from the data. In contrast, definitions of statistical power were 

initially analysed deductively (a top-down approach), using the correct definition of statistical 

power to code each participant definition as either incorrect or shows understanding.  

 

Incorrect definitions were characterised by describing other concepts, or making clear 

PLVWDNHV��VXFK�DV�³the size/strength of the effect´��RU�³the ability to detect an effect, given the 

null hypothesis is true´��7KLV�GHGXFWLYH�FRGLQJ�SURFHVV�ZDV�IROORZHG�E\�D�URXQG�RI�LQGXFWLYH�

coding for the incorrect definitions, to identify the assortment of mistakes made by 

participants. 

 

A second round of deductive coding was then applied to the shows understanding definitions, 

to code each for the inclusion of the three key elements of power as per the definition 

SURYLGHG�E\�&XPPLQJ��³statistical power is the probability of obtaining statistical 

significance if the alternative hypothesis is true, that is, if there really is a population effect 

of a stated size´��������S��������(DFK�GHILQLWLRQ�UHFHLYHG�D�SRLQW�IRU�Xsing a term synonymous 

to probability, another point for mentioning statistical significance or a similar term such as p 

< .05, and a third point for a mention of a specified effect or something equivalent such as 

³given the alternative hypothesis is true´. For example, this definition would score three 

SRLQWV��³the probability of detecting a true effect of a given magnitude as significant at a 

given alpha level´��6FRULQJ�ZDV�GHOLEHUDWHO\�VWULFW�ZLWK�UHJDUGV�WR�JLYLQJ�SRLQWV�RQO\�ZKHQ�D�

definition mentioned a specified effect as opposed to a general effect, as power relates to a 

VSHFLILHG�HIIHFW�VL]H��)RU�H[DPSOH��³detect the effect of interest´�RU�³an effect of a given size´�

would be acceptable, as opposed to the less specific ³the chance of detecting an effect´�� 

 



146 
 

The full analysis of definitions was completed by EC. A random 20% subset was analysed 

independently by RW to ensure high inter-rater reliability, both for categorising definitions 

and also for scoring them for mentioning the three key elements meQWLRQHG�DERYH��&RKHQ¶V�

kappa for categorising definitions ZDV�������DQG�&RKHQ¶V�NDSSD�IRU�VFRULQJ�GHILQLWLRQV�ZDV�

.920. Both of these kappa values correspond to µalmost perfect¶�agreement as suggested by 

Landis and Koch (1977, p. 165).  

 

7.3.8 Participants 

The demographic characteristics of the sample (n = 214) are displayed in Tables 7.2 and 7.3. 

Just under half of participants were PhD students or equivalent doctoral-level trainees, while 

just over half of participants (54.67%) self-identified as having some kind of involvement 

with open science or other behaviours connected to improving psychological science. More 

than two thirds of the sample (68.2%) were from the United Kingdom, with a further 10.3% 

from the United States of America, and the remaining 21.5% from another 12 countries. 

 

Table 7.2 
Demographic Characteristics of the Sample (n = 214) 

Demographic Groups Frequency 
Job Role  
Research or Teaching Assistant (no PhD) 7 (3.3%) 
MSc Student 2 (0.9%) 
PhD Student or equivalent trainee 102 (47.7%) 
Postdoctoral Researcher 23 (10.8%) 
Lecturer or Senior Lecturer 52 (24.3%) 
Professor 15 (7.0%) 
Othera 4 (1.9%) 
Prefer not to say 0 - 
Missing 9 (4.2%) 
Location  
Australia 3 (1.4%) 
Belgium 1 (0.5%) 
Canada 3 (1.4%) 
Denmark 1 (0.5%) 
Finland 1 (0.5%) 
Germany 6 (2.8%) 
Ireland 3 (1.4%) 
The Netherlands 7 (3.3%) 
New Zealand 2 (0.9%) 
Saudi Arabia 1 (0.5%) 
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South Africa 2 (0.9%) 
Sweden 4 (1.9%) 
United Kingdom* 146 (68.2%) 

England 81 (37.9%) 
Northern Ireland 1 (0.5%) 
Scotland 56 (26.2%) 
Wales 7 (3.3%) 
³8.´ b 1 (0.5%) 

United States of America 22 (10.3%) 
Missing 12 (5.6%) 
Open Science  
Yes 117 (54.7%) 
No 84 (39.3%) 
Prefer not to say 3 (1.4%) 
Missing 10 (4.7%) 

 

a Other jobs: assistant psychologist, data scientist, health improvement officer, and trainee clinical 
psychologist. 
b 2QH�SDUWLFLSDQW�ZURWH�µ8.¶�LQVWHDG�RI�SURYLGLQJ�D�GHYROYHG�QDWLRQ� 
 

Many sub-fields of psychology were represented in this sample. The most common were 

cognition, health psychology and social psychology, making up 16.82%, 15.89% and 11.68% 

of the sample respectively. A wide variety of sub-fields such as consumer psychology, 

environmental psychology, legal psychology and sports psychology were also reported by 

SDUWLFLSDQWV��ZLWKLQ�WKH�µoWKHU¶�FDWHJRU\�Ln Table 7.3). 

 

Table 7.3 
Sub-Fields of Psychology in Sample (n = 214) 

Field Frequency 
Behavioural 2 (0.9%) 
Clinical  16 (7.5%) 
Cognition 36 (16.8%) 
Comparative 6 (2.8%) 
Counselling 3 (1.4%) 
Cyberpsychology 2 (0.9%) 
Developmental 15 (7.0%) 
Educational 4 (1.9%) 
Evolutionary 3 (1.4%) 
Experimental 3 (1.4%) 
Forensic 7 (3.3%) 
Health  34 (15.9%) 
Mental Health 3 (1.4%) 
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Mathematical 5 (2.3%) 
Metascience 3 (1.4%) 
Neuropsychology 12 (5.6%) 
Occupational 2 (0.9%) 
Personality 3 (1.4%) 
Social 25 (11.7%) 
Other a 13 (6.1%) 
Missing 17 (7.9%) 

 

 a µ2WKHU¶�VXE�ILHOGV��HDFK�UHSRUWHG�E\�RQH�SDUWLFLSDQW��ZHUH��DIIHFWLYH�SV\FKRORJ\��DSSOLHG�
psychology, autism, biopsychology, consumer psychology, cross-cultural psychology, decision 
science, environmental psychology, legal psychology, moral psychology, music psychology, sexology 
and  sports psychology 
 

7.4 Results 
 

The majority of participants in this sample indicated a belief that power is very, or somewhat 

important in psychological research (as shown in Table 7.4). Perceptions of the importance of 

statistical power did not differ significantly by open science category �Ȥ2 (4, N = 201) = 2.01, 

p = .0734, V = �������EXW�WKHUH�ZDV�D�VPDOO�VWDWLVWLFDOO\�VLJQLILFDQW�HIIHFW�RI�MRE�UROH��Ȥ2 (12, N 

= 201) = 22.7, p = .03, V = 0.19; breakdown shown in Table 7.4). 

 

Table 7.4 
The Importance of Power in Psychological Research (n = 206) 

  Perceived Importance of Power 

Very  Somewhat Not very Not at all DRQ¶W�
Know 

Full Sample  127 
(61.7%) 

66  
(32%) 

5  
(2.4%) 

1  
(0.5%) 

7  
(3.4%) 

Job Role           
MSc Student 2 (1.6%) 0 - 0 - 0 - 0 - 
Research/Teaching Assistant  4 (3.2%) 2 (3.0%) 1 (20.0%) 0 - 0 - 
PhD Student 62 (48.8%) 36 (54.6%) 0 - 0 - 4 (57.2%) 
Postdoctoral Researcher  17 (13.4%) 5 (7.6%) 1 (20.0%) 0 - 0 - 
Lecturer /Senior Lecturer 28 (22.1%) 20 (30.3%) 2 (40.0%) 0 - 2 (28.6%) 
Professor  10 (7.9%) 2 (3.0%) 1 (20.0%) 1 (100%) 1 (14.3%) 
Other  3 (2.4%) 1 (1.5%) 0 - 0 - 0 - 
Missing  1 (0.8%) 0 - 0 - 0 - 0 - 
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7.4.1 Part 1: A Priori Power Analysis Use 

Self-reported use of a priori power analysis was high in the surveyed sample, as shown in 

Table 7.5. One hundred and eighty four participants (86%) had experience of using power 

analysis for sample size planning, although 90 of these 184 participants reported using power 

analysis alongside other sample size planning methods, such as convenience sampling, or 

following general rules of thumb for particular research designs.  

 

Table 7.5 
Experience using Power Analysis, With Demographic Differences (n = 214) 

 Experience Using A Priori Power 
Analysis  

Yes  No  
Full Sample  184 (86%) 30 (14%) 
Job Role      
MSc Student 2 (1.1%) 0 - 
Research/Teaching Assistant 6 (3.3%)  1 (3.3%) 
PhD Student 79 (42.9%) 23 (76.7%) 
Postdoctoral Researcher  21 (11.4%) 2 (6.7%) 
Lecturer/Senior Lecturer 50 (27.2%) 2 (6.7%) 
Professor  13 (7.1%) 2 (6.7%) 
Other  4 (2.2%) 0 - 
Missing  9 (4.9%) 0 - 
Open Science      
Yes  101 (54.9%) 16 (53.3%) 
No  72 (39.1%) 12 (40.0%) 
Prefer not to say  1 (0.5%) 2 (6.7%)  
Missing  10 (5.4%) 2 (6.7%) 

 

The 30 participants with no experience of power analysis ranged from research assistants 

WKURXJK�WR�SURIHVVRUV��ZLWK�D�VPDOO�VWDWLVWLFDOO\�VLJQLILFDQW�GLIIHUHQFH�EHWZHHQ�MRE�UROHV��Ȥ2 (3, 

N = 201) = 10.2, p = .017, V = 0.22) when jobs were merged into four broader categories. 

There was no significance difference in power analysis use between those who did or did not 

UHSRUW�HQJDJLQJ�ZLWK�RSHQ�VFLHQFH�RU�SV\FKRORJLFDO�UHIRUP��Ȥ2 (1, N = 201) = 0.015, p = .902, 

V = 0.009). 

 

Participants with experience of a priori power analysis (n = 184) were asked to estimate the 

frequency at which they use it, as a proportion of suitable (confirmatory hypothesis testing) 

studies. Eighty one participants reported using a priori power analysis 100% of the time, 
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compared to 103 who do not always use it. The overall mean frequency was 79.1% (SD = 

27.8), with a median of 90%, and mode of 100%. Estimated frequencies ranged from 9% to 

100% of the time.  

 

Software Preferences 

Participants with experience of a priori power analysis indicated widespread use of G*Power 

(Faul et al., 2007), reported 128 times. The second most popular option was R (R Core Team, 

2022) (n = 55), with the pwr (Champely, 2017) and simr (Green & MacLeod, 2019) 

SDFNDJHV�PHQWLRQHG�PRVW�IUHTXHQWO\��(OHYHQ�SDUWLFLSDQWV�UHSRUWHG�XVLQJ�µRQOLQH�FDOFXODWRUV¶�

without additional detail, and other software choices, each mentioned fewer than five times, 

were: BrawStats, Excel, Jamovi, JASP, MATLAB, NQuery, PowerPlus, SAS, SPSS, and 

STATA. 

 

Effect Size Estimation 

Methods of effect size estimation for a priori power analyses were varied, with many 

participants reportedly using multiple approaches. The list of options which was presented to 

participants is shown in Table 7.6, alongside the number of times each method was selected 

by participants. 7KH�µ([FOXVLYH�8VH¶�FROXPQ�KLJKOLJKWV�KRZ�PDQ\�SDUWLFLSDQWV�H[FOXVLYHO\�

used that individual method (i.e. did not report using any other approaches to estimation). 

The most frequently selected method was using an effect size from the results of other 

SXEOLVKHG�OLWHUDWXUH��IROORZHG�E\�XVLQJ�&RKHQ¶V�UHFRPPHQGDWLRQV�RU�VLPLODU�JXLGHOLQHV��7KH�

least popular listed option was asking for recommendations from other researchers (selected 

���WLPHV���DQG�RQO\����SDUWLFLSDQWV�XVHG�DQ�µRWKHU¶�PHWKRG� 

 

Table 7.6  
Frequencies for Each Effect Size Estimation Method  
 Method Frequency Exclusive Use 
1 Use an effect size from the results of other published 

literature 
122 9 

2 Use the same effect size as a previous similar study 
reported in their methods 

83 2 

3 8VH�D�VPDOO�RU�PHGLXP�HIIHFW�VL]H�H�J��&RKHQ¶V�
recommendations 

106 16 

4 Use recommendations from other researchers 35 2 
5 Use the smallest effect size of interest for my field or 

³PHDQLQJIXO´�HIIHFW�VL]H�IRU�P\�ILHOG 79 4 
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6 Run a pilot study to calculate an effect size first 47 0 
7 Other 10 3 

 � Relying on statisticians to decide 2  
 � Using scaled-down estimates to account for 

publication bias 
2  

 � Taking into account sensitivity analyses 3  
 � Relying on personal unpublished work 1  
 � Using a personally meaningful effect size 1  
 � No explanation given 1  

Note. 7KH�ERWWRP�VHFWLRQ�RI�WKLV�WDEOH�OLVWV�WKH����µRWKHU¶�PHWKRGV�VKDUHG�E\�participants. 

 

As shown in Table 7.6, 36 participants (19.6%) reported only using one method of effect size 

HVWLPDWLRQ��DV�VKRZQ�LQ�WKH�µ([FOXVLYH�8VH¶�FROXPQ���7KH�PDMRULW\�RI�SDUWLFLSDQWV�UHSRUWHG�

using more than one method for effect size estimation, using a median of three approaches (as 

shown in Figure 7.2). No participants selected all seven possible options. 

 

Figure 7.2 
Number of Effect Size Estimation Methods Used by Participants for Power Analyses 

 

 

Not Using A Priori Power Analysis 

The explanations for not using power analysis shared by those who have never used it (n = 

30) and those who do not always use it (n = 103) are presented in Table 7.7. Most frequently, 

participants chose not to use an a priori power analysis when they knew they would not be 

able to achieve the large sample sizes it would inevitably suggest. Many other participants 
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reported difficulties with the calculation or concept itself; either not knowing enough about 

power in general, or struggling with the specific power analysis calculations. Typical 

difficulties included a lack of previous literature to use as a guide, or more specifically 

struggling to determine suitable population effect size estimates. 

 

It should be noted that 12 of these participants clarified that they were taking into account 

historic behaviour and do actually use an a priori power analysis for 100% of suitable recent 

DQG�IXWXUH�VWXGLHV��SURYLGLQJ�H[SODQDWLRQV�VXFK�DV�³[I] include studies I've done pre-

replication crisis´� 

 

Table 7.7  
Reasons Why 3DUWLFLSDQWV�'RQ¶W�$OZD\V�8VH A Priori Power Analysis 

Reason 
Frequency 

Power Analysis Use 
Never Not Always 

'RQ¶W�NQRZ�HQRXJK�DERXW�SRZHU 6 1 
Power analysis is difficult to do - 4 
Unsure about effect size estimation - 12 
Lack of previous literature to inform decisions - 4 
Power analysis is too difficult for complex statistical 
designs 

1 14 

Produces unrealistic sample sizes 3 16 
Influenced by colleagues 3 6 
Influenced by time pressure - 3 
Not needed (no explanation) 3 - 
Not needed (not applicable to work) 7 1 
Not needed (access to large samples) 1 2 
Use other rules and approaches to sample size planning 2 11 
Rely on statisticians 1 1 
Reflecting on historic behaviour - 12 
Choose not to 1 4 
Other 1 6 

 

Both groups of participants had several explanations in common, such as not using an a priori 

power analysis because it would suggest unrealistic large sample sizes, being negatively 

influenced by colleagues, and struggling with power analyses for complex study designs such 

as multi-level models. Several participants commented on using other rules and approaches to 

VDPSOH�VL]H�SODQQLQJ�VXFK�DV�³[I] knew that as long as I met Tabachnick's and Fidell's rule 

then I'd be ok´��DQG�WKH�OHVV�PDWKHPDWLFDO�³if the sample size is larger than in comparable 
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studies in peer reviewed journals, then I assume that I am safe´��2WKHU�H[SODQDWLRQV�ZHUH�WLHG�

directly to the calculation itself, most frequently reporting difficulty with effect size 

estimation, or commenting that power analysis is too difficult (or impossible) for complex 

statistical designs.  

 

7KH�³RWKHU´�FDWHJRU\�LQ�Table 7.7 represents a wide range of responses from participants not 

using power analysis in 100% of suitable studies, including not using power analyses when 

working with students, not using a power analysis for direct replications, and preferring to 

use sensitivity analyses. One participant offered a particularly critical perspective on the use 

of the power analysis for the sake of journal guidelines, as shown in the quote below: 

 

³7KH�SRRU�XQGHUVWDQGLQJ�RI�SRZHU�DPRQJ�FR-authors and reviewers is a punishers [sic] for 

PH�WR�GR�SRZHU�DQDO\VHV�ZHOO��,¶YH�KDG�PXOWLSOH�VLWXDWLRQV�ZKHUH�ZHUH�SHRSOH�DUH�VDWLVILHG�

ZLWK�VHHLQJ�³D´�SRZHU�DQDO\VLV�HYHQ�WKRXJK�LW¶V�ZURQJ� Doing it right can take a lot of effort, 

DQG�KRQHVWO\�VRPHWLPHV�,�ZRQGHU�ZK\�,¶P�ERWKHULQJ´. 

 

One other participant, who reported never using power analysis, also criticised the inherent 

relationship between NHST and power:  

 

³,W�VWULNHV�PH�WKDW�3RZHU�DQDlysis is a way of finding what would be a significant value 

(seeking a p-YDOXH�´� 

 

7.4.2 Part 2: Post Hoc Power Analysis 

All questionnaire participants, regardless of a priori power analysis experience, were asked if 

they had ever used post hoc power analysis. They were then asked why they had used it if 

they responded yes. Frequencies of post hoc power analysis are presented in Table 7.8, 

divided into experience of a priori power analysis (yes or no). 

 

Table 7.8 
Experience Using Post Hoc Power Analysis, Divided by Experience of A Priori Power 
Analysis (Yes or No) 

 Used Post Hoc Power Analysis? 
Yes No Missing 

Full Sample 97 (45.3%) 110 (51.4%) 7 (3.3%) 
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A Priori - Yes 92 (94.8%) 85 (77.3%) 7 (100%) 

A Priori ± No 5 (5.2%)  25 (22.7%) 0 - 

 

Of the 97 participants who have used post hoc power analyses, 86 provided one or more 

reasons explaining why they have used the calculation. The most common explanation was 

simply to check the actual power of a study �H�J��³to prove that the research was well 

SRZHUHG´), which demonstrates that there are still widely-held misconceptions about post hoc 

power analysis. A more detailed breakdown of explanations is presented in Table 7.9. The 

³RWKHU´�FDWHJRU\�VSDQV�D�YDULHW\�RI�H[SODQDWLRQV��LQFOXGLQJ�³when reading the lit other studies 

that seem rigorous do so´�DQG�³it is not always clear what the right power analysis is´� 

 
Table 7.9. 
Explanations for Using Post Hoc Power Analysis 

Reason Frequency 
Historic behaviour 11 
For educational purposes 3 
Personal curiosity 6 
Required to do so (publishing or exams) 14 
Check actual power 53 

- General 11 
- Due to null results 6 
- Due to underrecruiting participants 7 
- Due to secondary data 3 
- Due to unexpectedly small effect sizes 2 
- Due to not calculating an a priori power analysis 5 
- After changing study designs during research 4 
- In order to demonstrate reliability of findings 8 
- In order to plan larger future studies 6 

Calculated for the purpose of a meta-analysis 2 
Reproduce calculations when reviewing  3 
Other 5 

 

Reassuringly, eleven participants explained their use of post hoc power analysis as being 

historic behaviour, with several explaining that they had used it before learning about the 

statistical issues associated with post hoc power. This more knowledgeable perspective was 

shared by the two participants who mentioned using post hoc power for educational purposes, 

for instance: ³WR�GHPRQVWUDWH��XVLQJ�D�VLPXODWLRQ��WR�VWXGHQWV�KRZ�FUD]LO\�LW�ERXQFHV�DURXQG�

ZLWK�UHSOLFDWLRQ´��One participant, who explained that they had used post hoc power to 
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satisfy a reviewer, also commented that doing so went against their personal preferences and 

that they were aware that it is a nonsensical calculation.  

 

It should also be noted that five participants, not included in Table 7.9, DQVZHUHG�µ\HV¶�WR�

using post hoc power analyses, but their explanations indicated that they actually had used a 

sensitivity power analysis��VXFK�DV�³tested what the minimum effect I could have detected with 

my sample size is´� 

 

7.4.3 Part 3: Defining µStatistical Power¶ 

All participants were asked to define power in their own words, or to ZULWH�µ,�GRQ¶W�NQRZ¶�LI�

preferred. A content analysis of responses identified 57 as incorrect, 135 as shows 

understanding��DQG�WKH�UHPDLQLQJ����ZHUH�FDVHV�RI�SDUWLFLSDQWV�VWDWLQJ�³,�GRQ¶W�NQRZ´��7KHVH�

results are shown in Table 7.10, subdivided by a priori power analysis experience (yes or no). 

Of the 57 incorrect definitions, 40 were provided by participants with experience of power 

analysis.  

 

Table 7.10 
Categorisation of Definitions of Power for Full Sample, and Divided by Experience of A 
Priori Power Analysis (Yes or No) 
 Definition Category 

Shows Understanding Incorrect µI DRQ¶W�Know¶ Missing 
Full Sample 135 (63.1%) 57 (26.6%) 13 (6.1%) 9 (4.2%) 
A Priori - Yes 125 (92.6%) 40 (70.2%) 10 (76.9%) 9 (100%) 
A Priori - No 10 (7.4%) 17 (29.8%) 3 (23.1%) 0 - 

 

There were no significant demographic differences between job roles and definition 

categories, Ȥ2 (6, N = 198) = 8.94, p = .177, V = 0.15. However, there was a significant 

relationship between open science category and definition category, (Ȥ2 (2, N = 199) = 12.3, p 

= .002, V = 0.25), ZLWK�WZR�WKLUGV�RI�WKH�µVKRZV�XQGHUVWDQGLQJ¶�GHILQLWLRQV�FRPLQJ�IURP�

participants who do identify as being involved in open science or psychological reform. 

 

Incorrect Definitions of Power 

Several common mistakes emerged in the definitions of power given by participants, full 

details of which are found in Table 7.11. Some participants clearly defined other statistical 

concepts, such as incorrectly describing an effect size instead of power; or describing a power 
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analysis instead of power itself. Three participants also confused power and Type I errors, 

GHILQLQJ�SRZHU�DV�³the likelihood any significant effect is not due to chance´�RU�VLPLODU��ZKLOH�

seven participants mistakenly described power as the Type II error rate (as opposed to 1 ± the 

Type II error rate). The most frequent mistake was defining power as a measure of sample 

VL]H��VXFK�DV�³the number of participants needed to show an effect´ DQG�³the minimum sample 

size needed to be confident that any conclusion drawn is valid´, while a number of other 

participants provided broader definitions linking power to validity, meaningfulness, and 

UHSUHVHQWDWLYHQHVV��7KH�³RWKHU´�FDWHJRU\�JURXSV�LQFRUUHFW�LGHDV�ZKLFK�RQO\�DSSHDUHG�RQFH��

such as ³is it about taking the log RI�D�QXPEHU�QRUPDOL]HG�WR�D�VWDQGDUG�YDOXH"´ and ³it is 

like the impact of the finding given the sample and figures´. 

 

Table 7.11 
Errors in Definitions of Power, with Frequencies, Divided Into Power Analysis Experience 
(Yes or No) 

Power Incorrectly DefineG�$V« 
Frequency 

A Priori ± Yes A Priori - No 
Effect size - 2 
Power analysis 2 2 
Type I error 3 - 
Type II error 7 - 
Sample size 15 7 

- general 1 - 
- minimum sample size 6 2 
- sample size for meaningful results 4 - 
- sample size for reliable results 2 1 
- sample size for representative results - 1 
- sample size for validity  - 1 

Measure of meaningful results 5 2 
Measure of representative results 3 3 
Measure of validity 2 - 
Other 4 3 

 

'HILQLWLRQV�5DWHG�DV�³6KRZV�8QGHUVWDQGLQJ´ 

6FRUHV�RXW�RI�WKUHH�ZHUH�FDOFXODWHG�IRU�DOO�����GHILQLWLRQV�UDWHG�DV�µVKRZV�XQGHUVWDQGLQJ¶��DV�

shown in Table 7.12. Most commonly, participants scored two out of three. Scoring was 

deliberately strict for mentioning a specified effect as opposed to a general effect, as power 

relates to a specified effect size. 
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Table 7.12 
Scores for Definitions Rated as Shows Understanding 
Score out of Three Zero One Two Three 
Frequency 2 (1%) 51 (38%) 65 (48%) 17 (13%) 

 

Seventeen definitions scored WKUHH�RXW�RI�WKUHH��([DPSOHV�VFRUHG�WKLV�ZD\�LQFOXGH�³the 

probability of finding a significant effect according to null hypothesis significance testing, 

given a stated effect size´�DQG�³the probability that p will be <.05 assuming the alternate is 

true and a certain effect size, with a given n´�� 

 

The two definitions that scored zero but were not classed as incorrect were categorised this 

way because they indicated some understanding that power relates to the chance of 

identifying an effect if it exists, but did not quite mention any of the three key elements. For 

LQVWDQFH��RQH�GHILQLWLRQ��³I define power as whether or not my study has the power to detect 

an effect in the data, if there is an effect to be detected at all´��PHQWLRQHG�an effect instead of 

a spHFLILHG�HIIHFW��DQG�XVHV�ELQDU\�µZKHWKHU�RU�QRW¶�ODQJXDJH�LQVWHDG�RI�UHIHUHQFLQJ�

probability or an appropriate synonym. This resulted in a zero score but categorisation as 

µVKRZV�XQGHUVWDQGLQJ¶�� 

 

Initial analysis identified 96 RXW�RI�����GHILQLWLRQV�ZKLFK�GLUHFWO\�XVHG�WKH�ZRUG�µSUREDELOLW\¶�

or presented a definition in the format 1 ± Type II error rate, indirectly indicating probability. 

However, due to the prevalence of other similar terms such as ability and capability, the 

FULWHULD�µPHQWLRQV�SUREDELOLW\¶�ZDV�H[SDQGHG�WR�LQFOXGH�WKH�PHQWLRQ�RI�DQ\�V\QRQ\PV��

increasing the frequency to 126 out of 135. All definitions mentioning a similar term were 

scored as mentioning probability.  

 

Sixty-six out of 135 definitions mentioned statistical significance, or provided similar 

descriptions such as correctly rejecting a false null hypothesis, or power being associated 

with a set alpha. Example definitions which were scored as mentioning statistical significance 

(or describing the same FRQFHSW��LQFOXGH�³the chance of an effect to be detected (according to 

a set alpha) given the effect is true´�DQG�³the ability to detect a (statistically significant) 

effect´�� 

 



158 
 

Only 37 out of 135 definitions mentioned a particular effect (as opposed to using general 

language about effects existing) and therefore were scored as correctly describing this third 

HOHPHQW�RI�SRZHU��)RU�LQVWDQFH��D�GHILQLWLRQ�VXFK�DV�³the probability of detecting the effect 

you have predicted, assuming that is the true effect´�FRUUHFWO\�UHIHUV�WR�D�VSHFLILF�HIIHFW�VL]H�

and was scored as mentioning this element; FRPSDUHG�WR�³the ability to detect a (statistically 

significant) effect´��ZKLFK�RQO\�UHIHUV�WR�DQ�XQVSHFLILHG�HIIHFW� However, taking into account 

all mentions RI�µDQ�HIIHFW¶�DQG�VLPLODUO\�YDJXH�WHUPV������SDUWLFLSDQWV�PDGH�VRPH�UHIHUHQFH�

WR�HIIHFWV��DQG�WZR�PRUH�PHQWLRQHG�ILQGLQJ�D�µsignificant difference¶��)XUWKHU�DQDO\VLV�ORRNLQJ�

IRU�PHQWLRQV�RI�DQ�HIIHFW�µWUXO\�H[LVWLQJ¶��RU�RWKHU�VLPLODU�ODQJXDJH��IRXQG�WKDt 75 definitions 

clearly stated that an effect needed to exist or was real, such as ³the ability to identify an 

effect if an effect truly exists in the population´. An additional 15 participants referenced a 

µWUXH�DOWHUQDWLYH�K\SRWKHVLV¶�RU�µIDOVH�QXOO�K\SRWKHVLV¶� 

 

7.5 Discussion 
 

Despite widespread criticism, NHST remains the dominant approach to data analysis in 

psychology. In order to improve its use, more attention is being paid to statistical power, 

which aims to reduce the uncertainty associated with NHST by reducing the chance of a Type 

II error. The evaluation of power is advocated for by large organisations such as the APA 

(e.g. Appelbaum et al., 2008), and as seen in Chapter 2, many journals now encourage the use 

of power analyses for sample size planning. However, recent research demonstrates that 

researchers lack intuitions about power (Bakker et al., 2016) and that encouraging authors to 

use power analyses does not necessarily result in them being computed correctly (Bakker et 

al., 2020). This chapter has made a novel contribution to the literature by presenting new data 

related to the use and knowledge of statistical power in the psychology researcher population, 

including qualitative insights into individual experiences. 

 

7.5.1 Experiences Using Power Analyses 

Within the current study, self-reported use of a priori power analyses was notably high, with 

just 30 of 214 participants having never used it. However, similarly to Bakker et al. (2016),  a 

high proportion of participants acknowledged that they do not use power analyses for all 

suitable studies, for a variety of reasons. The most important barrier identified in this study is 

difficulty with the actual process of calculating power, including difficulties with software, 
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struggling to determine suitable effect sizes, or struggling with power for complex research 

designs. Given that the majority of participants report using G*power, which uses lots of 

mathematical language throughout its manual, and does not support multi-level regression or 

similarly complex models, perhaps it is unsurprising that so many report these problems. As 

alternatives to G*power grow in popularity (such as apps built in R), it is likely that more 

user-friendly interfaces, and more context-specific calculators will become available, which 

will help researchers overcome barriers related to software and calculations. However, it will 

take more work than this to overcome issues related to effect size estimation, as discussed 

below. 

 

7.5.2 Understanding Power and Effect Sizes 

Statistical knowledge is important from two different perspectives within this topic: direct 

knowledge of statistical power itself, and also knowledge of effect sizes, given that effect size 

estimation is crucial to the power analysis process. While a lack of knowledge about power 

was only infrequently mentioned by participants as an issue, other data reported here 

indicates that many researchers lack knowledge related to power. For example, despite the 

growing criticisms of post hoc power discussed in Section 7.2, many participants still believe 

WKDW�SRVW�KRF�SRZHU�LV�DQ�DSSURSULDWH�ZD\�WR�FDOFXODWH�µDFWXDO¶�VWXG\�SRZHU��&RQFHUQLQJO\��

several also commented that they were asked to compute post hoc power by editors or 

reviewers, indicating a lack of knowledge within the community that is responsible for the 

quality of published literature. Beyond this, many of the incomplete or confused definitions 

of power suggest that few researchers grasp that power is both tied to finding a statistically 

significant p-value, and tied to a population effect size.  

 

If researchers only have an insecure understanding of what power actually is, they are 

unlikely to input sensible values into an a priori power analysis calculation (where a 

µVHQVLEOH¶�YDOXH�ZRXOG�EH�DQ�HIIHFW size estimate which does not overestimate the population 

effect size). Overestimating the population effect size corresponds to underestimating suitable 

sample sizes; and so does not actually decrease the risk of Type II errors. Similarly, without 

understanding what power is, researchers are unlikely to adequately discuss or critically 

evaluate the power of their study, as requested by journals who adhere to the JARS guidelines 

(Appelbaum et al., 2018). The lack of knowledge of others also risks demotivating those who 

do try and improve their own methods, as expressed by one participant who commented on 

being discouraged by reviewers who are often satisfied with seeing any power analysis, even 
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LI�LW¶V�ZURQJ��7KLV�EURDGHU�ODFN�RI�NQRZOHGJH�WXUQV�SRZHU�DQDO\Ves into a new tick-box 

exercise, instead of an educational tool to use within the research cycle.  

 

Knowledge of effect sizes is also crucial within the domain of statistical power. Chapter 3 

demonstrated that many researchers have a limited knowledge of effect sizes, and the data 

presented in this chapter suggests that researchers are equally uncertain when estimating 

HIIHFW�VL]HV�IRU�SRZHU�DQDO\VHV��0DQ\�UHVHDUFKHUV�LQ�WKLV�UHSRUWHG�VWLOO�XVLQJ�&RKHQ¶V�

guidelines, which have been criticised for lacking specificity and relevance to each field (e.g. 

Correll et al., 2020). Of course, while some researchers may be entirely aware of their 

limitations yet use these benchmarks anyway, it could also be that knowledge of their issues 

is not yet widespread. The only estimation approach used more frequently was to take effect 

sizes from the results of previous literature, which is also problematic as historic literature is 

likely to overestimate effect sizes due to a combination of small sample sizes and publication 

bias (see Smaldino & McElreath, 2016; Simmons et al., 2011). As discussed above, if 

inflated effect sizes are used in future power analyses, suggested sample sizes will remain 

smaller than necessary, and Type II error rates are unlikely to decrease. The self-reported 

behaviours found in this study align with reviews of the literature, such as recent research by 

Bakker et al. (2020), who found that when reported power analyses did explain their effect 

VL]H�FKRLFHV��WKH\�RIWHQ�UHIHUUHG�WR�&RKHQ¶V�JXLGHOLQHV�RU past literature to justify their 

choices. It is apparent that researchers need to be better-equipped with tutorials regarding 

effect size estimation, to ensure they are using appropriate and consistent approaches in their 

calculations. 

 

7.5.3 Study Limitations 

The primary limitation of this study is an overall lack of generalisability to the wider 

psychology researcher population, similar to the previous questionnaire studies reported in 

this thesis. For example, self-reported power analysis use is very high; which may reflect the 

growing requirements for power analysis use within journals, but could equally be an 

overestimate of current behaviour due to self-report biases. Given that the review shared by 

Tressoldi & Giofrè (2015) found power analysis reporting to be as low as 3%, it is unlikely 

that, just a few years later, true rates of power analysis use in the wider psychology 

community are as high as the 71% measured in the present study. However, it could also be 

attributed, in part, to the high proportion of participants in this study who engage with some 

aspect of psychological reform or open science, who may be more likely to think critically 
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about power and sample size, and adopt behaviours such as power analyses. The sample also 

heavily features PhD students and early career researchers, who are more likely to have only 

been involved in psychology since the replication crisis and subsequent statistical reform 

period, and hence could have been exposed to discussions of power and sample size 

throughout the majority of their careers.  

 

7.5.4 Future Directions 

While broad knowledge of power is useful to ensure that participants are capable of critically 

evaluating the power of their work, effect size estimation is particularly important as 

overestimates of a population effect size will result in underestimates of suitable sample 

sizes. Future research could expand on this particular topic by asking participants to describe 

their estimation decision process (instead of a multiple-choice list) to more accurately capture 

their behaviour, or could ask participants to choose their most common method if using more 

than one. From a wider perspective, future research could also take the form of reviews, such 

as expanding the work of Bakker et al. (2020) to examine the contents of reported power 

analyses, or to explore whether encouraging or requiring power analyses or power 

discussions has a positive influence on reporting behaviour. 

 

The strict approach to banning post hoc power employed by two journals in Chapter 2 is 

something that could be valuable to adopt across all journals, as it is apparent that many 

researchers in psychology have not yet discovered that post hoc power analyses are generally 

uninformative. Journals may also be an accessible location for educational resources and 

power analysis apps (although in Chapter 2, very few of the reviewed journals made 

resources available to authors). Similarly, given their accessibility and influence, 

organisations such as the APA could expand their reporting standards to include educational 

materials and clearer guidance for power analyses. Indeed, funding bodies could be similarly 

proactive in providing educational support to researchers, particularly as many funding 

applications now require power analyses to be included.  

 

7.6 Conclusion: The Messy Reality of Power 
 

Many would argue that the ideal psychology researcher would in fact not require any 

knowledge of statistical power, as the ideal researcher would not use the NHST framework at 
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all. This is a perfectly reasonable argument, given the criticisms of NHST that have been 

acknowledged earlier in this thesis. However, NHST remains prevalent in psychology, and is 

unlikely to simply disappear. And so, the ideal researcher should have a firm grasp of what 

statistical power is, be able to calculate power analyses using appropriate estimates of effect 

size, and dismiss post hoc power due to its overlap with p-values. In addition, they would be 

able to critically evaluate statistical power within a wider context of sampling error and other 

limitations, rather than perceiving high power as a guarantee of accurate results. 

 

The data presented in this chapter highlights the messy reality of psychology researchers who 

are increasingly being expected to incorporate statistical power analyses into their work. 

Knowledge of statistical power, and in particular post hoc power, is broadly poor, which will 

OLNHO\�FRUUHVSRQG�WR�WKH�OD]\�MXVWLILFDWLRQ�RI�µORZ�SRZHU¶�WR�H[SODLQ�DZD\�QXOO�ILQGLQJV��RU�

µKLJK SRZHU¶�WR�JLYH�H[FHVVLYH�FRQILGHQFH�LQ�VLJQLILFDQW�ILQGLQJV��2QO\�WKRVH�HTXLSSHG�ZLWK�D�

firm grasp of statistical power will understand that the Type II error rate is still unknown, 

even if a power analysis calculation uses a particular power level. More broadly, focusing too 

heavily on power also fails to acknowledge Type I errors, which will always exist regardless 

of sample size. The data shared here highlights that power analyses risk becoming a new tick 

box exercise, rather than a way to exercise any critical thinking before, during, or after a 

study has been carried out ± particularly given that this messy reality appears to be true of 

editors and reviewers too.  
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Chapter 8: General Discussion 
 

Effect sizes, confidence intervals and statistical power are three concepts that are often 

promoted within discussions of statistical reform. While none of these statistical concepts are 

technically new, focus on their use has increased in recent decades, in part as a response to 

the issues highlighted by the replication crisis. However, to be effective in improving the 

quality of psychological science, each must be used appropriately and purposefully, and 

understood well, to avoid repeating past mistakes made with NHST. This chapter will review 

the objectives and findings of this thesis, highlighting the novel contributions it has made to 

the literature. This will be followed by a discussion of the thesis limitations, and will 

conclude by reflecting critically on the use of effect sizes, confidence intervals, and power 

within statistical reform.  

 

8.1 Thesis Objectives & Findings 
 

1. To review the current contents of psychology journal author guidelines to identify the 

presence of any statistics guidelines, particularly looking for comments on NHST, or 

the inclusion of (1) effect sizes, (2) confidence intervals or (3) statistical power. 

 

2. To examine how frequently psychology researchers report using each of the three 

aforementioned statistical concepts, along with their explanations for not using them. 

 

3. To examine knowledge, understanding and interpretations of each statistical concept, 

identifying the prevalence of any misconceptions. 

 

8.1.1. Objective 1: Journals and Statistical Guidelines 

Objective 1 corresponds to the review presented in Chapter 2 of this thesis. This review 

makes a novel contribution to the literature as one of the first to examine and report on the 

statistical guidelines of a large sample of psychology journals. Despite the widespread 

criticism of NHST discussed in Chapter 1, few journals had any noticeable position on the 

use of NHST. Typically, advice related to NHST was limited to asking authors to report p-

values using exact numbers, or consisted of vague comments sucK�³avoid relying on p-

values´, which is found within the ,&0-(¶V�JXLGHOLQHV��,&0-(��������S�������-XVW�WKUHH�
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journals provided more explicit advice related to p-values: one asking authors to correct for 

multiple testing, and two Springer journals with in-depth guidance on best practices for 

working with NHST. 

 

In contrast, the findings reported in Chapter 2 highlight that effect sizes and confidence 

intervals are now widely encouraged across psychology. Seventy-four of the top 100 journals 

included instructions related to effect sizes, compared to 68/100 who included instructions 

related to confidence intervals. These findings align with the published literature, where 

effect sizes appear more frequently than confidence intervals (e.g. Fritz et al., 2013). 

However, efforts to encourage authors to make use of these statistics to evaluate their data 

were similarly poor for both, with just three journals asking authors to discuss effect sizes, 

and zero asking authors to discuss their confidence intervals. Given that a lack of 

interpretation is widely noted across the literature (e.g. Fidler et al., 2004; Peng et al., 2013), 

future updates to author guidelines could incorporate more guidance on making use of 

reported statistics, rather than handling statistics primarily as a tick-box exercise. However, 

as confidence interval interpretation is mired in statistical controversy, with some advising 

that a single confidence interval is perhaps best not interpreted at all (³how does one then 

interpret the interval? The answer is quite straightforward: one does not´ (Morey et al., 

2016a, p. 118)), it is hard for journals to advise authors on how to interpret confidence 

intervals. Nonetheless, broader requests for authors to reflect on the uncertainty of their 

findings would circumvent this conflict, while still adopting the recommendations of the 

estimation approach.  

 

More than half of the top 100 journals asked for sample sizes to be justified, although not all 

specifically referenced statistical power. Typically, power analysis was encouraged rather 

than required. This is sensible given that statistical power is tied to the NHST framework, 

which some researchers prefer to avoid entirely (e.g. using Bayesian options instead). 

However, three journals required a priori power analyses or sensitivity power analyses, which 

appears to force all submissions to remain tied to NHST to some extent. Of course, using a 

power analysis does not force a researcher to also use NHST for analysis, but requirements 

associated with statistical power fuel the narrative that significant p-values are still the 

primary desirable outcome for research. Reflecting on the problems related to post hoc power 

discussed in both Chapter 1 and Chapter 7 of this thesis, it was also noted that just two 

journals have explicitly banned post hoc power calculations from submitted work. 
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8.1.2 Objective 2: Using Statistics in Psychology 

The three questionnaire studies reported on in Chapter 3, Chapter 5 and Chapter 7 of this 

thesis collectively fulfil Objective 2, providing insight into the use of effect sizes, confidence 

intervals and power analyses within psychology. Minimal research exists into the use of these 

three statistics from individual perspectives, with the literature typically focusing on 

reviewing reporting practices across published articles. As such, the studies in this thesis 

offer novel insights into the individual experiences of psychology researchers. Use of all 

three statistics was high across the respondents studied here, with just 10% of participants 

never using effect sizes, 10% of participants never using confidence intervals, and 14% of 

participants having no experience of using any power analyses.  

 

:LWK�UHJDUGV�WR�HIIHFW�VL]HV��D�IXUWKHU�����DFNQRZOHGJHG�µQRW�DOZD\V¶�XVLQJ�HIIHFW�VL]Hs 

when reporting quantitative data, while the remaining 70% of participants claimed to always 

use them. However, a particular issue when considering the use of effect sizes data is that 

further data collected in Chapter 3 indicates that many researchers may only be aware of a 

very limited number of effect size measures, or only know of a few situations where effect 

sizes can be used (e.g. many referred to an effect size always measuring the difference 

between two groups). Taking this into account, it is likely that use of effect sizes has been 

RYHUVWDWHG�E\�SDUWLFLSDQWV��LI�WKH\�DUH�LPDJLQLQJ�µXVH¶�RQO\�ZLWKLQ�WKH�OLPLWHG�FRQWH[WV�WKDW�

they know of.  

 

Confidence intervals had a more balanced set of responses, with 41% of participants not 

always reporting them with quantitative research, compared to 49% of participants who 

reported always using them. Similarly, while 86% of participants had experience using power 

analysis, they were not used for all research. On average, participants reported using them for 

80% of their quantitative work (with a range from 9% to 100%). Power analyses were also 

typically not used exclusively for sample size planning, which is similar to other findings in 

the literature (e.g. Bakker et al., 2016). 

 

Several explanations for not (or not always) using these statistics recurred across all three 

concepts. For instance, lack of knowledge of each particular concept was widely stated as a 

barrier to use, which further justifies the subsequent data collected as part of this PhD to 

identify knowledge gaps and misconceptions. In the case of both effect sizes and power, 
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several participants also commented on a collective lack of knowledge as a further barrier, 

such as a lack of consensus on which effect size indices are suitable for complex models, or a 

lack of tutorials explaining how to do a priori power analyses for similarly complex studies.  

The role of requirements was also notable across all three questionnaires, with many 

participants acknowledging that their behaviour is related to the requirements (or lack of) in 

any given situation. Many of these participants explicitly connected their statistical reporting 

to journal requirements, while several others admitted that their own bad habits influenced 

their decisions ± implying that they could also be extrinsically motivated by measures such as 

journal guidelines. Another source of extrinsic influence which appeared frequently was 

µSHRSOH¶��PHQWLRQHG�ZLWKLQ�VHYHUDO�GLIIHUHQW�FRQWH[WV��0DQ\�SDUWLFLSDQWV�DGPLWWHG�WKDW�WKHLU�

colleagues or supervisors negatively influenced their statistical habits. Others spoke of 

µSHRSOH¶�RQ�D�EURDGHU�VFDOH��SRLQWLQJ�RXW�WKDW�WKHVH�VWDWLVWLFV�DUH�QRW�DOZD\V�XVHG�LQ�WKH�

literature that they consume, and so they do not use them in their own work. 

 

8.1.3 Objective 3: Knowledge, Understanding and Interpretations 

The three questionnaire studies reported on in Chapters 3, 5 and 7 also contribute to 

Objective 3, by demonstrating how well (or poorly) psychology researchers understand effect 

sizes, confidence intervals and statistical power. This objective was further investigated 

through the studies in Chapter 4 (effect size visualisation) and Chapter 6 (confidence interval 

interpretation).  

 

8.1.3.1 Effect Sizes 

As there is very little literature on effect size knowledge, Chapters 3 and 4 make a novel 

contribution to the field by offering an assortment of quantitative and qualitative insights into 

effect size knowledge and perception. In Chapter 3, performance on a novel true-false 

knowledge test was strong, with more than three quarters of responses to each statement 

being correct. If the ideal researcher should have a firm basic knowledge of effect sizes, then 

this sample appears to come close to meeting this criteria. For instance, very few participants 

appear to hold the magnitude fallacy (the misconception that significance is associated with 

larger effect sizes), as WHVWHG�XVLQJ�VWDWHPHQWV�LQFOXGLQJ�³A small effect size indicates that the 

null hypothesis should fail to be rejected´� However, in contrast, the definitions of effect size 

shared by participants indicate a messier reality of effect size knowledge, which appears to be 

limited to very specific contexts (with overly-VSHFLILF�GHILQLWLRQV�LQFOXGLQJ�³effect sizes 
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reflect the maJQLWXGH�RI�DQ\�JLYHQ�GLIIHUHQFH�EHWZHHQ�WZR�JURXSV´�DQG�³the size of the 

FKDQJH�LQ�WKH�RXWFRPH�IROORZLQJ�DQ�LQWHUYHQWLRQ´���The novel graph study in Chapter 4 

further highlights this messy reality of effect size judgement, as there appears to be a 

disconnect between actual data and written effect size values. The data reported in this thesis 

indicates that researchers consistently underestimate effect sizes when inspecting raw data, 

suggesting that researchers have higher expectations of how visible an effect should be than 

how it appears in reality. 

 

8.1.3.2 Confidence Intervals 

While several studies now exist looking at confidence interval knowledge and understanding, 

the research presented in Chapter 5 makes a novel contribution to the literature on knowledge 

by using a new true-false scale. This new scale was designed to identify misconceptions 

instead of focusing on probability (e.g. Hoekstra et al., 2014; Lyu et al., 2018). Responses to 

the true-false scale indicate that researchers may have a reasonable knowledge of confidence 

interval widths, but lack knowledge related to samples versus populations, and the association 

between replications and confidence intervals. In addition, Chapter 5 also presents additional 

novel data in the form of qualitative definitions of the term confidence interval, with 

participants offering a widH�YDULHW\�RI�VXJJHVWLRQV�UDQJLQJ�IURP�DFFXUDWH��³if we were to 

repeat this same procedure infinite times, 95% of the time the confidence interval constructed 

would contain the true population parameter the procedure is estimating´) to clearly 

incorrect (³we are 95% confident that we would obtain the results observed here if the null 

hypothesis is false´). Overall, the data within this chapter reinforces the findings in the wider 

literature that confidence interval knowledge is a particularly messy reality, given that no 

true-false item had more than 64% correct answers, and more than half of definitions were 

VFRUHG�DV�LQFRUUHFW�HYHQ�ZKHQ�HYDOXDWHG�XVLQJ�WKH�IOH[LEOH�µ����FRQILGHQW¶�DSSURDFK�WR�

confidence intervals.  

 

This is subsequently further supported by Chapter 6, which makes an additional contribution 

to the confidence interval literature by providing a contemporary replication and extension of 

older research using a new psychology researcher sample. If the ideal researcher is one who 

can interpret confLGHQFH�LQWHUYDOV�WR�HYDOXDWH�GDWD�ZLWK�DQ�µXQFHUWDLQW\¶�RU�µHVWLPDWLRQ¶�

mindset, this certainly is not yet true in reality, particularly given that many participants still 
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GHPRQVWUDWHG�D�IL[HG�PLQGVHW��µWKLV�HIIHFW�H[LVWV�GRHV�QRW�H[LVW¶) when interpreting a 

confidence interval. 

 

8.1.3.3 Statistical Power 

The data in Chapter 7 makes a novel contribution to the power literature by testing 

knowledge of statistical power with qualitative data, in contrast to previous research where 

participants were asked to identify the correct definition of power from a list (Bakker et al., 

2016). The definitions of statistical power shared by participants in this thesis reinforce 

%DNNHU�HW�DO��������¶V�FRQFOXVLRQV�WKDW�VWDWLVWLFDO�SRZHU�GRHV�QRW�DSSHDU�WR�EH�ZHOO-

understood. While an ideal researcher should understand that statistical power is associated 

with statistical significance and an accurate assumption of a population effect size, the messy 

reality is that many definitions did not refer to NHST (e.g. statistical significance, rejecting 

the null hypothesis, or a set alpha) at all. Many others either made no mention of an effect 

VL]H��RU�YDJXHO\�UHIHUUHG�WR�µDQ�HIIHFW¶�LQVWHDG�RI�VSHFLI\LQJ�WKDW�D�SRSXODWLRQ�HIIHFW�VL]H�LV�DQ�

important component of power. Many participants appear to view power through the lens of 

sample size planning, confusing the concept of statistical power with power analysis 

calculations. In addition, participants mistakenly described power as a measure of 

meaningfulness, representativeness or validity, offering new insights into misconceptions that 

exist in the psychology researcher population. The data presented in Chapter 7 also reinforces 

the messy reality of effect size knowledge which has been identified in Chapters 3 and 4, as 

difficulties with effect size estimation for power analyses were frequently mentioned by 

participants. 

 

8.2 A Broader Messy Reality: Statistical Reform in Psychology 
 

Thus far this thesis has explored effect sizes, confidence intervals, and statistical power as 

three key concepts within statistical reform. The data shared by participants throughout this 

thesis has indicated a messy reality across individuals, with highly varied levels of 

knowledge, and an assortment of explanations given for not adopting particular statistics at 

the individual level. However, this messy reality can additionally be seen through a much 

wider lens, when critically reflecting on each of these three statistical concepts and their 

value to psychological research. 
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8.2.1 Effect Sizes 

It is difficulW�WR�FRQFHSWXDOO\�FULWLFLVH�HIIHFW�VL]HV��*LYHQ�WKDW�WKH�WHUP�µHIIHFW�VL]H¶�FRYHUV�DOO�

kinds of standardised and unstandardised values, they can be seen as useful in most research 

contexts. However, it is particularly important to acknowledge that the ideal use of effect 

sizes is by interpreting them to critically evaluate findings. This is what encourages 

researchers to move away from dichotomous thinking and adopt a more informed critical 

mindset. In spite of this, in Chapter 2, just three journals asked authors to discuss their effect 

sizes; and the wider literature demonstrates that effect sizes are often unexamined in any kind 

of detail (e.g. Peng et al., 2013). Similarly, the APA includes effect size reporting within its 

JARS guidelines, but also fails to include interpretation or discussion, despite their Task 

)RUFH�UHSRUW�VXJJHVWLQJ�WKDW�³it helps to add brief comments that place these effect sizes in a 

practical and theoretical context´��:LONLQVRQ��������S�������� 

 

8.2.2 Confidence Intervals 

The obvious criticism of confidence intervals is how difficult they are to interpret, 

FRQVLGHULQJ�WKDW�LW�LV�PDWKHPDWLFDOO\�LQFRUUHFW�WR�H[SODLQ�WKDW�RQH�LQWHUYDO�KDV�D�µ95% chance 

of containing the true population value¶��These interpretative difficulties are clear to see in 

the data presented within this thesis, as well as across the wider literature. Indeed, as it is 

difficult to interpret a single interval and use it to make inferences about the population, its 

value can be hard to define. In addition, as they are often promoted as an alternative to 

NHST, or at least as an accompaniment, they should be treated as an independent source of 

inferential information. However, given that they are often interpreted using NHST logic (e.g. 

using the presence of zero in an interval as justification for not rejecting a null hypothesis), 

they do not appear to be viewed as independent by researchers.  

 

However, if confidence intervals are used more generally as an illustration of uncertainty, 

then their value is more obvious. Within the estimation approach, they are promoted as an 

DQVZHU�WR�WKH�TXHVWLRQ�µKRZ�FHUWDLQ"¶��ZKLFK�LV�D�TXHVWLRQ�RIWHQ�QHJOHFWHG�ZKHQ�HYDOXDWLQJ�p-

values. Acknowledging uncertainty is a nudge for researchers to think more critically about 

minimising uncertainty, which may have a knock-on influence on thinking more carefully 

about research design and variable measurement. Consequently, confidence intervals may 

offer value even without trying to read them as a specific range of population values. 
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There is an alternative to the frequentist confidence interval, which does allow claims of 

probability and inference to be made: the Bayesian credible interval. A credible interval can 

be interpreted as having a particular chance of containing the true population value, and 

therefore appears to be more useful than a confidence interval (e.g. Morey et al., 2016a). 

Indeed, credible intervals are also now acknowledged by proponents of the New Statistics as 

another way to adopt the estimation approach (Calin-Jageman & Cumming, 2019). However, 

as briefly discussed in Chapter 1, moving to Bayesian statistics requires a new theoretical 

framework, which is neither used or taught as frequently as the more traditional frequentist 

approach. While credible intervals may be easier to interpret, they also require even more 

training and support than adopting more familiar statistics such as confidence intervals. Their 

similarity may present a useful opportunity to teach students about the frequentist and 

Bayesian approaches to statistics, which may be a fruitful long-term improvement for 

psychological research (a suggestion made by Hoekstra et al., 2018). However, given that 

employed researchers are situated within a publish or perish culture, with time as a common 

barrier to personal development, recommending that researchers to transition to a Bayesian 

focus is realistically too great a demand. 

 

8.2.3 Statistical Power 

When considering that much of the replication crisis and reform literature focuses on false 

positive (Type I errors) (e.g. Ioannidis, 2005), while statistical power corresponds to the false 

negative (Type II error) rate, the relevance of power within statistical reform is easy to 

question. This is further compounded by arguments to replace the NHST framework, or at 

least drop the concept of statistical significance, which render power even less useful given 

that statistical power is tied to the probability of a statistically significant outcome. Indeed, 

focusing on statistical power arguably continues to over-value significant p-values, which 

detracts attention from wider issues of measurement and design. Power also cannot minimise 

or detect Type I errors, but increases the potential for a researcher to claim that their study is 

well-powered and therefore misguidedly claim that their statistically significant finding is 

µWUXH¶�� 

 

However, as NHST remains prevalent in psychology, it is unsurprising that aiming for higher 

power has become a particular strategy to increase the reliability of science. As the Type I 

error rate is fixed by a chosen alpha (conventionally 5%), trying to reduce the type II error 

risk is a sensible precaution for researchers to take, particularly as it is likely to encourage 
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researchers to collect data from larger (and therefore more representative) samples. Not only 

does this increase the broader reliability of a piece of work by reducing sampling error, but 

this also represents a more ethical use of participant time. Perhaps the biggest concern is that 

focusing on statistical power itself is likely to become a tick-box exercise, given that an a 

priori power analysis requires assumptions to be made about effect sizes. As shown 

throughout this thesis, researchers struggle both with effect size estimation for power, and 

indeed the concept of effect sizes in general.  

 

Some researchers, including those who advocate for the estimation approach discussed within 

this thesis, propose that planning should revolve around precision instead of power (e.g. 

Cumming, 2012). Typically, the precision approach involves planning a sample size based on 

the desired width of the resulting confidence intervals (although other less-common strategies 

exist). One strength of precision is its theoretical independence from NHST, as its goal is to 

reduce the uncertainty of a set of results, instead of obtaining statistical significance. 

Advocates also suggest that precision requires less knowledge than power (when used for 

sample size planning), as it does not require the estimation of a population effect size (e.g. 

Kelley et al., 2003). However, the confusion over confidence intervals reported both in thesis 

and elsewhere suggests that moving further towards a confidence interval approach is 

something that should be handled with caution.  

 

8.3 Key Future Directions and Difficulties 
 

This thesis inspires a number of potential future research projects that could continue to 

explore statistical reform, journal standards and effect sizes, confidence intervals and power 

both within and beyond the psychology research population. However, future directions are 

not limited to just research: there are many ways that change could be implemented across 

the discipline to enable successful statistical reform.  

 

8.3.1 Future Research Suggestions 

With regards to research, the review reported in Chapter 2 could be expanded to review the 

actual reporting practices found in journals that have each type of guidelines (requirements, 

recommendations or mixed). This would offer some insight into how much extrinsic 

motivation researchers require in order to expand their statistical behaviour, particularly when 
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looking at whether recommendations (without requirements/penalties) still correspond to 

increased use of statistics. This data could be complemented with interviews of editors and 

peer reviewers, both to find out more about their attitude towards statistical guidelines, and to 

identify the extent to which they monitor or enforce statistical reporting behaviours. Given 

that one participant in Chapter 7 commented that any power analysis would satisfy reviewers, 

even if it is incorrect, it would be interesting to examine this alongside the viewpoints of 

actual reviewers and editors. 

 

Collectively, Chapter 3, Chapter 5 and Chapter 7 provide important individual perspectives 

on statistical use, including barriers to use. Future work could offer updated reviews of the 

literature to examine more recent use of each statistic, given that Fritz et al., (2013) provides 

one of the most recent large-scale reviews. In addition, contemporary reviews should go 

beyond basic reporting patterns and establish the extent to which alternative statistics (i.e. 

non-NHST) are used for interpreting data and drawing conclusions; as the value in these 

statistics is using them for improved evaluation, not just reporting them. 

 

Finally, the assortment of studies from Chapter 3 through to Chapter 7 emphasise the varying 

levels of knowledge and understanding of statistics within the psychology researcher 

population. While future research could explore basic and conceptual knowledge further, the 

most valuable research should focus on interpretation and deeper understanding, similar to 

the review-style research proposed above. Studying effect size interpretation and deeper 

understanding could take many forms, including asking participants to compare the results 

from published studies to establish their approaches and judgements, or investigating the use 

RI�VWDQGDUG�EHQFKPDUNV�VXFK�DV�&RKHQ¶V��7KH�VWXG\�VKDUHG�LQ�&KDSWHU����IRU�H[DPSOH��FRXOG�

be inverted by asking participants to match a written effect size to one from a small selection 

of graphs. In contrast, the interpretation study of Chapter 6 has already used perhaps the most 

obvious way to test interpretation, using written scenarios and qualitative responses. Future 

work in this specific area could offer more contextual scenarios to participants, which 

correspond to actual research that they are likely to encounter. Lastly, while basic knowledge 

of power could be more widely explored, perhaps the most valuable focus for future research 

is to explore effect size estimation in more detail, to establish how best to support researchers 

who struggle with a priori power analyses.  

 

8.3.2 Further Actions and Difficulties 
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Beyond research, various future steps could encourage successful statistical reform across the 

discipline. The most important is arguably wider education and statistical support, given that 

both self-reported barriers and the wider data collected in this thesis all highlight individual 

knowledge as a reason to not adopt various statistics. However, as Chapter 3 and Chapter 5 

reported that workload and time are two immediate barriers to training, there is little value in 

designing materials that will never be used. The most valuable method to support learning 

would consist of high-level departmental or organisational changes which ensure that 

researchers have protected time for personal development and training. As this is a 

particularly ambitious goal, the most practical future direction would simply be to offer 

materials or training which are short, easily accessible (e.g. online and asynchronous), and 

context-specific to allow researchers to quickly translate them into their own research.  

 

Similarly high-level changes could also take the form of increased journal recommendations 

or requirements related to statistics, given that participants across all three questionnaires in 

this thesis noted that requirements (or a lack of requirements) influence their behaviour. 

Indeed, journals could also be a useful gateway to education, given that their author 

guidelines will be accessed by anyone attempting to publish in a particular outlet. However, 

not only does this require top-level editorial changes, it is also not yet known whether 

researchers would make use of journal-hosted support. To investigate this further and make 

evidence-based suggestions, it would be valuable to find out how many researchers read and 

make use of the information about NHST shared by the Springer Psychonomic journals, or 

use the New Statistics tutorials shared by Psychological Science (as discussed in Chapter 2). 

 

While both of these suggested higher-level changes have the potential to positively impact 

how researchers make use of statistics in their work, the reality is much more complex. 

Firstly, there are basic practical questions that must be considered, including: who is capable 

of creating accurate yet accessible materials, how will these individuals be identified, and 

what makes it worth their time and effort to contribute? These practical barriers also apply to 

journal changes: for example, who is supporting editors if they make high-level changes? 

Which changes should they make? And what incentives do they have to use further time and 

effort to enforce them across submissions? 

 

At the more conceptual level, how can educational materials even be produced at all, given 

WKDW�FRQFHSWV�VXFK�DV�HIIHFW�VL]HV�DQG�FRQILGHQFH�LQWHUYDOV�ODFN�WKH�PRUH�µFRQFUHWH¶�UXOHV�WKDW�
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are associated with null hypothesis testing? Null hypothesis testing is, at face level, quite 

simple to understand: p < 0.05 means statistically significant, which offers a simple rule for 

researchers and learners to grasp (note that this is not necessarily a good thing). In contrast, 

while an effect size is simple by definition, the reality is far more complex as there are almost 

infinite possibilities when considering all of the potential standardised and unstandardised 

ZD\V�WR�PHDVXUH�PDJQLWXGH��(GXFDWLQJ�UHVHDUFKHUV�RQ�XVLQJ�HIIHFW�VL]HV��ZKHUH�µDQ\�PHDVXUH�

RI�PDJQLWXGH¶ counts, is much harder than asking them to make use of familiar and simple p-

YDOXHV��6LPLODUO\��ZKLOH�HIIHFW�VL]HV�SURGXFH�PHDVXUHV�RI�µVL]H¶��WKHUH�DUH�QR�VWUDLJKWIRUZDUG�

sets of guidelines to provide clear and usable interpretations of single values. As such, there 

LV�QR�HDV\�ZD\�WR�DQVZHU�WKH�TXHVWLRQ�RI�µKRZ�big is d  ����"¶, to explain to researchers how 

to make use of any reported effect sizes to explain the phenomena that they are studying. 

Confidence intervals are no more concrete, given the disagreement that exists regarding 

confidence interval interpretation ± if we ask researchers to use confidence intervals, but 

FDQ¶W�SURYLGH�DQ\�FRQFUHWH�H[SODQDWLRQ�RI�ZKDW�WKHLU�VLQJOH�LQWHUYDOV�PHDQ��LW�LV�KDUG�WR�

demonstrate their value. These complexities mean that not only are these statistics difficult to 

use, they are also difficult to suitably teach as they do not offer simple rules that can be 

followed to make judgements about data ± particularly within the constructs of time and 

accessibility that have previously been highlighted by participants in this thesis. 

 

The role of journals is equally complex. For instance, what benefit is there to often-unpaid 

editors and reviewers who have to take the time to check whether authors have followed 

statistical guidelines? And who checks if they have sufficient knowledge to do so correctly? 

3DUWLFLSDQWV�LQ�WKLV�WKHVLV�H[SOLFLWO\�UHSRUWHG�WKDW�µDQ\�SRZHU�DQDO\VLV¶�VHHPV�WR�EH�HQRXJK�IRU�

reviewers, which de-incentivises researchers to make any effort to use statistical tools 

correctly. It should also be noted that the broadness of the range of possible effect size 

indices is often neglected, which was clear in the narrow ways that participants often defined 

µHIIHFW�VL]H¶�LQ�&KDSWHU����,I�HGLWRUV�RU�UHYLHZHUV�KROG�WKHVe same narrow views, there is a risk 

that researchers who make use of more unique or complex and context-specific measures of 

magnitude may find their work rejected for not meeting particular guidelines. Equally, this 

could happen in reverse, where researchers begin to feel obliged to provide more common 

VWDQGDUGLVHG�PHDVXUHV�RI�HIIHFW�VL]H�MXVW�WR�PDNH�WKHLU�ZRUN�µDFFHSWDEOH¶�IRU�SXEOLFDWLRQ��

despite these measures not suiting their data. 
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Furthermore, despite many participants in this thesis arguing that they are motivated by 

external sources such as journal requirements, there is certainly another cohort of researchers 

who are not, given that adherence to statistical requirements is not particularly high in 

reviews of the published literature (e.g. Giofrè et al., 2017). This could happen for a number 

of reasons, including a lack of reviewer or editor oversight (perhaps due to time constraints or 

individual lack of knowledge), lack of knowledge on the part of the researcher, or it could 

also be attributed to making educated decisions about using other methods of statistical 

analysis which are less common but no less rigorous. This particular argument raises a further 

important question to consider: to what extent should academics be pushed into changing 

theiU�VWDWLVWLFDO�SUDFWLFHV"�$QG�ZKR�KDV�WKH�ULJKW�WR�SLFN�DQG�FKRRVH�ZKLFK�VWDWLVWLFV�DUH�µEHVW¶��

or indeed try and influence the behaviour of others in the first place? There are evidence-

based arguments for the adoption of the estimation approach, for instance, given that it 

tackles some of the limitations of relying on p-values alone, but as discussed throughout this 

thesis, there are many difficulties associated with the use of effect sizes and confidence 

intervals. Similarly, there are also perfectly plausible alternatives, such as Bayesian statistics, 

which have not typically been adopted at the organisational level. Is it fair that researchers are 

pushed into satisfying particular statistical requirements set by higher-OHYHO�µRWKHUV¶��HYHQ�LI�

they are perfectly well-informed on their own statistical practices and are capable of making 

other choices? Statistical reform efforts must find a way to strike a delicate balance between 

encouraging evidence-based ways to improve the discipline, without over-policing 

individuals who are well-equipped to make their own decisions. 

 

8.4 This Thesis as a Case Study: Reflecting on Statistical Practices 
 

This thesis has focused on the use and understanding of effect sizes, confidence intervals, and 

statistical power within psychological science. However, of these three statistical concepts, 

only one appears in this thesis: effect sizes. As justified in earlier chapters, power analyses 

were not deemed appropriate for sample size planning, given that the nature of all work 

presented here is wholly exploratory. Similarly, confidence intervals do not feature in this 

thesis. This is partly due to the controversy around their interpretation which has been 

discussed in this chapter, and is also because the objectives of this thesis do not relate to 

trying to estimate the uncertainty of any particular finding. These choices could be seen as 

contradicting some of the ideas discussed in this thesis, such as suggestions that statistical 
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behaviour change should perhaps be enforced as mandatory by organisations such as 

journals. However, the decisions here perhaps reflect the optimum approach: to make 

educated choices about which statistics best suit the work being produced. 

 

While there is not a large number of effect sizes reported through this body of work, Chapters 

3 ± 9 all report at least one effect size, all used to provide brief comparisons between 

demographic groups for particular variables. However, despite the emphasis in this thesis 

(and in the wider literature) on the value of interpreting effect sizes, the majority of the effect 

sizes presented here have not been discussed. This is something that provides a clear 

illustration of the difficulties faced by the statistical reform movement: is it really sensible to 

enforce the use or interpretation of any given statistic, and force researchers to conform to a 

single set of rules, regardless of the intentions of a piece of research? The effect sizes 

reported in this work do not relate to the actual goals of this thesis: they are merely small 

explorations of the data, included to offer as much transparency as possible to an interested 

reader. Their inclusion was an informed choice, presented to offer a reader a more well-

rounded set of findings than just reporting p-values. Similarly, the lack of interpretation of the 

majority of these effect sizes was also an informed choice, also based on their lack of 

relevance to the overall goals of the work.  

 

This decision was further reinforced by some of the limitations of the data itself: the 

demographic groups themselves were consistently very unbalanced in size, and the choice of 

wording for these questions (which is discussed further in Section 8.5) was less informative 

than it could have been. Subsequently, interrogating the meaning of any particular effect size 

related to these variables does not necessarily offer a way to draw valid conclusions.  

 

8.5 Thesis Limitations 
 

The most important limitation of the work presented in this thesis is the generalisability of the 

findings. Across all studies, there were high proportions of early career researchers, and also 

researchers who self-identified as engaging with some form of open science behaviour 

(ranging from 47% of participants in Chapter 3, to 73.2% of participants in Chapter 4). 

Overall, this thesis lacks sufficient representation of experienced researchers, such as 

professors or equivalent tenure-level academics; although it is unknown how this might 
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influence the results. For instance, more experienced researchers could be better equipped 

with statistical knowledge through longer experience and exposure to research; or conversely, 

could be more firmly rooted in traditional NHST practices based on what has been familiar 

WKURXJKRXW�WKHLU�FDUHHUV��,Q�D�VLPLODU�PDQQHU��WKH�KLJK�SURSRUWLRQ�RI�µRSHQ�VFLHQFH¶�

researchers (in all their possible forms) may not be problematic: the key issue here is that it is 

impossible to estimate how many researchers now engage in at least one type of open science 

behaviour in order how to determine how representative this data is.   

 

Sample sizes were reasonable, with each questionnaire attracting more than 200 useable 

responses, but not large in the wider context of the entire psychology researcher population. 

Three important factors contributed to the limitations associated with the samples in this 

thesis: 1) the unavoidable aversion to statistics in many researchers, which is likely to reduce 

engagement with statistics-related research, 2) the sampling methods used for this research, 

which relied heavily on Twitter and a variety of mailing lists and therefore reached many 

early career researchers and members of the open science community; and 3) the ongoing 

COVID-19 pandemic. As the target population has been affected by ongoing university 

closures, rapid transitions to online teaching, and large adjustments to their own research, 

along with all the other burdens the pandemic has created, it is highly likely that this will 

have reduced the interest or time that researchers have for taking part in studies such as these.  

 

Some of the measurement choices used throughout this thesis must also be evaluated (note 

that study-specific questions have been evaluated within each chapter). With regards to the 

demographic data, the open science variable in particular captured a very diverse group of 

SDUWLFLSDQWV��JLYHQ�WKH�ZRUGLQJ�DQG�UHVSRQVH�LWHPV��³Are you actively engaged with any 

elements of the current movement towards improving psychological science, such as 

replication, pre-registration, new statistics, producing open data, the Society for the 

Improvement of Psychological Science (SIPS), or DQ\WKLQJ�VLPLODU"´; with options yes, no or 

prefer not to say. A closed question like this fails to differentiate researchers who have strong 

interest in the New Statistics; or more broadly have a strong familiarity with statistical reform 

or similar relevant activities, from those who have perhaps only once shared open data, or 

pre-registered their studies. In addition, statistical use was examined through the lens of self-

reported behaviour, which is likely to be an inaccurate reflection of actual behaviour, 

particularly when compared to reviews of reporting rates in the literature.  
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8.6 Conclusion 
 

This thesis has demonstrated that effect sizes, confidence intervals and statistical power are 

now required, or at least recommended, in order to publish articles in many of the top ranked 

journals in psychology. This may have a positive impact on reporting behaviour, given that 

participants acknowledged a lack of requirements or motivation as barriers to behaviour 

change. However, the evidence regarding statistical knowledge in this thesis affirms that 

researchers are not yet equipped with sufficient knowledge to effectively use and interpret 

these statistics. There is now a risk that statistical reform will be a superficial movement 

which represents nothing more than a series of new tick-box exercises, with little change to 

the integrity or reliability of psychological research. Future efforts should focus on statistical 

education, while also critically reflecting on which statistical changes will have a genuine 

impact on the reliability of research. 
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Appendix A 
 
Appendix A contains the additional content for Chapter 2. Appendix A-1 presents the coding strategy 

used to review journal guidelines. Appendices A2 and A3 show that ranking position (1-100) and 

impact factor did not noticeably differ for each category of journal guidelines (none, 

recommendations, requirements, or mixed). Appendix A4 presents an overview of the full journal 

database associated with Chapter 2. 

 

Appendix A1: Coding Strategy 
Code Explanation 
New Statistics  

No No mention of statistical concept (or related organisational guidelines) 
Rec Statistical concept recommended explicitly by journal 
Rec ± G Journal recommends adhering to guidelines which include statistic 
Req Statistical concept required explicitly by journal 
Req - G Journal requires adherence to guidelines which include statistic 
Mixed Requirements or recommendations differ by article type 

Sample Size  
No No mention of sample size (or related organisational guidelines) 
Rec Sample size justification recommended explicitly by journal 
Rec ± G Recommended to follow guidelines which mention sample size 
Req Sample size justification required explicitly by journal 
Req - G Required to follow guidelines which mention sample size 
Mixed Requirements or recommendations differ by article type 

Power  
No No mention of statistical power (or related organisational guidelines) 
Req - PA Authors are required to compute a priori power analyses 
Req - S Authors are required to compute sensitivity analyses 
Req ± any  Authors are required to compute either a priori or sensitivity analysis 
Req ± RR Authors are required to compute power analysis for registered reports 
Req ± JARS Authors are required to follow JARS (includes power) 
Req - discuss Authors are required to acknowledge statistical power 
Rec ± JARS Authors are advised to follow JARS (includes power) 
Rec - discuss Journal explicitly recommends that statistical power is acknowledged 
Rec ± PA Journal explicitly recommends that power analysis is used & reported 
NHST  
No No mention of p-values or NHST (or related organisational guidelines) 
Exact Must report exact p-values 
Rec - G Recommended to follow guidelines with advice about NHST 
Req ± G Required to follow guidelines with advice about NHST 
Other Other rules or comments about NHST 
Other  Type of guidelines mentioned, link to organisational guidelines provided 

(yes/no), presence or absence of statistical resources, any other notes 
 

 
 
 



191 
 
Appendix A2: Rankings (1-100) Split by Category 

 

 

Appendix A3: Journal Impact Factor Details 
Category Mean (SD) IF Minimum IF Maximum IF 
None 5.92 (3.86) 3.61 20.7 
Recommendations 5.21 (1.51) 3.65 11.3 
Requirements 5.66 (2.53) 3.60 13.7 
Mixed 5.14 (1.59) 3.82 8.98 
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Appendix A4: Journal Summary Database 
 

Rank Journal Name 2020 Impact 
Factor NHST ES CI Power Sample Size 

1 International Review of Sport and Exercise Psychology 20.652 None None None None None 

2 Nature Human Behaviour 13.663 Req Req Req None Req 

3 BEHAVIORAL AND BRAIN SCIENCES 12.579 None None None None None 

4 PSYCHOLOGICAL METHODS 11.302 Rec Rec Rec Rec Rec 

5 AMERICAN PSYCHOLOGIST 10.885 Req Req Req Req Req 

6 LEADERSHIP QUARTERLY 10.517 Req Req Rec None None 

7 European Journal of Psychology Applied to Legal Context 9.3 None None None None None 

8 JOURNAL OF CHILD PSYCHOLOGY AND PSYCHIATRY 8.982 Mix Mix Mix None Mix 

9 JOURNAL OF PERSONALITY AND SOCIAL PSYCHOLOGY 7.673 Req Req Req Req Req 

10 JOURNAL OF APPLIED PSYCHOLOGY 7.429 Req Rec Req Rec Rec 

11 Journal of Occupational Health Psychology 7.25 None None None None None 

12 Clinical Psychological Science 7.169 None Rec Rec None None 

13 PERSONNEL PSYCHOLOGY 7.073 Rec Rec Rec Rec Rec 

14 PSYCHOLOGICAL SCIENCE 7.029 Req Req Req Rec Req 

15 COMPUTERS IN HUMAN BEHAVIOR 6.829 Rec Rec Rec None None 

16 JOURNAL OF BUSINESS AND PSYCHOLOGY 6.76 Rec Rec Rec None Rec 
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Rank Journal Name 2020 Impact 
Factor NHST ES CI Power Sample Size 

17 CLINICAL PSYCHOLOGY-SCIENCE AND PRACTICE 6.724 Mix Mix Mix Mix Mix 

18 JOURNAL OF ABNORMAL PSYCHOLOGY 6.673 None None None None None 

19 PSYCHOTHERAPY 6.596 Rec Rec Rec Rec Rec 

20 Developmental Cognitive Neuroscience 6.464 Rec Rec Rec None None 

21 Body Image 6.406 Rec Rec Rec None Rec 

22 WORK AND STRESS 6.357 None None None None None 

23 Behavior Research Methods 6.242 Rec Rec Rec Rec Rec 

24 ENVIRONMENT AND BEHAVIOR 6.222 None None None None None 

25 CHILD DEVELOPMENT 5.899 None Rec None Rec Rec 

26 EUROPEAN JOURNAL OF PERSONALITY 5.838 Req Req Req Rec Req 

27 JOURNAL OF EDUCATIONAL PSYCHOLOGY 5.805 Rec Rec Rec Rec Rec 

28 COGNITIVE BEHAVIOUR THERAPY 5.761 Rec Rec Rec None None 

29 AUTISM 5.689 Req Req Req None Req 

30 EUROPEAN PSYCHOLOGIST 5.569 None None None None None 

31 PSYCHONONEMIC BULLETIN & REVIEW 5.536 Rec Rec Rec Rec Rec 

32 International Journal of Clinical and Health Psychology 5.35 Rec Rec Rec None None 

33 JOURNAL OF CONSULTING AND CLINICAL PSYCHOLOGY 5.348 Req Req Req Req Req 

34 Autism Research 5.216 Mix Mix Mix None Rec 
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Rank Journal Name 2020 Impact 
Factor NHST ES CI Power Sample Size 

35 JOURNAL OF ENVIRONMENTAL PSYCHOLOGY 5.192 Req Req Req Rec Req 

36 JOURNAL OF THE LEARNING SCIENCES 5.171 None None None None None 

37 DEVELOPMENTAL SCIENCE 5.131 None None None None None 

38 PSYCHOLOGICAL ASSESSMENT 5.123 Rec Rec Rec Rec Rec 

39 JOURNAL OF PERSONALITY 5.117 Req Req Req None Req 

40 Psychosocial Intervention 5.083 Req Req Req Req Req 

41 JOURNAL OF CLINICAL CHILD AND ADOLESCENT PSYCHOLOGY 4.964 Mix Req Req Rec Req 

42 ORGANIZATIONAL BEHAVIOR AND HUMAN DECISION PROCESSES 4.941 Rec Rec Rec None Rec 

43 JOURNAL OF EXPERIMENTAL PSYCHOLOGY-GENERAL 4.913 None Rec Rec Rec Rec 

44 PSYCHOLOGY OF SPORT AND EXERCISE 4.785 Rec Rec Rec Rec Rec 

45 BRITISH JOURNAL OF SOCIAL PSYCHOLOGY 4.691 Rec Rec Rec Rec Rec 

46 JOURNAL OF COUNSELING PSYCHOLOGY 4.685 Req Req Req Req Req 

47 Mindfulness 4.684 Rec Rec Rec None Rec 

48 ASSESSMENT 4.667 None None None Mix Rec 

49 JOURNAL OF OCCUPATIONAL AND ORGANIZATIONAL PSYCHOLOGY 4.561 None Rec None None None 

50 EUROPEAN EATING DISORDERS REVIEW 4.52 Rec Rec Rec None Rec 

51 BEHAVIOUR RESEARCH AND THERAPY 4.473 Mix Mix Mix None Mix 

52 HUMAN DEVELOPMENT 4.452 Mix Mix Mix None Mix 
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Rank Journal Name 2020 Impact 
Factor NHST ES CI Power Sample Size 

53 Social Psychological and Personality Science 4.451 Req Req Req Req Req 

54 JOURNAL OF YOUTH AND ADOLESCENCE 4.381 Rec Rec Rec None Rec 

55 PERSONALITY AND SOCIAL PSYCHOLOGY BULLETIN 4.376 Req Req Req Req Req 

56 Psychology of Aesthetics Creativity and the Arts 4.349 None None None None None 

57 POLITICAL PSYCHOLOGY 4.333 None None None None None 

58 SCHOOL PSYCHOLOGY 'QUARTERLY' 4.333 Req Req Req Req Req 

59 EMOTION 4.329 Req Req Req Req Req 

60 Journal of Mental Health 4.299 None None None None None 

61 CURRENT PSYCHOLOGY 4.297 Rec Rec Rec None Rec 

62 JOURNAL OF SCHOOL PSYCHOLOGY 4.292 Rec Rec Rec None None 

63 CONTEMPORARY EDUCATIONAL PSYCHOLOGY 4.277 Rec Rec Rec None None 

64 BRITISH JOURNAL OF PSYCHOLOGY 4.267 None Rec None None None 

65 HEALTH PSYCHOLOGY 4.267 Req Req Req Req Req 

66 Sport Exercise and Performance Psychology 4.25 Req Rec Rec Rec Req 

67 Journal of Positive Psychology 4.197 None None None None None 

68 BEHAVIOR THERAPY 4.183 Mix Mix Mix None Mix 

69 EVOLUTION AND HUMAN BEHAVIOR 4.178 None None None None None 

70 Cyberpsychology Behavior and Social Networking 4.157 Req Req Req None Rec 
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Rank Journal Name 2020 Impact 
Factor NHST ES CI Power Sample Size 

71 Psychology of Violence 4.147 Req Req Req Rec Req 

72 BRITISH JOURNAL OF CLINICAL PSYCHOLOGY 4.125 None Rec None None None 

73 JOURNALS OF GERONTOLOGY SERIES B-PSYCHOLOGICAL SCIENCES 
AND SOCIAL SCIENCES 

4.077 Rec Rec Rec Rec Req 

74 PSYCHOLOGY OF WOMEN QUARTERLY 4.062 None None None None None 

75 CORTEX 4.027 Rec Rec Rec None None 

76 PSYCHOPHYSIOLOGY 4.016 Rec Rec Rec Rec Rec 

77 European Journal of Work and Organizational Psychology 3.968 Rec Rec Rec None None 

78 PSYCHOLOGY AND PSYCHOTHERAPY-THEORY RESEARCH AND 
PRACTICE 

3.915 Rec Rec Rec None None 

79 ADDICTIVE BEHAVIORS 3.913 None None None None None 

80 PSYCHO-ONCOLOGY 3.894 Mix Rec Rec None Rec 

81 PSICOTHEMA 3.89 Rec Rec Rec None Rec 

82 INTERNATIONAL PSYCHOGERIATRICS 3.878 Req Rec Rec Rec Req 

83 Journal of Happiness Studies 3.852 None None None None None 

84 DEVELOPMENTAL PSYCHOLOGY 3.845 Rec Rec Rec Rec Req 

85 JOURNAL OF ABNORMAL CHILD PSYCHOLOGY 3.837 Rec Rec Rec None Rec 

86 International Journal of Mental Health and Addiction 3.836 Rec Rec Rec None Rec 

87 ATTACHMENT & HUMAN DEVELOPMENT 3.833 Rec Rec Rec None None 

88 Journal of Applied Research in Memory and Cognition 3.83 Req Req Rec None Req 
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Rank Journal Name 2020 Impact 
Factor NHST ES CI Power Sample Size 

89 MEDIA PSYCHOLOGY 3.824 None Rec None Mix None 

90 LAW AND HUMAN BEHAVIOR 3.795 Req Req Req Mix None 

91 JOURNAL OF PERSONALITY ASSESSMENT 3.777 None None None None None 

92 PSYCHOTHERAPY RESEARCH 3.768 None None None None None 

93 APPLIED PSYCHOLOGY-AN INTERNATIONAL REVIEW-PSYCHOLOGIE 
APPLIQUEE-REVUE INTERNATIONALE 

3.712 None None None None None 

94 JOURNAL OF APPLIED BEHAVIOR ANALYSIS 3.695 None None None None None 

95 JOURNAL OF GAMBLING STUDIES 3.655 Rec Rec Rec None Rec 

96 COGNITION 3.65 Rec Rec Rec None None 

97 INTERNATIONAL JOURNAL OF HUMAN-COMPUTER STUDIES 3.632 None None None None None 

98 Personality Disorders-Theory Research and Treatment 3.623 None None None Req Req 

99 Journal of Managerial Psychology 3.614 None None None None None 

100 JOURNAL OF EXPERIMENTAL SOCIAL PSYCHOLOGY 3.603 Req Req None Req Req 
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Appendix B 
 

Appendix B contains the additional content for Chapter 3 (Effect Size Survey), which includes ethical 

approval evidence, the study adverts and questionnaire, and a correlation matrix to evaluate true-false 

scale validity. 

 
Appendix B1: Ethical Approval Evidence for Chapter 3 

 
 
Appendix B2: Example Advertising Tweet 
 
³$UH�\RX�GRLQJ�WHDFKLQJ�TXDQW�UHVHDUFK�LQ�SV\FK��LQF��3K'�VWXGHQWV�"�3OHDVH�WDNH�SDUW�LQ�P\�QHZ�3K'�
study about effect sizes. Suitable for all ± HYHQ�LI�\RX�GRQ¶W�UHDOO\�NQRZ�ZKDW�HIIHFW�VL]HV�DUH��ZH�
really want to hear from you!). Worldwide participants welcome. Link: XXX�´ 
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Appendix B3: Email Advert Template 
 
Dear all, 
 
Are you a psychology researcher (in any form, including PhD students and teaching-focused staff)? If 
you use quantitative statistics in your research, or teach quantitative statistics, then this email is for 
you! Please consider taking the time to participate in this survey about effect sizes. If you are unsure 
about what effect sizes are, we want to hear from you. If you use them all the time, we want to hear 
IURP�\RX��,I�\RX¶UH�VRPHZKHUH in between, we want to hear from you too!  
 
This study may result in free online training materials being made available to help psychologists in 
their own research.  
 
Link here: XXX 
 
Please feel free to share this email with other psychology researchers who use quantitative methods.  
 
Many thanks for your time, 
 
Elizabeth Collins 
 
Appendix B4: Questionnaire Used for Chapter 3 

[page 1] 
 
3OHDVH�XVH�WKH�ER[�EHORZ�WR�ZULWH�D�GHILQLWLRQ�RI�WKH�WHUP�µHIIHFW�VL]H¶��<RX�DUH�ZHOFRPH�WR�PDNH�D�
JXHVV�LI�\RX�GRQ¶W�UHDOO\�NQRZ��RU�ZULWH�³,�GRQ¶W�NQRZ´�LQ�WKH�ER[���[free-text response box] 
 
[page 2] 
 
<RXU�QH[W�WDVN�LV�WR�DQVZHU�µWUXH¶�RU�µIDOVH¶�WR�HDch of the following six statements. There may or may 
QRW�EH�DQ�HTXDO�QXPEHU�RI�WUXH�IDOVH�UHVSRQVHV��,I�\RX�GRQ¶W�NQRZ�DQ�DQVZHU��XVH�WKH�µ,�GRQ¶W�NQRZ¶�
option instead of guessing. 
 
Statements 
Effect sizes express the magnitude of the influence one variable has on another 
A larger sample size will result in a larger (stronger) effect size 
If you are doing high quality research, your aim is to find the largest effect sizes possible 
A statistically significant p-value will result in a medium or large effect size 
A small effect size indicates that the null hypothesis should fail to be rejected 

 
[page 3] 
 
We would like to know a little more about you and your experiences with effect sizes. You are 
welcome to leave any of the following questions blank.  
 
1. Do you currently calculate effect sizes in the data analysis stage of your research? [yes/no/not 
always] 
 

,I�µ\HV¶�LV�VHOHFWHG� Which software do you use to do so? If you use more than one, please 
mention them all. [free-text response box] 
 
,I�µQR¶�RU�µQRW�DOZD\V¶�DUH�VHOHFWHG� Why do you not, or not always, choose to calculate effect 
sizes? [free-text response box] 
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2. Have you included effect sizes in any pre-prints or published papers? [yes/no/prefer not to say]  

,I�µ\HV¶�LV�VHOHFWHG��Did you include effect sizes due to personal preference, or due to 
journal/funding/institution requirements? [personal preference/requirements] 

 
3. How important do you feel effect sizes are in psychological research? [very important/somewhat 
important/not YHU\�LPSRUWDQW�QRW�LPSRUWDQW�DW�DOO�,�GRQ¶W�NQRZ@ 
 

3a. Please use the box below if you are happy to briefly explain your response. [free-text 
response box] 

 
4. Do you feel that you have been provided with sufficient training in effect sizes? [yes/no/prefer not 
to say]  
 
5. Would you make use of training on effect sizes if it were to be made available? [yes/maybe/no] 

 
,I�µ1R¶�¶0D\EH¶�LV�VHOHFWHG� <RX�UHVSRQGHG�µQR¶�µPD\EH¶�WR�WKLV�TXHVWLRQ��:RXOG�\RX�OLNH�WR�
explain why? You are welcome to leave this blank. [free-text response box] 

 
[page 4] 
 
<RX�KDYH�UHDFKHG�WKH�HQG�RI�WRGD\¶V�VXUYH\��%HIRUH�\RX�JR��ZH�ZRXOG�DSSUHFLDWH�D�YHU\�VPDOO�DPRXQW�
of demographic information from you. You may leave any or all of these questions blank. 
 
1. Which of the following titles best applies to your current position? Please note that this is a list 
XVLQJ�WKH�PRVW�FRPPRQ�MRE�SRVLWLRQV�LQ�WKH�8.�DFDGHPLF�PDUNHW��ZKHUH�³3URIHVVRU´�LV�HTXLYDOHQW�WR�
being a tenured, top-level academic employee in other countries. 
 
[ ] Research or Teaching employee without a PhD 
[ ] PhD student or equivalent 
[ ] Post-doctoral researcher 
[ ] Lecturer or Senior Lecturer (or equivalent) 
[ ] Professor (or equivalent level role e.g. tenured employee)  
[ ] Other (please indicate a different response below, if you wish) 
[ ] Prefer not to say 
 
2. Are you actively engaged with any elements of the current movement towards improving 
psychological science, such as replication, pre-registration, new statistics, producing open data, SIPS, 
or anything similar? 
 
[ ] yes 
[ ] no 
[ ] prefer not to say 
 
3. Which sub-field of psychology do you identify with? E.g. sports psychology, health psychology, 
neuropsychology. [free-text response box] 
 
[free text response space]  
 
4. What country are you based in for your work or education? Please treat England, Wales, Scotland 
and Northern Ireland as four separate locations. [free-text response box] 
 
Please click next for the final page of this study.  
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Appendix B5: Correlation Matrix for Scale Items 
 

The 5x5 correlation matrix indicates the highest correlations are between Statement 2 and Statement 

3, Statement 2 and Statement 4, and Statement 4 and Statement 5 (shown here for easy reference). 

&URQEDFK¶V�DOSKD�LV������IRU�WKH�full scale, or 0.73 with statement 1 removed. 

 

Statement True or 
False? 

Effect sizes express the magnitude of the influence one variable has on 
another True 

A larger sample size will result in a larger (stronger) effect size False 
If you are doing high quality research, your aim is to find the largest effect 
sizes possible False 

A statistically significant p-value corresponds to a medium or large effect 
size False 

A small effect size indicates that the null hypothesis should fail to be rejected False 
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Appendix C 
 

Appendix C contains the additional content for Chapter 4 (Effect Size Graph Study), which includes 

ethical approval evidence, DQG�IRXU�JUDSKV�ZKLFK�VKRZ�WKH�UHVXOWV�LQ�&KDSWHU���ZLWK�)LVKHU¶V�]-

transformation applied. Note that this is to demonstrate that there are no critical changes in findings 

between the raw and transformed data. 

 

Appendix C1: Ethical Approval Evidence for Chapter 4 
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Appendix C2: Transformed Version of Figure 4.3 
 

 
 
Appendix C3: Transformed Version of Figure 4.4 
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Appendix C4: Transformed Version of Figure 4.6 
 

 
 

Appendix C5: Transformed Version of Figure 4.7 
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Appendix D 
 

Appendix D contains the additional content for Chapter 5 and Chapter 6 (Confidence Interval 

Questionnaire), which includes ethical approval evidence, the questionnaire, and a correlation 

heatmap for evaluating the validity of the true-false scale. 

 

Appendix D1: Ethical Approval Evidence for Chapter 5 and 6 
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Appendix D2: Questionnaire Used for Chapter 5 and Chapter 6 
 

[page 1] 
 
���,Q�\RXU�RZQ�ZRUGV��SOHDVH�GHILQH�WKH�WHUP�µ����FRQILGHQFH�LQWHUYDO¶��<RX�DUH�ZHOFRPH�WR�SXW�µ,�
GRQ¶W�NQRZ¶�LQ�WKLV�ER[�RU�OHDYH�LW�EODQN�DQG�PRYH�RQ�WR�DQVZHULQJ�TXHVWLRQV�DERXW�\RXU�H[SHULHQFHV��
[free-text response box] 
 
[page 2] 
 
We would like to know a little more about you and your experiences with confidence intervals. You 
are welcome to leave any of the following questions blank.  
 
1. Do you currently calculate confidence intervals when analysing data? [yes/no/not always] 

 
,I�µ\HV¶�LV�VHOHFWHG� Which software do you use to do so? If you use more than one, please 
mention them all. [free-text response box] 
 
,I�µQR¶�RU�µQRW�DOZD\V¶�DUH�VHOHFWHG� Why do you not, or not always, choose to calculate 
confidence intervals? [free-text response box] 
 

2. Have you included confidence intervals in any pre-prints or published papers? 
  

,I�µ\HV¶�LV�VHOHFWHG� Did you include effect sizes due to personal preference, or due to 
journal/funding/institution requirements? If you use confidence intervals regularly, think 
about which option was responsible for your first use of them. [personal 
preference/requirements] 
 

3. How important do you feel confidence intervals are in psychological research? [very 
important/somewhat important/not very important/not LPSRUWDQW�DW�DOO�,�GRQ¶W�NQRZ@ 
 

3a. Please use the box below if you are happy to explain your response. [free-text response 
box] 

 
[free text response space]  
 
4. Do you feel that you have been provided with, or had access to, sufficient training in confidence 
intervals? [yes/no/prefer not to say]  
 
5. Would you make use of training on confidence intervals if it were to be made available? 
[yes/maybe, but only if the training is accessible/no] 
 

,I�µ1R¶�LV�VHOHFWHG� <RX�UHVSRQGHG�µQR¶�WR�WKLV�TXHVWLRQ��:RXOG�\ou like to explain why? You 
are welcome to leave this blank. 
 

[page 3] 
 
Please read the following scenario and use the free text box to summarise the results (using as many 
or as few words as you wish). How could the confidence interval be interpreted? You are welcome to 
VD\�³,�GRQ¶W�NQRZ´�RU�OHDYH�WKLV�TXHVWLRQ�EODQN� 
 

A study (n=42) reports that the mean weight loss and 95% confidence interval for a 
longitudinal diet plan is 4.65kg (-1.95, 11.25). [free-text response box] 
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[page 4] 
 
Please read the following scenario and use the free text box to summarise the results (imagine you are 
writing one or more sentences in a paper or discussing the results with a colleague). You are welcome 
WR�VD\�³,�GRQ¶W�NQRZ´�RU�OHDYH�WKLV�TXHVWLRQ�EODQN� 
 
 

Only two studies have evaluated the therapeutic effectiveness of a new treatment for 
insomnia. Both Skinner (2018) and Miller (2019) used two independent equal-sized 
groups and reported the difference between means for the group assigned to the new 
treatment and the group who maintained their existing treatment.  
 
Skinner (2018) with total n=44 found the new treatment found the difference in means 
was 3.61 (95% CI: 0.61 to 6.61). The study by Miller (2019) with total n=36 found that 
the difference in means was 2.23 (95% CI: -1.41 to 5.87). A positive difference indicates 
a positive outcome for the new treatment.  
 
[free-text response box] 
 

[page 5] 
 
<RXU�ILQDO�WDVN�LV�WR�DQVZHU�µWUXH¶�RU�µIDOVH¶�WR�HDFK�RI�WKH�IROORZLQJ�VWDWHPHQWV��DOO�RI�ZKLFK�DUH�LQ�WKH�
context of confidence intervals for a mean. There may or may not be an equal number of true/false 
UHVSRQVHV��,I�\RX�GRQ¶W�NQRZ�DQ�DQVZHU��SOHDVH�XVH�³,�GRQ¶W�NQRZ´��� 
 
Statements: 
 

 True False IDK 
A 95% confidence interval is the range of values for which you 
are 95% confident that the population mean falls within. 

   

If all other factors are held constant, an 80% confidence interval 
will be wider than a 95% confidence interval. 

   

If all other factors are held constant, a confidence interval from a 
sample of n=25 will be wider than a confidence interval from a 
sample of n=100. 

   

A confidence interval gives you the range of plausible values for 
the true sample mean. 

   

If an experiment is replicated with new samples from the same 
population, 95% of future means will fall within the original 
95% confidence interval. 

   

If you repeatedly take a sample of size n from a population and 
construct a 95% confidence interval each time, 95% of those 
intervals will contain the population mean 

   

 
If you have any comments about your responses, or questions about the statements, please express 
them in the box below. You are welcome to leave this box blank. 
 
[free text response space] 
[page 6] 
 
6. Thank you for sharing some information about your confidence interval experiences!  
 
Please use the box below if you have any questions about confidence intervals. Please note that these 
TXHVWLRQV�ZRQ¶W�UHFHLYH�D�UHVSRQVH��EXW�DUH�LQVWHDG�XVHG�WR�LGHQWLfy the most frequent questions that 
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researchers have, which will allow for better training resources to be developed. An overview of these 
questions will be disseminated by the researcher on Twitter (@Lizzie_Psych) in the future. [free-text 
response box] 
 
 Please use the box below if you have any other comments or thoughts about confidence intervals that 
you would like to share (e.g. barriers to using or understanding them, personal experiences, opinions, 
and so on). [free-text response box] 
 
[page 7] 
 
You KDYH�UHDFKHG�WKH�HQG�RI�WRGD\¶V�VXUYH\��%HIRUH�\RX�JR��ZH�ZRXOG�DSSUHFLDWH�D�YHU\�VPDOO�DPRXQW�
of demographic information from you. You may leave any or all of these questions blank. 
 
1. Which of the following titles best applies to your current position?  
 
[ ] Research or Teaching employee without a PhD 
[ ] PhD student or equivalent 
[ ] Postdoctoral researcher 
[ ] Lecturer or Senior Lecturer (or equivalent) 
[ ] Professor (or equivalent senior level role e.g. tenured employee)  
[ ] Other (please indicate a different response below, if you wish) 
[ ] Prefer not to say 
 
2. Are you actively engaged with any elements of the current movement towards improving 
psychological science, such as replication, pre-registration, new statistics, producing open data, the 
Society for the Improvement of Psychological Science (SIPS), or anything similar? 
 
[ ] yes 
[ ] no 
[ ] prefer not to say 
 
3. Which sub-field of psychology do you identify with? E.g. sports psychology, health psychology, 
neuropsychology. [free-text response box] 
 
4. What country are you based in for your work or education? Please treat England, Wales, Scotland 
and Northern Ireland as four separate locations. [free-text response box] 
 
Please click next for the final page of this study.  
 
 
[study end page with thank you message and reminder of contact details and right to withdraw 
data] 
 
 
Appendix D3: Correlation Matrix for Chapter 5 True-False Scale 
1RWH�WKDW�&URQEDFK¶V�DOSKD�IRU�WKLV�VFDOH�LV��������DQG�IXUWKHU�UHOLDELOLW\�DQDO\VHV�LQGLFDWHG�WKDW�
removing any LWHP�ZRXOG�GHFUHDVH�&URQEDFK¶V�DOSKD��7KH�VWDWHPHQWV�DUH�OLVWHG�KHUH�LQ�D�WDEOH�IRU�HDV\�
reference. 
 

1 A 95% confidence interval is the range of values for which you are 95% confident that the 
population mean falls within. 

2 If all other factors are held constant, an 80% confidence interval will be wider than a 95% 
confidence interval. 
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3 If all other factors are held constant, a confidence interval from a sample of n=25 will be wider 
than a confidence interval from a sample of n=100. 

4 A confidence interval gives you the range of plausible values for the true sample mean. 

5 If an experiment is replicated with new samples from the same population, 95% of future 
means will fall within the original 95% confidence interval. 

6 If you repeatedly take a sample of size n from a population and construct a 95% confidence 
interval each time, 95% of those intervals will contain the population mean 
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Appendix E 
 

Appendix E contains the additional content for Chapter 7 (Power Study), which includes ethical 

approval evidence and the questionnaire distributed to participants. 

 

Appendix E1: Ethical Approval Evidence for Chapter 7 
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Appendix E2: Questionnaire Used for Chapter 7 
 
Q1. As a researcher, how do you generally determine your sample size?  
  
[free-text response box] 
 
If power DQDO\VLV�LV�QRW�GHWHFWHG�DV�SDUW�RI�WKH�UHVSRQVH��SDUWLFLSDQWV�ZLOO�WKHQ�EH�DVNHG�³KDYH�\RX�
HYHU�XVHG�SRZHU�DQDO\VLV"´��7KHLU�DQVZHU��\HV�QR��ZLOO set the survey flow to show questions from 
block A or block B.  
  
Question Block A (participants who mention SRZHU�DQDO\VLV��RU�ZKR�DQVZHU�µ\HV¶�WR�SUHYLRXVO\�
using power analysis):  
  
1. How frequently do you use power analysis, as a percentage of the studies you conduct that use 
hypothesis testing? [slider response from 0-100]  
  
If the selection is not 100%, the following question will be displayed:  
  
1a. Why do you not use power analysis 100% of the time? You are welcome to leave this box blank if 
you prefer. [free-text response box] 
  
2. What software do you use for power analysis? You are welcome to provide multiple 
responses.  [free-text response box] 
 
3. How would you define ³SRZHU´"�<RX�DUH�ZHOFRPH�WR say µ,�GRQ¶W�NQRZ¶� [free-text response box] 
  
4. How do you establish a predicted effect size for any power analysis that you run? You are welcome 
to select multiple responses.  
  
1 Use an effect size from the results of other published literature 
2 Use the same effect size as a previous similar study reported in their methods 
3 8VH�D�VPDOO�RU�PHGLXP�HIIHFW�VL]H�H�J��&RKHQ¶V�UHFRPPHQGDWLRQV 
4 Take recommendations from other researchers 
5 8VH�WKH�VPDOOHVW�HIIHFW�VL]H�RI�LQWHUHVW�IRU�P\�ILHOG�RU�³PHDQLQJIXO´�HIIHFW�VL]H�IRU�P\�ILHOG 
6 Run a pilot study to calculate an effect size first 
7 Other 

   
5. What is the minimum power for studies in psychological research that you consider to 
be acceptable? [slider from 0 to 100%]  
   
6. What is the minimum power for studies in psychological research that you would consider to be 
ideal? [slider from 0 to 100%]  
  
6. How do you think opportunity sampling would affect power? Please explain any ideas you 
have. You are welcome to say ³,�GRQ¶W�NQRZ´ or skip this question. [free-text response box] 
  
7. How do you think outliers would affect power? Please explain any ideas you have. You are 
welcome to say µ,�GRQ¶W�NQRZ¶ or skip this question. [free-text response box] 
 
8. Have you ever calculated post hoc power? [yes/no/prefer not to say] 
 
,I�µ\HV¶�LV�VHOHFWHG� Why did you calculate post hoc power? If you have carried it out for more than 
one purpose, please mention all reasons. You are welcome to leave this box blank if you prefer.  [free-
text response box] 
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Question Block B �SDUWLFLSDQWV�ZKR�GR�QRW�PHQWLRQ�SRZHU�DQDO\VLV�DQG�UHSRUW�µQR¶�Wo whether 
they have used power analysis:  
  
1. Why have you not used power analysis in your research? All explanations are welcome, but you 
may leave this box blank if you prefer. [free-text response box] 
  
2. Have you ever calculated post hoc power? [yes/no/prefer not to say] 
  

,I�µ\HV¶�LV�VHOHFWHG� Why did you calculate post hoc power? If you have carried it out for more 
than one purpose, please mention all reasons. You are welcome to leave this box blank if you 
prefer.  [free-text response box] 

 
 ���+RZ�ZRXOG�\RX�GHILQH�³SRZHU´"�<RX�FDQ�ZULWH��,�GRQ
W�NQRZ��LQ�WKLV�ER[��RU�LQGLFDWH�WKDW�\RX�DUH�
guessing at a definition, if you are unsure. [free-text response box] 
 
Question Block C (all survey participants)  
  
1.  How important do you feel power analysis is in psychological research?  
  
[ ] Not important at all  
[ ] Not very important  
[ ] Somewhat important  
[ ] Very important  
[ ] ,�GRQ¶W�NQRZ   
  
2. On a scale from 1 (poor) to 10 (excellent), how would you describe your statistical 
knowledge? [slider from 1 to 10]  
  
Demographics:  
  
1. Which of the following titles best applies to your current position?   
  
[ ] Research or Teaching employee without a PhD  
[ ] PhD student or equivalent  
[ ] Post doc  
[ ] Lecturer or Senior Lecturer (or equivalent)  
[ ] Professor (or equivalent level role e.g. tenured employee)   
[ ] Other (please indicate a different response below, if you wish)  
[ ] Prefer not to say  
  
2. Are you actively engaged with any elements of the current movement towards improving 
psychological science, such as replication, pre-registration, new statistics, producing open data, the 
Society for the Improvement of Psychological Science (SIPS), or anything similar? [yes/no/prefer not 
to say]   
  
3. Which sub-field of psychology do you identify with? E.g. sports psychology, health psychology, 
neuropsychology.  [free-text response box] 
  
4. What country are you based in for your work or education? If you are based in the United 
Kingdom, please treat England, Wales, Scotland and Northern Ireland as four separate 
locations.  [free-text response box] 
  
Please click next for the final page of this study.   
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