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Abstract 

 

Phytoplankton constitute the bottom of the aquatic food web, produce half of Earth’s oxygen and are 

part of the global carbon cycle. A measure of aquatic phytoplankton biomass therefore functions as 

a biological indicator of water status and quality. The abundance of phytoplankton in most lakes on 

Earth is low because they are weakly nourished (i.e., oligotrophic). It is practically infeasible to 

measure the millions of oligotrophic lakes on Earth through field sampling. Fortunately, 

phytoplankton universally contain the optically active pigment chlorophyll-a, which can be detected 

by optical sensors. Earth-orbiting satellite missions carry optical sensors that provide unparalleled 

high spatial coverage and temporal revisit frequency of lakes. However, when compared to waters 

with high nutrient loading (i.e., eutrophic), the remote sensing estimation of phytoplankton biomass 

in oligotrophic lakes is prone to high estimation uncertainties. Accurate retrieval of phytoplankton 

biomass is severely constrained by imperfect atmospheric correction, complicated inherent optical 

property (IOP) compositions, and limited model applicability. In order to address and reduce the 

current estimation uncertainties in phytoplankton remote sensing of low - moderate biomass lakes, 

machine learning is used in this thesis. 

In the first chapter the chlorophyll-a concentration (chla) estimation uncertainty from 13 chla 

algorithms is characterised. The uncertainty characterisation follows a two-step procedure: 1. 

estimation of chla from a representative dataset of field measurements and quantification of 

estimation uncertainty, 2. characterisation of chla estimation uncertainty. The results of this study 

show that estimation uncertainty across the dataset used in this chapter is high, whereby chla is both 

systematically under- and overestimated by the tested algorithms. Further, the characterisation 

reveals algorithm-specific causes of estimation uncertainty. The uncertainty sources for each of the 

tested algorithms are discussed and recommendations provided to improve the estimation 

capabilities. 

In the second chapter a novel machine learning algorithm for chla estimation is developed by 

combining Bayesian theory with Neural Networks (NNs). The resulting Bayesian Neural Networks 

(BNNs) are designed for the Ocean and Land Cover Instrument (OLCI) and MultiSpectral Imager 

(MSI) sensors aboard the Sentinel-3 and Sentinel-2 satellites, respectively. Unlike established chla 

algorithms, the BNNs provide a per-pixel uncertainty associated with estimated chla. Compared to 

reference chla algorithms, gains in chla estimation accuracy > 15% are achieved. Moreover, the 

quality of the provided BNN chla uncertainty is analysed. For most observations (> 75%) the BNN 

uncertainty estimate covers the reference in situ chla value, but the uncertainty calibration is not 

constantly accurate across several assessment strategies. The BNNs are applied to OLCI and MSI 

products to generate chla and uncertainty estimates in lakes from Africa, Canada, Europe and New 

Zealand. The BNN uncertainty estimate is furthermore used to deal with uncertainty introduced by 
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prior atmospheric correction algorithms, adjacency affects and complex optical property 

compositions. 

The third chapter focuses on the estimation of lake biomass in terms of trophic status (TS). TS is 

conventionally estimated through chla. However, the remote sensing of chla, as shown in the two 

previous chapters, can be prone to high uncertainty. Therefore, in this chapter an algorithm for the 

direct classification of TS is designed. Instead of using a single algorithm for TS estimation, multiple 

individual algorithms are ensembled through stacking, whose estimates are evaluated by a higher-

level meta-learner. The results of this ensemble scheme are compared to conventional switching of 

reference chla algorithms through optical water types (OWTs). The results show that estimation of 

TS is increased through direct classification rather than indirect estimation through chla. The 

designed meta-learning algorithm outperforms OWT switching of chla algorithms by 5-12%. Highest 

TS estimation accuracy is achieved for high biomass waters, whereas for low biomass waters 

extremely turbid waters produced high TS estimation uncertainty. Combining an ensemble of 

algorithms through a meta-learner represents a solution for the problem of algorithm selection across 

the large variation of global lake constituent concentrations and optical properties. 
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Chapter 1:  Introduction 

Water is vital for all living organisms on Earth. Most freshwater on non-glaciated land is contained 

in over 300 million lakes larger than 0.1 hectare (Downing et al., 2006; Verpoorter et al., 2014). 

Lakes provide essential ecosystem services such as drinking water, sediment retention and 

processing,  and are hotspots of biodiversity and endemism (Grizzetti et al., 2016; Sterner et al., 

2020). Moreover, lakes have high cultural and commercial value and function as recreational areas.  

Lakes were described as ‘sentinels, integrators and regulators’ of climate and environmental change 

to reflect the inevitable impacts that a changing climate has on an aquatic ecosystem (Williamson et 

al., 2009). Among the most pervasive impacts of climate change on lakes are the direct and indirect 

effects of global warming. Lake temperature rise reduces ice cover, alters stratification and changes 

nutrient loadings (Maberly et al., 2020), with consequences on lake greenhouse gas fluxes (Demars 

et al., 2016), species distribution (Comte and Olden, 2017), food web interactions (Blois et al., 2013), 

phenology (Thackeray et al., 2016) and metabolic rate and balance (Yvon-Durocher et al., 2010). 

The functionality of lake ecosystem services and values is directly connected to water quality, 

available quantity and the severity of global warming (Vasistha and Ganguly, 2020).  

Over 3 billion people are still at risk of using unsafe water for consumption and sanitary purposes 

because the quality and health status of their water resource is unknown (UN, 2021). Parameters used 

to measure water quality are not routinely collected in most countries (Figure 1.1). A reason for 

limited data availability is that effective lake monitoring through conventional field measurement 

technologies is costly, labour-intensive and usually not automated (Palmer et al., 2015; Tyler et al., 

2016). Limited access to resources and inconsistencies in sampling and measurement strategies 

across organisations and states further constrain systematic understanding of how surface waters are 

changing at local, regional and global scales.  

Figure 1.1: Proportion of national population using safely-managed drinking water in 2020 (in %). 

138 countries had sufficient data on the accessibility, availability and quality of drinking water to 

produce a national estimate for this indicator in 2020. From UN (2021) under Creative Commons 

License. 
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1.1 Earth observation through satellites 

Satellite Earth observation provides an unparalleled number of measurements of aquatic ecosystems 

through high spatial coverage and temporal revisit frequency. It is therefore increasingly used to 

complement the monitoring and assessment of water quality (Chen et al., 2004; Greb et al., 2018; 

Kiefer et al., 2015; Mouw et al., 2015). 

Satellites are devices launched into Earth's orbit in outer space. An orbit is a curved trajectory of an 

object around a planet, such as the trajectory of a satellite around Earth. In the 1600s, Johannes 

Kepler and Isaac Newton established the fundamental principles of orbital motion. Kepler presented 

what is known as Kepler's laws of motion between 1609 and 1619 (Russell, 1964): 

1. Each planet's orbit is an ellipse with the Sun as the focus. 

2. The line between the planet to the Sun sweeps out equal areas of space in equal amounts of 

time intervals. 

3. The square of a planet's period is proportional to the size of its orbit.  

Kepler's equations explain the kinematics of planetary motions, but Isaac Newton discovered the 

dynamic principles defining this motion later, which he published in his Principia Mathematica in 

1687 (Barbour, 1989): 

1. A body remains in a condition of rest or uniform motion along a straight line unless forces 

operating on it cause it to change that state. 

2. The motion change is proportional to the active motive force. The shift in motion occurs in 

the direction of the straight line along which the force is operating. 

3. The mutual interactions of two bodies are always equal and directed to opposing parts. 

In Principia Mathematica, Newton also provides his basic law of gravity, which he expresses as: 

“any two point masses attract one another with a force proportional to the product of their masses 

and inversely proportional to the square of the distance between them.” This law may be 

mathematically expressed for an Earth-orbiting satellite as: 

𝐹
→ =  

𝐺𝑀𝑚

𝑟2
, (1.1) 

where 
𝐹
→ is the force due to Newton’s law of universal gravitational attraction that is exchanged by 

two bodies with masses 𝑀 (the Earth) and 𝑚 (the satellite) placed at a distance 𝑟 (Graziani et al., 

2021). Here, 𝐺 = 6.6743x10-11 m3 kg-1 s-2 is the universal gravitational constant. Although Albert 

Einstein's general theory of relativity eventually addressed inconsistencies between observations and 

Newtonian dynamics, satellite Earth observation is fundamentally based on both Kepler's and 

Newton's laws. 
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1.2 Aquatic remote sensing 

Sensors mounted on Earth observation satellites are designed to monitor and survey the planet's 

surfaces. This is known as remote sensing. Passive, optical remote sensors are commonly employed 

in aquatic remote sensing. These optical sensors include imaging spectrometers with several cameras. 

Typically, the sensors are "push-broom scanners" with the ability to actively tilt the sensor's cameras 

to reduce Sun glint contamination. Passive optical sensors can detect emerging radiation from water 

bodies in a variety of visible and near-infrared wavelengths of the electromagnetic spectrum. The 

electromagnetic spectrum is the range of all types of radiation. 

Aquatic remote sensing started with the experimental Coastal Zone Color Scanner (CZCS) over the 

coastal ocean in the 70s (Hovis et al., 1980), and has since significantly advanced the understanding 

of biological and physical oceanography. The first remote sensing experiments over inland waters 

were however only carried out in the 90s (Dekker and Peters, 1993; Gitelson et al., 1993; Mittenzwey 

et al., 1992; Ritchie et al., 1990; Zilioli et al., 1994). Due to the success of the CZCS programme, 

follow-up missions in the 90s designed for ocean and coastal waters were launched, such as the 

Modular Optoelectronic Scanner (MOS) (Zimmermann et al., 1993), the Sea-viewing Wide Field-

Of-View Sensor (SeaWiFs) (Hooker and Esaias, 1993), the Medium Resolution Imaging 

Spectrometer (MERIS) (Rast et al., 1999) and Moderate Resolution Imaging Spectrometers 

(MODIS) (Pagano and Durham, 1993). Despite the fact that most of these sensors had limited spatial 

resolution (>= 300 m per satellite pixel) and thus could not adequately resolve many inland waters, 

they provided the critical data streams that allowed experimental techniques to progress to a near-

operational stage in the last two decades (Greb et al., 2018; Odermatt et al., 2018).  The Landsat 

missions, which were originally created for remote sensing over land, have been readily explored for 

use over inland waters due to their excellent spatial resolution of 30 m in blue to near-infrared bands. 

Regardless of the fact that the available bands for aquatic remote sensing are suboptimal, the 

Thematic Mapper (TM) on Landsat 4-5, the Enhanced Thematic Mapper (ETM+) on Landsat 7, and 

the Operational Land Imager (OLI) on Landsat 8 were all employed effectively in remote sensing of 

lakes (Giardino et al., 2001; Manzo et al., 2015; Ritchie et al., 1990; Sharaf et al., 2019; Smith et al., 

2021). In recent years, space agencies globally have started to launch fleets of Earth observation 

satellites. Most prominent is the European Copernicus programme with 6 unique Sentinel missions 

carrying over 15 different sensors (Thépaut et al., 2018). For aquatic remote sensing specifically, the 

Ocean and Land Colour Instrument (OLCI) aboard the Sentinel-3 A and B satellites provides 

observations at 300 meter spatial resolution measured in 21 bands of the optical domain between 400 

and 1020 nm. Also sensors designed for land applications with higher spatial resolution, such as the 

Sentinel-2 MultiSpectral Imager (MSI), were used to measure smaller inland water systems.  

Aquatic remote sensing is fundamentally based on radiometry, the science of measuring 

electromagnetic radiation. Sun light carries energy that arrives on Earth as radiation. The path 

radiation travels from the Sun to a water body is altered by the atmosphere, its composition and the 
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manifold interactions of objects, gases, and aerosols. Radiative transfer (RT) and related equations 

provide a physical description of these processes and pathways between the atmosphere and a water 

body (Gordon et al., 1975). 

When the human eye detects radiation, its sensitivity changes dynamically. For scientific purposes, 

a more objective measure that also extends the restricted human capability of sensing visible light is 

required. Through detectors, the flow of radiation as a function of direction at any location within a 

water body can be measured. By adding a filter, polarizer, and diffuser in front of a detector, the 

wavelength dependence and polarisation of radiation can be determined (Figure 1.2). Radiation 

measurements were used to develop descriptions of light in water (Kirk, 1994; Mobley, 1994).  

Spectral radiance is the fundamental quantity that describes light in radiometric terms as it defines 

the spatial (𝑥), temporal (𝑡), directional (𝜉) and wavelength (𝜆) structure of the measured light field: 

𝐿(𝑥, 𝑡, 𝜉, 𝜆) =
𝜕4𝑄

𝜕𝑡, 𝜕𝐴, 𝜕𝛺, 𝜕𝜆
. (1.2) 

The measurement of radiance 𝐿 is a function of the amount of radiant energy 𝑄 that enters a suitable 

radiometer in an area 𝜕𝐴 in a solid angle 𝜕𝛺 of the radiometer’s field of view during an interval time 

𝜕𝑡 in wavelength 𝜕𝜆. All other radiometric quantities can be derived from the radiance 𝐿 (Mobley, 

2022).  

Optical radiometric detectors installed on spaceborne carriers measure radiance emerging from the 

water surface, column, and the atmosphere. A small fraction of measured radiance contains 

information about water column optical properties (i.e., absorption, scattering and attenuation) and 

components that can be related to water quality indicators. The derivation of water quality indicators 

from measured radiance is complex, because inland and coastal waters usually contain a multitude 

of different dissolved and particulate substances. Over 40 years ago, a broad classification into Case-

1 (open ocean) and Case-2 waters (inland and coastal waters) was established to separate the two 

cases (Morel and Prieur, 1977). Case-1 waters are optically dominated by phytoplankton and its 

associated organic products. Besides living phytoplankton organisms, in Case-2 waters additional 

optically active components (OACs) are present: 

Figure 1.2: Instrument elements of a collimated radiometer. Re-drawn from Mishchenko (2014) and 

Mobley (2022) under Creative Commons License. 
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1. Organic and inorganic suspended particulates, such as solids, sediments, living and dead 

matter aggregated under the term total suspended matter (TSM) or suspended particulate 

matter (SPM).  

2. Dissolved organic matter from anthropogenic, terrigenous, and littoral sources, including 

decayed phytoplankton cells and zooplankton grazing products that dissolved over time, 

referred to as coloured dissolved organic matter (CDOM) (Kirk, 1976). 

3. Particles such as minerals from biogenic substances (e.g. shells), heterotrophic organisms 

(bacteria, viruses) and detrital organics such as cell debris and faecal known as detritus or 

non-algal particles (NAP) (Sosik, 2008). 

Compared to ocean waters, high optical complexity, extreme variation in constituent variability and 

concentration, complex atmospheric compositions and the close proximity to land as well as bottom 

effects on the underwater radiance distribution pose great challenges for satellite remote sensing over 

inland waters (Bukata et al., 1995; Greb et al., 2018; IOCCG, 2019; Pahlevan et al., 2021; Palmer et 

al., 2015; Tyler et al., 2016). 

1.2.1 Inherent optical properties 

Through radiometry, light fields can be described quantitatively. For aquatic remote sensing it is of 

interest to infer the optical properties of OACs in the considered water body through which light 

propagates. When a photon interacts with matter, it has varying outcomes. The photon can be 

absorbed in a process called absorption (a), whereby its energy is converted to another form such as 

heat. It can also change direction, through a process called scattering (𝛽) that occurs with or without 

a change of wavelength. Scattering is described by the volume scattering function (VSF) (Mobley, 

1994). The VSF describes the angular distribution of scattered light resulting from the water and the 

OAC scattering processes. The absorption and scattering properties of water are described through 

the inherent optical properties (IOPs) that depend solely on the ambient light field (Gordon and 

Clark, 1980).  

IOPs can be illustrated geometrically (see Figure 1.3). Consider a small volume of water ∆𝑉, that 

has thickness ∆𝑟 and is illuminated by a beam of light Φ𝑖 at some wavelength 𝜆 (in W nm-1). Then, 

Figure 1.3: Geometry of inherent optical properties. From Mobley (2022) under Creative Commons 

License. 
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some part 𝛷𝑎(𝜆) of the incident light is absorbed within the volume of water, whereas some part 

𝛷𝑠(𝜆, 𝜓) is scattered out of the beam at an angle 𝜓 into an annular solid angle ∆𝛺. The remaining 

beam 𝛷𝑡(𝜆) is transmitted through the volume with no change in direction. In aquatic optics, the 

absorption and scattering coefficients are used, which are respectively the absorptance and 

scatterance of light per unit distance in water (Mobley, 2022). 

Lakes contain many forms of dissolved and particulate substances due to the growth and decay of 

biological material and because they receive constant input from their catchments. OACs vary both 

in their composition and concentration. Consequently, the optical properties of lakes show large 

temporal, spatial and vertical heterogeneity (Minaudo et al., 2021; Nouchi et al., 2018). 

All the different OACs determine light propagation in water define the total absorption and VSF. 

The total IOPs are the sum of the individual component IOPs. Hence, if a water body contains N 

different and independent constituents, then the total absorption can be written as: 

𝑎𝑡𝑜𝑡 = 𝑎𝑤 + ∑ 𝑎𝑖

𝑁

𝑖 = 1

, (1.3) 

where subset 𝑖 indicates a constituent and 𝑎𝑤 is the absorption of water. To model IOPs, four 

absorption components are commonly considered: 𝑎𝑤, whose absorption coefficient is invariant of 

location and water body; phytoplankton (𝜙), often parametrised by its chlorophyll-a pigment 

concentration (see section 1.2); CDOM and NAP. Thus Eq. (1.3) can be further specified as: 

𝑎𝑡𝑜𝑡 = 𝑎𝑤 + 𝑎𝜙 + 𝑎𝐶𝐷𝑂𝑀 + 𝑎𝑁𝐴𝑃 , (1.4) 

all of which vary with wavelength, and except for water, with location. The same partitioning of total 

IOPs into the sums of constituent contributions applies to the VSF in the same manner: 

𝛽𝑡𝑜𝑡 = ∑ 𝛽𝑖

𝑁

𝑖 = 1

. (1.5) 

Details about the VSF can be found in Gordon (2019) and Mobley (2022). 

1.2.2 Apparent optical properties 

The physical properties of a component, such as its particle size, affect IOPs. Apparent optical 

properties (AOPs) refer to the up- and downwelling radiances that depend both on IOPs and on the 

geometric structure of the radiance distribution. Therefore, AOPs can be used to deduce information 

about the concentration of an OAC, such as phytoplankton, in aquatic ecosystems. Spectral remote-

sensing reflectance (𝑅𝑟𝑠) has become the main AOP (Mobley, 1999; O’Reilly et al., 1998) and is 

defined as: 

𝑅𝑟𝑠(𝜃, 𝜙, 𝜆) =
𝐿𝑤(𝜃, 𝜙, 𝜆, 0+)

𝐸𝑑(𝜃, 𝜙, 𝜆, 0+)
(sr−1). (1.6) 

The argument 0+ indicates a measurement above the water surface, i.e. in air. All quantities depend 

on zenith (𝜃) and azimuth direction (𝜙), as illustrated in Figure 1.4, and vary with wavelength 𝜆. 
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𝐸𝑑 is the downwelling planar irradiance, which can be quantified by a single detector that measures 

light incident on a surface.  𝐿𝑤 is the water-leaving radiance entering the water medium from above 

the water surface, which is then absorbed and scattered back through the water surface into air. 𝐿𝑤 

cannot be measured directly, and thus has to be estimated from the upwelling radiance 𝐿𝑢 minus the 

water surface reflected radiance (including sun and sky glint) 𝐿𝑠𝑢𝑟𝑓: 

𝐿𝑤(𝜃, 𝜙, 𝜆, 0+) = 𝐿𝑢(𝜃, 𝜙, 𝜆, 0+) − 𝐿𝑠𝑢𝑟𝑓(𝜃, 𝜙, 𝜆). (1.7) 

A measurement of 𝐿𝑢 may also be made at some distance below the water surface from which it then 

has to be extrapolated through the surface. A wide variety of instrument setups and methodologies 

exist to derive 𝑅𝑟𝑠 (Lee et al., 2013; Mobley, 1999; Simis and Olsson, 2013). 𝑅𝑟𝑠 can be measured 

in situ, modelled through radiative transfer models and derived from satellite sensors after correction 

for atmospheric and air-water effects on the radiance distributions.  

The established Case-1 and Case-2 classification system to separate the ocean from optically 

complex waters is limited for lake and coastal water remote sensing, therefore further classifications 

were developed (Jerlov, 1968; Mélin and Vantrepotte, 2015; Moore et al., 2014, 2001; Morel, 1988; 

Spyrakos et al., 2018). Mobley (2004) were already in favour of abandoning the artificial distinction 

between Case-1 and Case-2 waters for optical remote sensing purposes. Nowadays, most common 

for inland and coastal waters is the clustering into distinct optical water types (OWTs) that are 

determined by clustering 𝑅𝑟𝑠 into optical clusters (Spyrakos et al., 2018). The resulting optical 

clusters share similar AOPs, IOPs and OAC concentrations and can guide algorithm development 

and validation. 

1.2.3 Atmospheric correction 

For aquatic satellite remote sensing, the aim is to obtain 𝑅𝑟𝑠 free from atmospheric disturbance. The 

atmospheric correction (AC) process is thus an essential element of aquatic satellite remote sensing. 

A satellite sensor at the top-of-atmosphere (TOA) viewing a water body measures upwelling 

radiances with contributions by three main sources: the atmosphere, the water surface and the water 

column contents. Solar radiance in the atmosphere is absorbed and scattered by gases and aerosols 

Figure 1.4: Downwelling and water-leaving radiances that constitute the remote-sensing 

reflectance. From Mobley (1994) under Creative Common License. 
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(denoted here as 𝐿𝑎𝑡𝑚) including multiple scattering between aerosols. In addition, downwelling 

irradiance is reflected by the water surface 𝐿𝑠𝑢𝑟𝑓 back into the direction of the sensor and lastly some 

radiance originates from within the water column, namely 𝐿𝑤. The total radiance 𝐿𝑡𝑜𝑡 measured by 

the sensor at TOA is the sum of the individual radiance contributions: 

𝐿𝑡𝑜𝑡 = 𝐿𝑎𝑡𝑚 + 𝐿𝑠𝑢𝑟𝑓 + 𝐿𝑤 . (1.8) 

Removing the contributions by 𝐿𝑎𝑡𝑚 and 𝐿𝑠𝑢𝑟𝑓 from 𝐿𝑡𝑜𝑡 to retain 𝐿𝑤 formally defines the AC 

process. All effects on 𝐿𝑡𝑜𝑡 depend on viewing direction and wavelength but are omitted here for 

simplicity. 𝐿𝑠𝑢𝑟𝑓 and 𝐿𝑤 refer to their measurement at TOA, not just above the water surface. 

The three contributors in Eq. (1.7) are grouped terms for more complex radiance processes. The 

radiances absorbed and scattered by atmospheric gases or aerosols can be split by their origin. The 

scattering regime is defined through the particle size. The molecular, elastic scattering by 

atmospheric gases is typically called Rayleigh radiance in aquatic remote sensing, 𝐿𝑅 (Gordon and 

Wang, 1992). Likewise, aerosol scattering 𝐿𝑎 is commonly modelled as a distinct process. If there 

were no aerosols, then 𝐿𝑎𝑡𝑚 = 𝐿𝑅 . Since gases and aerosols in the atmosphere are not isolated, they 

lead to multiple scattering of the radiances and denoted as 𝐿𝐴. Like 𝐿𝑎𝑡𝑚, also 𝐿𝑠𝑢𝑟𝑓 can be further 

separated into contributions by sun glint 𝐿𝑔𝑙𝑖𝑛𝑡 and sky radiance 𝐿𝑠𝑘𝑦 reflected by the water surface. 

In addition, given the natural influence of wind and the dynamic movements of the water’s surface, 

the sun and sky radiances reflected by whitecaps and foam 𝐿𝑊𝐹 must be incorporated. Thus Eq. (1.8) 

further expands into: 

𝐿𝑡𝑜𝑡 = 𝐿𝑅 + [𝐿𝐴] + 𝐿𝑔𝑙𝑖𝑛𝑡 + 𝐿𝑠𝑘𝑦 + 𝐿𝑊𝐹 + 𝐿𝑤 . (1.9) 

Several studies reformulated Eq. (1.9) to add the direct and diffuse transmittance between the water 

surface and TOA along the viewing direction (Gordon and Wang, 1994; Wang, 1999) or the viewing 

path of a satellite sensor (Franz et al., 2007). 

After decades of research AC is considered accurate over clear ocean waters. There a number of 

commonly used approaches which primarily differ in their aerosol removal methodology (Frouin et 

al., 2019; Gao et al., 2000; Wang et al., 2021). For ocean waters, 𝐿𝑤 is generally, with exceptions, 

small in the red and near-infrared (NIR) and maritime aerosols dominate. For inland waters however, 

𝐿𝑤 in red-NIR is often significant due to higher water constituent concentrations as well as terrestrial 

aerosols (Moses et al., 2017; Tyler et al., 2016). Moreover, the radiance distribution over lakes may 

also be affected by the neighbouring terrestrial environment, known as the adjacency effect (AE). 

This effect occurs when light from land objects surrounding a lake is reflected into the sensor viewing 

path through atmospheric scattering, which thus modifies at-sensor radiance recorded over a lake. 

AE decreases the spectral contrast between the water body and the area surrounding it. Whether the 

AE occurs depends on the areal topography, viewing and illumination geometries of the sensor and 

aerosol type and density (Reinersman and Carder, 1995; Santer and Schmechtig, 2000). AE over 

inland and coastal waters can affect satellite-measured radiances as far as 20 km offshore and varies 

with wavelength (Bulgarelli and Zibordi, 2018; Odermatt et al., 2008; Sterckx et al., 2011).  
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Because of the added complexity due to land proximity, varying aerosol types, non-negligible 

reflectance in red/NIR and complex water constituent compositions, ACs designed for the ocean had 

to be adapted for inland and coastal waters. Similarly, land-based approaches were adapted (Vermote 

et al., 1997). The approaches can be broadly separated into two categories. First, two-step methods 

in which absorption and scattering due to gases are removed, followed by an approximation of the 

aerosol type and its contribution to  𝐿𝑎𝑡𝑚. Example ACs are ACOLITE (Vanhellemont and Ruddick, 

2018), iCOR (De Keukelaere et al., 2018; Wolters et al., 2021), POLYMER (Steinmetz et al., 2011), 

SeaDAS (Franz et al., 2015), GRS (Harmel et al., 2018) and MEETC2 (Saulquin et al., 2016). 

Second, machine learning neural networks (Brockmann et al., 2016; Fan et al., 2021, 2017) that were 

trained with datasets generated through RT simulations based on models such as Hydrolight (Mobley 

et al., 2009) and AccuRT (Stamnes et al., 2018). Many of these approaches were tested and compared 

in a recent atmospheric correction intercomparison exercise (Pahlevan et al., 2021b). 

1.3 Phytoplankton biomass 

Satellite remote sensing of water quality is primarily based on the assumption that 𝑅𝑟𝑠(𝜆) can be 

precisely obtained through accurate AC for the inversion into IOPs or OAC concentrations. The most 

relevant OAC biologically is phytoplankton. Phytoplankton are single-cell, floating microorganisms 

that constitute the bottom of the aquatic food web. Through their optically active pigment chlorophyll 

they harvest light and (together with water and carbon dioxide) through photosynthesis, release 

oxygen while also generating organic material high in energy content. Phytoplankton are thus the 

primary producers of food for other aquatic organisms such as zooplankton and prey fish (Reynolds, 

1984). Moreover, as part of the ocean and inland waters, they contribute significantly to the global 

carbon budget and produce half of the Earth’s annual oxygen (Calbet and Landry, 2004). 

Chlorophyll has many types, such as chlorophyll-a, -b, -c. Chlorophyll-a is found in all 

phytoplankton. The most common approach is to measure phytoplankton biomass through a measure 

of chlorophyll-a concentration (chla), in unit milligram of chlorophyll per cubic meter. Compared to 

other optical measurements of phytoplankton, chla is the best indicator of available radiance for 

photosynthesis (Huot et al., 2007). Lakes are inherently dynamic systems and phytoplankton biomass 

varies with depth (Longhi and Beisner, 2009), season (Minaudo et al., 2021; Talling, 1986) and per 

specific system. A surface chla measurement, as obtained through optical aquatic remote sensing, is 

therefore a proxy of phytoplankton biomass.  

1.3.1 Trophic status 

Phytoplankton growth in lakes is not only related to available sunlight, water and carbon dioxide for 

photosynthesis, but also nutrient availability. Phosphorus (P) and nitrogen (N) are essential nutrients 

for animal and plant growth. Whereas the ocean is considered nutrient-barren, lakes are in constant 

exchange with their environment and therefore prone to higher nutrient contents. Human activities 
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cause a discharge of P and N from point sources such as wastewater treatment plants into freshwater 

systems (Tong et al., 2020). P and N may also be induced through non-point sources. For example, 

storms flush nutrients from surrounding land into the catchments of lakes (Stockwell et al., 2020). 

Moreover, N and P are commonly added to soils for crop production (as fertilisers or animal manures) 

and form a by-product of biosolids and composts (Gold and Sims, 2004). Combustion of fossil fuel 

generates biologically available N, indirectly introduced into the watershed through atmospheric-

water gas exchanges (Jonson et al., 2017).   

An increase in nutrient loading is known as eutrophication and associated with cascading effects in 

biogeochemical processes. In lakes slow eutrophication is often natural and may balance over time, 

but through artificially increased levels of nutrients, phytoplankton can grow excessively (Figure 

1.5). The consequences of eutrophication are manifold: a decrease in levels of dissolved oxygen 

(Foley et al., 2012), increased turbidity, harmful algal bloom (HABs) formations (Heisler et al., 2008) 

and in extreme cases death of fish. High levels of eutrophication can fundamentally change aquatic 

biodiversity and composition (Anderson et al., 2002). 

Figure 1.5: Eutrophication progression. (a) natural eutrophication, (b) human-induced 

eutrophication. From Gold and Sims (2004) under Creative Commons License. 
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Many aspects of freshwater ecosystems are related to nutrient supply, therefore nutrient status is the 

basis for widely used trophic (i.e., nutrient level) classification systems applied to water bodies 

(Carlson, 1977). Low-nutrient waters are classified as ‘oligotrophic’ (i.e., poorly nourished); 

moderate-levels as ‘mesotrophic’ (moderately nourished) and excessive-nutrient concentrations as 

‘eutrophic’ (highly nourished). Extreme nutrient-enrichment is concurrently classified as 

‘hypereutrophic’. Because phytoplankton biomass is directly related to nutrient levels, chla is a 

globally widespread indicator of trophic status (Michelutti et al., 2010). 

1.3.2 Low, moderate and high biomass lakes 

Phytoplankton pigments compete with other absorbers such as aquatic vegetation, CDOM and NAP 

for available light. In blue – green wavelengths, CDOM and NAP absorb strongly at 443 nm close 

to the 𝑎𝜙 absorption maximum. While CDOM and NAP absorption decreases exponentially with 

wavelength, the magnitude and shape of 𝑅𝑟𝑠(𝜆) in blue – green can be mostly due to these two IOPs. 

Figure 1.6 features a comparison of the absorption coefficients from 400 – 750 nm from water, 

phytoplankton, CDOM and NAP with varying chla across four sites in Fremont Lake (USA). Below 

10 mg m-3 at 443 nm CDOM and NAP absorb stronger than phytoplankton. The phytoplankton 

absorption peak near 675 nm is affected by CDOM and NAP absorption at 2.27 mg m-3 but only 

marginally with increasing chla. At approximately 10 mg m-3 of chla, the contribution from 

phytoplankton backscattering to the water-leaving radiance starts to significantly increase. 

Figure 1.6: Comparison of the absorption coefficients of phytoplankton (𝑎𝜙), NAP (𝑎𝑁𝐴𝑃), CDOM 

(𝑎𝐶𝐷𝑂𝑀) and water (𝑎𝑤) from four sampling sites in Fremont Lake with chla of 2.27 mg m-3 (A), 

4.56 mg m-3(B), 9.46 mg m-3(C) and 36.01 mg m-3 (D). TSM for sites A, B, C <= 5 g m-3. Re-drawn 

from Gurlin et al. (2011) with permission. 
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Gitelson et al. (1999) found that for different phytoplankton groups with increasing scattering due to 

algal biomass reflectance in NIR > 700 nm also increases. In higher biomass waters peaks in 𝑅𝑟𝑠(𝜆) 

near 560 and 700 nm are evident. While chla-related peaks in 𝑅𝑟𝑠(𝜆) in high biomass waters are 

clearly visible they are less prominent with lower chla or may be absent entirely. Reflectance spectra 

used in this dissertation for lakes with chla <= 10 mg m-3 and chla >= 10 & <= 100 mg m-3 are 

displayed in Figure 1.7. It is obvious from Figure 1.6 and 1.7 that significant differences in both IOPs 

and resulting 𝑅𝑟𝑠(𝜆) between low and high biomass waters exist, which consequently affect the 

estimation of OACs. For these reasons, remote sensing algorithm development and validation studies 

have frequently distinguished between low (chla < 10 mg m-3), moderate (chla 10 - 25 mg m-3) and 

high (chla > 25 mg m-3) biomass waters (e.g., Blondeau-Patissier et al., 2014; Gilerson et al., 2010; 

Odermatt et al., 2012; Ruddick et al., 2001). 

 

1.4 Remote sensing of phytoplankton chlorophyll-a 

Remote sensing chla algorithms are usually separated into (semi-) empirical and (semi-) analytical 

algorithms. Purely empirical algorithms use statistical models to estimate chla from 𝑅𝑟𝑠(𝜆). Datasets 

are necessary to build a statistical model. Purely empirical models make no assumptions about the 

relationships between IOPs and AOP or their governing properties. Semi-empirical algorithms 

employ statistical models but focus on specific spectral absorption or scattering phenomena, 

discovered through prior experiments that can be related to chla. Conversely, (semi- or quasi-) 

analytical algorithms rely on the inversion of RT equations to derive IOPs from AOPs and 

subsequently relate a derived IOP to chla. These algorithms are in practice not entirely analytical 

(thus the terms ‘semi-‘ and ‘quasi-‘) because they involve some form of statistical optimisation 

routine or parameters that were derived from empirical datasets. 

Figure 1.7: 300 randomly selected 𝑅𝑟𝑠(𝜆) in OLCI resolution from lakes contained in the datasets 

of chapter 2 (A) and chapter 4 (B) used in this dissertation. Average chla is 2.5 𝑚𝑔 𝑚−3 (A) and 

34.07 𝑚𝑔 𝑚−3 (B). Solid orange lines depict mean +- standard deviation and black vertical lines 

the band positions of the OLCI bands. 
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1.4.1 Empirical algorithms 

Phytoplankton are efficient light absorbers in blue and red wavelengths owing to the presence of 

intracellular pigments. Compared to minerals, they do not effectively scatter light. Phytoplankton 

water content is lower and their particle size is smaller than that of minerals, which show a larger 

backscattering-to-scattering ratio (Aas, 1996; Stramski et al., 2004; Stramski and Kiefer, 1991). 

Therefore, the most obvious approach to remotely sense phytoplankton is to base the estimation on 

the amount of absorbed light.  

The amount of phytoplankton pigments, their concentration and composition, influence the 

magnitude and shape of 𝑎𝜙(𝜆), which varies with wavelength. As explained, 𝑎𝜙(𝜆) has two maxima 

at approximately 443 and 675 nm. 𝑎𝜙(𝜆) at these two peaks is linearly related to chla through a power 

law function in ocean waters (Bricaud et al., 2004, 1998). The relationship between 𝑎𝜙(𝜆) at these 

two wavelengths and chla is typically weaker for inland waters. Effects such as pigment packaging, 

whereby the absorbing phytoplankton pigments are “packaged” into discrete particle clusters rather 

than being uniformly distributed throughout the cell can impact the relationship  (Kirk, 1994). The 

scaling of 𝑎𝜙(𝜆) to chla further depends on the phytoplankton type, size and accessory pigments 

(Johnsen et al., 1994; Morel and Bricaud, 1981; Simis et al., 2007). 

A change in phytoplankton absorption in blue through increasing phytoplankton concentration was 

found to be accompanied by a colour shift to green (Morel and Prieur, 1977). Using this empirical 

observation, O’Reilly et al. (1998) conceived a blue/green maximum band ratio (MBR), known as 

the Ocean Colour (OC) algorithm. The OC MBR relates reflectance band ratios to chla using a single 

fourth-order polynomial: 

𝐶ℎ𝑙𝑎_𝑂𝐶 = 10(𝑎+𝑏𝑋+𝑐𝑋2+𝑑𝑋3+𝑒𝑋4), (1.10) 

where the polynomial fit coefficients 𝑎 , … , 𝑒 are usually estimated from an in situ dataset of 

observations and 𝑋 is: 

𝑋 = 𝑙𝑜𝑔10 (
𝑅𝑟𝑠(𝜆𝑏)

𝑅𝑟𝑠(𝜆𝑔)
) . (1.11) 

In Eq. 1.11, 𝜆𝑏 𝑎𝑛𝑑 𝜆𝑔 refer to a blue and green wavelength, respectively. The blue wavelength is 

determined as the maximum 𝑅𝑟𝑠(𝜆) value from a set of bands (depending on the OC version) and 

the green wavelength value is the band that is within the 545 and 570 nm range. Multiple OC versions 

exist with various band combinations. Taking the OC4 version as an example, Eq. 1.10 becomes: 

𝑋 = 𝑙𝑜𝑔10 (
𝑚𝑎𝑥[𝑅𝑟𝑠(443), 𝑅𝑟𝑠(490), 𝑅𝑟𝑠(510)]

𝑅𝑟𝑠(560)
) . (1.12) 

The latest MBR update (OC6) divides the maximum 𝑅𝑟𝑠(𝜆) blue band value by the mean of 

𝑅𝑟𝑠(560) and 𝑅𝑟𝑠(665) (O’Reilly and Werdell, 2019). The OC algorithms are semi-empirical 

algorithms frequently used in ocean, inland and coastal water studies until today (Matsushita et al., 

2015; Neil et al., 2019; Sayers et al., 2015).  
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When phytoplankton pigments absorb sun light a very small fraction of this absorbed light, referred 

to as the quantum yield 𝜙𝑓, is fluoresced. The fluorescence of substances in most cases refers to the 

emission of radiation at a longer wavelength than that at which it was absorbed. In this case, it is 

known as sun-induced chlorophyll-a fluorescence (SICF). Radiance from the fluorescence emission 

at the measurement wavelength can be extracted using the semi-empirical fluorescence line height 

(FLH) algorithm (Gower et al., 1999; Neville and Gower, 1977). The FLH algorithm estimates the 

magnitude of SICF at 𝑅𝑟𝑠(681) above a baseline between 𝑅𝑟𝑠(665) and 𝑅𝑟𝑠(708) (Gower et al., 

1999): 

𝐹𝐿𝐻 = 𝑅𝑟𝑠(681) − [𝑅𝑟𝑠(708) + (𝑅𝑟𝑠(665) − 𝑅𝑟𝑠(708)) × (
𝜆708 − 𝜆681

𝜆708 − 𝜆665
)] . (1.13) 

The output is a difference in 𝑅𝑟𝑠(𝜆) which is then scaled to chla: 

𝐶ℎ𝑙𝑎_𝐹𝐿𝐻 = 𝑎 + 𝑏 × 𝐹𝐿𝐻, (1.14) 

where a and b are estimated from an in situ dataset. The FLH algorithm assumes the presence of the 

SICF peak at 𝜆681, which changes with frequency and length of sunlight exposure. A review on 

fluorescence inland water approaches was recently published by Gupana et al. (2021). 

In addition to phytoplankton absorption and fluorescence the backscatter signal has a relationship to 

chla. As discussed, backscatter of phytoplankton becomes significant only for chla > 10 mg m−3. 

Several algorithms target the 560 and 700 nm peaks to establish a relationship between the red-edge 

scattering signal near 700 nm and chla (Gitelson, 1992; Gons, 1999). When biomass increases, chla 

is empirically correlated to the height and position of the peak around 700 nm. The peak is primarily 

caused by increased particulate (rather than pigment) scattering which is offset by increased water 

absorption at wavelengths larger than 700 nm and the adjacent chla absorption band at 665 nm.  Many 

two, three or four band ratio algorithms form ratios from the 700 nm and 665 nm bands (e.g. Gurlin 

et al., 2011; Mishra and Mishra, 2014). Other algorithms include these red bands in peak height 

approaches. 

One example is the maximum peak height (MPH) algorithm that also uses SICF (Matthews et al., 

2012). First, the algorithm selects the maximum signal of three bands (𝑅𝑟𝑠(681), 𝑅𝑟𝑠(708) or 

𝑅𝑟𝑠(753)) to generate two maximum reflectance magnitude variables (𝑅𝑚𝑎𝑥,0, 𝑅𝑚𝑎𝑥,1) and 

corresponding peak positions (𝜆𝑅𝑚𝑎𝑥0, 𝜆𝑅𝑚𝑎𝑥1). Additional variables, such as the SICF peak, are 

calculated from red through NIR wavelengths (for more details on all variables see Matthews et al. 

(2012)). The two reflectance magnitudes (𝑅𝑚𝑎𝑥,0, 𝑅𝑚𝑎𝑥,1) are used to derive 

corresponding 𝑀𝑃𝐻0,1 variables for the calculation of chla, for example 𝑀𝑃𝐻0: 

𝑀𝑃𝐻0 = 𝑅𝑚𝑎𝑥,0 − 𝑅𝑟𝑠(665) − [(𝑅𝑟𝑠(885) − 𝑅𝑟𝑠(665)) × (
𝜆𝑚𝑎𝑥 − 𝜆665

𝜆885 − 𝜆665
)] . (1.15) 

Through various conditional expressions each observation is tested for cyanobacteria occurrence. If 

the algorithm determines an observation is cyanobacteria-free, a polynomial is used to produce 

estimates of chla through usage of the 𝑀𝑃𝐻0 variable: 

𝐶ℎ𝑙𝑎_𝑀𝑃𝐻0 = 5.24 × 109𝑀𝑃𝐻0
4 − 1.95 × 108𝑀𝑃𝐻0

3 + 2.46 × 106𝑀𝑃𝐻0
2 + 4.02 × 103𝑀𝑃𝐻0 + 1.97. (1.16) 



 

36 

In waters flagged for cyanobacteria occurrence the 𝑀𝑃𝐻1 variable is employed: 

𝐶ℎ𝑙𝑎_𝑀𝑃𝐻1 = 22.44 × 𝑒𝑥𝑝(35.79 𝑀𝑃𝐻1). (1.17) 

The MPH equations can be calibrated for regional conditions as exercised in Pitarch et al. (2017). 

Chapter 2 and recent work by Schaeffer et al. (2022) shows that the MPH starts to excel at chla > 10 

mg m-3, but is ineffective for chla < 10 mg m-3. 

1.4.2 Analytical algorithms 

As exemplified in section 1.2.2, in lakes non-phytoplankton materials compete strongly with 

phytoplankton in contribution to the total light absorption coefficient 𝑎𝑡𝑜𝑡(𝜆). Because of the 

influence of CDOM and NAP absorption, a simple empirical relationship between blue and green 

wavelengths and chla becomes severely degraded in waters with high CDOM and NAP. The 

difficulty originates from the fact that the relationship between the 𝑅𝑟𝑠(𝜆) and the IOPs of each water 

component is not unique. IOPs are cumulative, meaning that several water component combinations 

can lead to the same reflectance spectrum making it indistinguishable. Because 𝑅𝑟𝑠(𝜆) solutions are 

not unique in practice the inverse problem of aquatic remote sensing is said to be ill-posed or 

ambiguous (Babin, 2003; Defoin-Platel and Chami, 2007; Sydor et al., 2004). 

Analytical algorithms have been designed to iteratively solve for IOP components by developing an 

appropriate bio-optical forward model, relating IOPs to 𝑅𝑟𝑠(𝜆). Werdell et al. (2018) outline two 

overall pathways for deriving component phytoplankton absorption: (1) simultaneous solving for 

𝑎𝜙(𝜆), 𝑎𝐶𝐷𝑂𝑀(𝜆), 𝑎𝑁𝐴𝑃(𝜆) and 𝑏𝑏𝑝(𝜆), the particulate backscattering coefficient; and (2) a 

determination of 𝑎𝑡𝑜𝑡(𝜆), and 𝑏𝑏𝑝(𝜆) to then decompose 𝑎𝑡𝑜𝑡(𝜆) into 𝑎𝜙(𝜆). Both approaches are 

usually referred to as semi-analytical approaches because they use some form of empiricism (such 

as datasets, parameters or empirical relationships). SAA based on simultaneous partitioning of IOPs 

assign constant spectral shape values for 𝑎𝑤(𝜆), and 𝑏𝑏𝑤(𝜆), then parametrise the spectral 

dependency of the IOPs of non-water constituents, i.e. the mass-specific constituent absorption 

coefficients, such as 𝑎𝜙
∗ (𝜆), and retrieve the magnitudes of these constituents. Differences between 

the approaches include the definition of the IOP spectral shape, the relationship defined between 

𝑅𝑟𝑠(𝜆) and IOPs and the statistical optimisation to calculate the magnitude of the component IOPs 

(Gege, 2014; Giardino et al., 2012). Several solution approaches exist such as non-linear optimisation 

(Kuchinke et al., 2009), linear inversion (Hoge and Lyon, 1996; Hoogenboom et al., 1998), spectral 

deconvolution (Lee et al., 2002) and bulk inversion (Loisel and Stramski, 2000). 

SAA that employ a two-step solution for partitioning 𝑎𝑡𝑜𝑡(𝜆) into subcomponents begin with 

decomposition of 𝑎𝑛𝑤(𝜆) into 𝑎𝑝(𝜆) (the particulate absorption coefficient) and 𝑎𝐶𝐷𝑂𝑀(𝜆) and then 

subsequently separate 𝑎𝑝(𝜆) further into 𝑎𝜙(𝜆) and 𝑎𝑁𝐴𝑃(𝜆)  (Jorge et al., 2021; Roesler et al., 1989; 

Zheng and Stramski, 2013). Limitations to both approaches include the assumptions about model 

outputs, the use of ancillary input data, generalised parameterisations, and spectral shape definitions. 
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1.5 Machine learning 

Machine learning (ML) algorithms belong to the category of empirical approaches. The core 

concepts of ML are introduced separately because this dissertation frequently uses ML. In this work 

a ML “model” refers to the underlying statistical model, whereas “algorithm” includes the model and 

all elements included in the procedure to estimate phytoplankton (e.g., transformations of variables 

and values). ML is based on statistical models that learn a complex estimation function of a target 

variable, such as chla, through a measurement dataset called the training dataset. More 

philosophically, learning defined by Mitchell, (1997) is “a computer program said to learn from 

experience E, with respect to some class of tasks T and a performance measure P, if its performance 

at tasks in T, as measured by P, improves with experience E”. Possible tasks, performances, and 

experiences are unlimited. Following the explanations given in Goodfellow et al. (2016), the task, 

performance and experience can be used to illustrate machine learning. In this work they are brought 

into the context of aquatic remote sensing.  

1.5.1 Definition of learning tasks, T 

A learning task can be described in terms of how a ML algorithm should process an observation. In 

aquatic remote sensing the input is typically a 𝑅𝑟𝑠(𝜆) spectrum, whose individual wavelengths are 

treated as features or variables. Statistically the 𝑅𝑟𝑠(𝜆) measurement is a vector 𝑥 ∈  ℝ𝑛, where each 

entry 𝑥𝑖 of the vector is a wavelength.  

This dissertation employs the two most prominent tasks in ML: 

• Classification. The ML model is required to specify which of n classes an input 𝑅𝑟𝑠(𝜆) 

belongs to. To solve this task the learning procedure must produce a function 𝑓∗(𝑥) −>

{1, . . . , 𝑛}. If successful, then the model correctly assigned a 𝑅𝑟𝑠(𝜆) described by vector 𝑥 to 

class 𝑦. Chapter 4 contains the classification of 𝑅𝑟𝑠(𝜆) into trophic status classes of inland 

and nearshore waters.  

• Regression. The ML algorithm estimates a numerical value for an input 𝑅𝑟𝑠(𝜆). Whereas in 

classification the target is categorical, in regression the target is continuous. In Chapter 3 the 

ML algorithm estimates chla from 𝑅𝑟𝑠(𝜆). 

1.5.2 Measurement of performance, P 

To gauge algorithm performance a quantitative measure must be chosen. The performance measure 

often varies with the task T and the learning algorithm. In classification, the classification accuracy 

measures how many observations were correctly classified, or vice versa, how many observations 

were misclassified, i.e. the misclassification rate or error. Moreover, it is important that the 

performance of the developed algorithm is evaluated on independent systems that were not part of 

model training. This may seem obvious, but in practice has a set of associated problems. Strategies 

to assure independence are outlined in Chapters 3 and 4 of this dissertation. 
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1.5.3 Algorithm experience, E 

ML algorithms are either supervised or unsupervised, depending on their experience during the 

learning process. In unsupervised learning, the algorithm experiences a dataset containing features 

that enables to learn useful properties about the dataset. Unsupervised algorithms were used to cluster 

a dataset of 𝑅𝑟𝑠(𝜆) into OWTs (Moore et al., 2014; Spyrakos et al., 2018). Most common are 

supervised learning algorithms which not only experience a dataset of features for exploration, but 

in which each observation is associated with a target label. A label is either a continuous value or a 

defined class. Supervised learning algorithms are primarily used for the estimation of IOPs, OACs 

or classes through 𝑅𝑟𝑠(𝜆).  

1.5.4 Linear models and least squares 

The simplest ML algorithms are linear models. Given a 𝑅𝑟𝑠(𝜆) with features {𝑥1, 𝑥2, . . . , 𝑥𝑝}, the 

output value 𝑦̂ can be estimated via the model: 

𝑦̂  = 𝑓(𝑥) = 𝛽̂0 + ∑ 𝑥𝑖𝛽̂𝑖 .

𝑝

𝑖 = 1

(1.18) 

𝛽̂0 is the intercept (also known as bias in ML) and 𝛽̂𝑖 ’𝑠 are the unknown coefficients. Least squares 

is a common approach to fit a model to training observations. In least squares fitting, the coefficients 

𝛽 of the model minimise the residual sum of squares (RSS): 

𝑅𝑆𝑆(𝛽) = ∑ (𝑦𝑖 − 𝑥𝑖𝛽)2

𝑛

𝑖 = 1

 

= ∑ (𝑦𝑖 − 𝛽0 − ∑ 𝑥𝑖𝑗𝛽̂𝑗 

𝑝

𝑗 = 1

)

2

.

𝑛

𝑖 = 1

(1.19) 

Note that Eq. (1.18) makes no assumptions about the model validity of (1.17). It simply measures 

the average lack of fit and is thus applicable to a range of models. Standard 𝑅𝑟𝑠(𝜆) values can form 

the input, but they may also be transformed through the logarithm or the square-root of the inputs. 

Moreover, the input may be subject to basis expansions such as 𝑥2  = 𝑥1
2 , 𝑥3 =  𝑥1

3, leading to a 

polynomial representation enabling arbitrarily complex linear models. Linear models are linear in 

their parameters, even though the relationship between features and the target variable can be non-

linear.  

1.5.5 Non-linear models 

The linear equation has one basic form, namely the addition of each included (also transformed) 

term. Non-linear models can take many forms. In aquatic remote sensing especially decision trees 

(DTs), neural networks (NNs) and support vector machines (SVMs) are common non-linear models 

used for the estimation of chla (Cao et al., 2020; González Vilas et al., 2011; Matarrese et al., 2008; 
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Pahlevan et al., 2020). DTs and NNs are used in the following chapters and therefore the basics are 

explained in more detail. 

1.5.5.1 Decision Trees 

DTs divide the feature space 𝑋 through a set of possible feature values 𝑥1, 𝑥2, . . . , 𝑥𝑝 into M distinct 

and non-overlapping regions 𝑅1, 𝑅2, . . . , 𝑅𝑀. For each region, DTs fit a simple model (referred to as 

a constant 𝑐). As for linear models the RSS can be used as a fit measure: 

∑ ∑ (𝑦𝑖 − 𝑦̂𝑅𝑀
)

2

𝑖 ∈ 𝑅𝑀

.

𝑀

𝑖 = 1

(1.20) 

 

A standard regression tree model can thus be defined as: 

𝑦̂ = 𝑓(𝑥) = ∑ 𝑐𝑚 ∙  1(𝑥∈𝑅𝑚)

𝑀

𝑚 = 1

. (1.21) 

It is computationally infeasible to consider each partition of the feature space into M possible regions. 

For this reason a top-down approach to split the feature space is a common approach, also known as 

recursive binary splitting (Strobl et al., 2009). Figure 1.8 shows an example with two input features 

(𝑥1, 𝑥2), for which a regression DT is constructed.  

Formally, the DT displayed in Figure 1.8 estimates the target variable 𝑦̂ with a constant 𝑐𝑚 in each 

region 𝑅1, 𝑅2, . . . , 𝑅5: 

𝑦̂  =  𝑓(𝑥)  =  ∑ 𝑐𝑚 ∙  1{(

5

𝑚 = 1

𝑥1, 𝑥2)  ∈ 𝑅𝑚} . (1.22) 

Estimation capabilities of standard DTs can be enhanced through bagging (Breiman, 1996). Bagging 

starts with the generation of N different bootstrapped, smaller training sets from the provided entire 

Figure 1.8: A regression DT obtained through recursive binary splitting. 𝑅1, 𝑅2, . . . , 𝑅5 represent 

the regions, 𝑙1, 𝑙2, . . . , 𝑙4 a set of rectangles used for the splitting. (A) Output of recursive binary 

splitting in an example with two features. (B) The resulting DT of the partitions displayed in (A). Re-

drawn from Hastie et al., 2001. 
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set of training observations. DTs are then trained on the n-th bootstrapped set to obtain a model for 

each set: 𝑓𝑛(𝑥). The estimates from each DT model can subsequently be combined, typically through 

averaging: 

𝑦̂ = 𝑓𝑏𝑎𝑔𝑔𝑖𝑛𝑔(𝑥) =
1

𝑛
∑ 𝑓𝑛(𝑥)

𝑁

𝑛 = 1

. (1.23) 

A popular decision tree variation is the RandomForest (RF) (Breiman, 2001). A RF is based on 

bagging in combination with random sampling of features. In each region split the model is only 

allowed one of k input features. A new set of k features is used for each split. In RFs, the DTs are not 

allowed to consider a majority of the available features (e.g., the wavelengths of the 𝑅𝑟𝑠(𝜆) vector). 

The rationale is to decorrelate the trees from each other and to reduce the influence of single strong 

features. RFs are used in Chapter 2. 

The most common approach applied to DTs is boosting. Boosting works similar to bagging, except 

that a DT is grown sequentially: a DT grows with information obtained through a previous tree 

(Freund and Schapire, 1996). Whereas in bagging a new DT is fit to a new bootstrapped sample of 

the full training set, in boosting a tree is fit to the full training set. Boosting starts with an initial 

model that is built to estimate the target variable. Then, a new DT is fit to the residuals of the initial 

model, i.e., inaccurate regions of the overall DT. The updated DT is then included in the fitted 

function to update the residuals and the estimation is repeated. Improvements in 𝑓(𝑥) are achieved 

through targeting of areas where the overall DT performs weakly. Boosting thus constructs a strong 

single model from several weak models (Breiman, 2004).  

DTs enhanced through bagging or boosting have so-called hyper-parameters. Hyper-parameters 

guide the learning behaviour of the model. For boosted regression trees these are commonly:  

• The maximum depth of the tree. Unlike bagging, boosting can produce very large and 

complex trees which tend to overfit on the provided set of observations (high variance) 

• A learning rate to control model construction through boosting 

• The number of splits in each tree, which controls the overall complexity of the boosted DT 

Most prominent hyper-parameter approaches include a search through a grid (Liashchynskyi and 

Liashchynskyi, 2019), a random combination (Bergstra et al., 2012) or Bayesian optimisation (Wu 

et al., 2019). To find optimal hyper-parameters a part of the overall training set is usually set aside 

and called the validation set (not to be confused with the independent test set).  

Boosting in combination with DTs is used in XGBoost (Chen and Guestrin, 2016) and LightGBM 

(Ke et al., 2017). XGBoost and LightGBM are employed in Chapter 3 and include several additional 

specifics which are omitted here for simplicity. DTs used in RFs or boosting schemes for inland 

waters were, for example, developed for the Landsat-8 Operational Land Imager (OLI) over Chinese 

waters (Cao et al., 2020) or with hyperspectral data collected from the European Elbe river (Keller 

et al., 2018).  



 
 

 

41 

1.5.5.2 Neural Networks 

A neural network (NN), also known as multilayer perceptron (MLP), refers to a ML model loosely 

inspired by the human brain, wherein information is passed through connected neurons. As for DTs 

the aim is to approximate some function 𝑓∗. Unlike a DT however, a NN defines a mapping of  𝑦 =

 𝑓∗(𝑥;  𝜃) and learns the value of the parameter 𝜃 that results in the most accurate function 

approximation. The network term in NN derives from the combination of many different functions. 

For example, if four different functions 𝑓(1), 𝑓(2), 𝑓(3), 𝑓(4) are connected, they form a combined, 

chained function: 𝑓(𝑥)  =  𝑓(4)(𝑓(3)(𝑓(2)(𝑓(1)(𝑥)))) (Goodfellow et al., 2016). In this chain, 𝑥 is 

the input layer, 𝑓(1), 𝑓(2), 𝑓(3) the intermediate layers and 𝑓(4) the output layer. The intermediate 

layers are called hidden layers because they are not observable from the input features and the target 

variable(s). Each input feature is typically connected to a neuron of the first layer (Figure 1.9). The 

number of input features defines the width and the number of layers the depth of the model. To 

represent non-linear functions, NNs learn transformations 𝜙 of the input (𝑥). Such a model takes the 

form  𝑦 =  𝑓(𝑥;  𝜃;  𝑤)  =  𝜙(𝑥;  𝜃) 𝑤. Parameters 𝜃 are learned through a broad class of functions 

𝜙, and weights 𝑤 map 𝜙(𝑥) to the output y. One may again use RSS(𝜃) as a measure of fit for a 

regression NN. The generic approach to minimising the fit function for NNs is through gradient 

descent (Ruder, 2017). The reason is that because of the chain of NN layers, a gradient can be derived 

using chain rules for differentiation. The gradient descent can be computed in a forward and 

backward pass through the network by keeping track of local changes in each neuron (Leung and 

Haykin, 1991).  

Figure 1.9: A neural network of the form 𝑓(𝑥)  =  𝑓(4)(𝑓(3)(𝑓(2)(𝑓(1)(𝑥)))), where x is the input 

layer (7 input features) connected to the first layer of neurons. 𝑓(3), 𝑓(2), 𝑓(1) represent the three 

hidden layers with 12-12-5 neurons and 𝑓(4) the output layer with a single neuron. Colors indicate 

the weights between the neurons (randomly set); red represents negative and blue positive weights. 
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The adoption of NNs for oceanic waters started in the late 1990s (Buckton et al., 1999; Keiner and 

Yan, 1998; Krasnopolsky and Schiller, 2003; Schiller and Doerffer, 1999). NNs developed for 

coastal waters followed (Doerffer and Schiller, 2007; González Vilas et al., 2011; Hieronymi et al., 

2017; Schiller, 2007; Schiller and Doerffer, 1999; Schroeder et al., 2007) and were applied to inland 

waters, but with mixed success (Binding et al., 2011; Neil et al., 2019; Philipson et al., 2016; 

Schaeffer et al., 2022). In recent years NNs were specifically developed for inland water OAC 

estimation with more complex extensions to the standard MLP. Examples are convolutional neural 

networks (CNNs) (Maier et al., 2021), mixture density networks (MDNs) (Pahlevan et al., 2020; 

Smith et al., 2021) or Bayesian neural networks (BNNs, as used in this dissertation Chapter 3). The 

amount of NNs designed specifically for inland waters remains small when compared to band ratios 

and other empirical approaches. 

1.6 Uncertainties in aquatic remote sensing 

The quality of reflectance data and derived downstream products such as chla varies per satellite 

scene. The distribution of gases and aerosols in the atmosphere changes rapidly, while the water 

surface and column are constantly changing through wind, waves and underwater mixing processes. 

Scene-specific conditions may deviate from the conditions considered during the design of an 

estimation algorithm, leading to uncertainty in the retrieval result. In the estimation of chla from 

satellite-derived 𝑅𝑟𝑠(𝜆) three main uncertainty sources exist: 

1. Observational error 

2. Atmospheric correction  

3. The retrieval algorithm 

Observational error refers to the systematic error associated with the physical process of taking a 

measurement (IOCCG, 2019). An example is the measurement procedure of an IOP or OAC in the 

laboratory, which has a systematic error (or flaw) that is unknown during the measurement. The 

systematic error has to be identified and a proposed correction exercised. Though, even in a 

(theoretical) scenario where systematic error can be excluded, simple measurement variations such 

as an inconsistent amount of water used for filtration will ultimately propagate into the measurement. 

Laboratory measurements of IOPs or OACs are often used for developing new algorithms and to 

validate their application. Thus, observational error is an important source of uncertainty that should 

be considered, and ideally quantified already during the measurement process. Uncertainty is part of 

laboratory chla (Claustre et al., 2004; Hooker et al., 2005; McKee et al., 2014), field-based 

radiometric measurements (Mélin and Franz, 2014; Zibordi and Voss, 2014) and varies per 

measurement methodology (IOCCG, 2019). 

AC is the largest source of uncertainty as the retrieval of chla depends directly on the accuracy of 

satellite-derived 𝑅𝑟𝑠(𝜆) (Guanter et al., 2010; Pereira-Sandoval et al., 2019). Over inland waters the 

estimation of the aerosol contribution is the most inaccurate part of the AC process, as aerosols 
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strongly vary spatially and may be of terrestrial rather than aquatic origin. Small errors in the aerosol 

type and density property estimation may lead to large uncertainties in 𝐿𝑤, especially in the blue 

because here aerosol optical properties vary most significantly (Gordon and Wang, 1994; Pahlevan 

et al., 2021). Moreover, the water-leaving reflectance 𝐿𝑤 in NIR may not be negligible, and the AE 

can alter the radiance along the path to the sensor (Bulgarelli et al., 2014). 

The retrieval algorithm refers to uncertainty that is introduced through the assumptions made when 

developing and applying an algorithmic procedure (Brewin et al., 2015; Salama and Stein, 2009). 

Any algorithm ultimately has an underlying model, whether physics-based or statistical. A model 

makes assumptions about valid conditions, and the assumptions may be invalid when applied to new, 

unknown observations. In the best case, the model can accurately deal with unknown conditions, but 

increased retrieval uncertainty is a common outcome because the encountered conditions deviate 

from those considered in the design phase of the algorithm. 

1.7 Objectives 

1.7.1 Scope of research 

Previous remote sensing research over low biomass lakes is characterised by mixed success in the 

estimation of accurate chla. A sensitivity analysis conducted by Ruddick et al. (2001) on red/NIR 

band ratio approaches revealed that the relative uncertainty in chla retrievals was significant at low 

chla (< 10 mg m−3) and when particulate backscatter was low. Neil et al. (2019) evaluated 47 chla 

algorithm configurations using an in situ dataset of 185 water bodies with chla ranging between 0.1 

and 13.000 mg m−3. The overall estimation accuracy for the dataset observations was 0.87 (𝑅2) when 

combining the best-performing chla algorithms through OWTs. The study found that chla retrieval 

for waters > 10 mg m-3 was mostly accurate. Conversely, the highest chla retrieval uncertainties were 

associated with low biomass waters (chla < 10 mg m-3). The chla retrieval inaccuracies for low 

biomass conditions reported by Ruddick et al. (2001) and Neil et al. (2019) are in line with other 

studies over the U.S. Great lakes (Gons et al., 2008, 2002; Mouw et al., 2015), Canadian (Binding et 

al., 2011) and Scandinavian lakes (Kallio et al., 2015; Kutser et al., 2016). In contrast, for the Swiss 

and Italian perialpine lakes more accurate chla estimation was reported (Bresciani et al., 2011, 2018; 

Giardino et al., 2001; Odermatt et al., 2008, 2010; Pepe et al., 2001). 

Although the optical properties of low biomass lakes have been studied for years, the mixed 

estimation results and causes for algorithmic uncertainties are not fully understood. Moreover, an 

algorithm that can be applied to low biomass lakes across multiple regions does not exist. Although 

chla estimation uncertainty can be high, none of the developed chla algorithms provides an indication 

of confidence.  

Over the last two decades field measurements of AOPs, IOPs and OACs increased in number and 

were made openly available through significant community-wide data sharing efforts. Large datasets 
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are the primary requirement for the development of ML algorithms, which are explored in this 

dissertation to address phytoplankton estimation uncertainties in low biomass lakes across multiple 

nations. 

1.7.2 Research questions 

The central research question addressed in the second chapter is: 

• What are the reasons for the chla retrieval uncertainty of established and recently developed 

algorithms in low - moderate biomass lakes? 

 

The second chapter “Characterising retrieval uncertainty of chlorophyll-a algorithms in oligotrophic 

and mesotrophic lakes and reservoirs” addresses the retrieval uncertainties of established and 

recently-developed chla algorithms over low biomass lakes and reservoirs (chla < 10 mg m-3). 

Previously, significant retrieval uncertainty was found throughout many studies, but none of the 

studies investigated the underlying causes on a more representative dataset to detect fundamental 

issues that persist between water bodies. Therefore, a dataset of 346 observations from European, 

American and South African low biomass lakes and reservoirs was compiled. Recent and well-

established empirical and SAA algorithms were applied to the dataset to obtain estimates of chla. To 

address the retrieval uncertainties, a RF model was fit to the residual values of each algorithm using 

a set of explanatory variables, such as IOPs and OACs other than chla. The RF residual model of 

each chla algorithm was subsequently investigated through Shapley Additive Explanations (SHAP) 

(Lundberg et al., 2020). Through SHAP it was possible to measure the variable impact on a model 

to characterise chla algorithm retrieval uncertainty. For the characterisation, relationships between 

the explanatory variables and residuals of each chla algorithm were analysed.  

 

The following research questions are addressed in the third chapter: 

• Do Bayesian neural networks (BNNs) improve the estimation of chla in oligo- and 

mesotrophic inland waters over reference algorithms? 

• How can the provided uncertainty be used to improve chla products? 

 

In the third chapter “A Bayesian approach for remote sensing of chlorophyll-a and associated 

retrieval uncertainty in oligotrophic and mesotrophic lakes” BNNs for the Sentinel-3 Ocean and Land 

Colour Instrument (OLCI) and Sentinel-2 MultiSpectral Imager (MSI) were developed. For the 

development, a semi-global dataset of lakes and reservoirs was compiled (1755 observations from 

182 water bodies; chla dataset median: 5.11 mg m-3, standard deviation: 10.76 mg m-3). The BNNs 

are based on Bayesian probability theory (Ghahramani, 2015) in combination with Monte Carlo 

Dropout (Srivastava et al., 2014) to estimate chla and associated uncertainty. The BNNs were 

evaluated using randomised dataset splits and regional assessments. Moreover, a 3 ½ year-time series 

(including match-ups) using both OLCI and MSI over the LéXPLORE platform moored in Lake 
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Geneva were produced to investigate BNN performance over time. Several OLCI and MSI products 

were then generated to investigate how the BNN deals with uncertainty introduced through AC, the 

adjacency effect, and other sources that affect the chla estimation. 

 

The fourth chapter addresses the following research questions: 

• Is it possible to estimate trophic status of a water body directly from 𝑅𝑟𝑠(𝜆)? 

• Can an ensemble of classification algorithms improve trophic status estimation over 

conventional switching of multiple chla algorithms per OWT? 

 

The fourth chapter, entitled “Meta-classification of remote sensing reflectance to estimate trophic 

status of inland and nearshore waters”, uses the entire LIMNADES database 

(https://limnades.stir.ac.uk) to build a meta-learning algorithm to ultimately classify 𝑅𝑟𝑠(𝜆) into 

trophic state classes directly, thereby circumventing chla retrieval altogether. The meta-learner in 

this study is based on four individual base-learners, namely MLP NN, XGBoost, LightGBM and 

Naïve Bayes classifiers. The meta-learner is applied to a dataset of independent observations (n = 

567) that were not used during the training and compared versus estimated trophic status obtained 

through switching of chla algorithms per OWT. 

1.8 Structure 

Chapter 1 briefly summarises the physical concepts of aquatic remote sensing, provides a background 

on chla estimation and uncertainties through empirical (including those based on ML), and SAA 

algorithms and states the research objectives and questions that are addressed in the dissertation 

chapters. Chapters 2 - 4 are self-contained data chapters. These chapters were all peer-reviewed and 

are either already published or accepted for publication. Conclusions from the chapters are drawn in 

the Synopsis Chapter 5. 
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Chapter 2:  Characterising retrieval uncertainty of 

chlorophyll-a algorithms in oligotrophic and 

mesotrophic lakes and reservoirs 

This chapter was published as: Werther, M., Odermatt, D., Simis S.G.H, Gurlin, D., Jorge, 

D.S.F., Loisel, H., Hunter, P.D., Tyler, A.N., Spyrakos, E., 2022. Characterising retrieval 

uncertainty of chlorophyll-a algorithms in oligotrophic and mesotrophic lakes and 

reservoirs. ISPRS Journal of Photogrammetry and Remote Sensing 190, 279 – 300. This 

chapter's version differs from the journal paper. 

Abstract 

Remote sensing product uncertainties for phytoplankton chlorophyll-a (chla) concentration in 

oligotrophic and mesotrophic lakes and reservoirs were characterised across 13 existing algorithms 

using an in situ dataset of water constituent concentrations, inherent optical properties (IOPs) and 

remote-sensing reflectance spectra (Rrs(λ)) collected from 53 lakes and reservoirs (346 

observations; chla concentration < 10 mg m-3, dataset median 2.5 mg m-3). Substantial shortcomings 

in retrieval accuracy were evident with median absolute percentage differences (MAPD) > 37% and 

mean absolute differences (MAD) > 1.82 mg m-3. Using the Hyperspectral Imager for the Coastal 

Ocean (HICO) band configuration improved the accuracies by 10 - 20% compared to the Ocean and 

Land Colour Instrument (OLCI) configuration. Retrieval uncertainties were attributed to optical and 

biogeochemical properties using machine learning models through SHapley Additive exPlanations 

(SHAP). The chla retrieval uncertainty of most semi-analytical algorithms was primarily determined 

by phytoplankton absorption and composition. Machine learning chla algorithms showed relatively 

high sensitivity to light absorption by coloured dissolved organic matter (CDOM) and non-algal 

pigment particulates (NAP). In contrast, the uncertainties of red/near-infrared algorithms, which aim 

for lower uncertainty in the presence of CDOM and NAP, were primarily explained through the total 

absorption by phytoplankton at 673 nm (aϕ(673)) and variables related to backscatter. Based on 

these uncertainty characterisations we discuss the suitability of the evaluated algorithm formulations, 

and we make recommendations for chla estimation improvements in oligo- and mesotrophic lakes 

and reservoirs. 

2.1 Introduction 

Optical remote sensors are used to observe the major optically active water constituent (OAC) 

concentrations in lakes and reservoirs. The phytoplankton pigment chlorophyll-a (chla) is used as a 

proxy of phytoplankton biomass (Gitelson et al., 1993; Mittenzwey et al., 1992) and net primary 

production (Carlson, 1977; Huot et al., 2007; Poikane et al., 2010) and thereby to assess the 
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ecological integrity of aquatic ecosystems. In order to map chla consistently in time and space, 

algorithms are needed to relate the observed signal at the sensor to the concentration of this pigment. 

Several studies have shown that multiple algorithms in switching and blending (Liu et al., 2021; Neil 

et al., 2019; Spyrakos et al., 2018) or ensemble schemes (Werther et al., 2021) outperform individual 

algorithms across the optical-biogeochemical diversity of natural waters. There is, therefore, a 

common need to express algorithmic uncertainty associated with each technique, to inform 

appropriate algorithm selection and to further their development. This requires the assessment of a 

range of approaches against a representative data set. Remote-sensing reflectance, 𝑅𝑟𝑠(𝜆), is 

determined by inherent optical properties (IOPs) of water and OACs (Gordon et al., 1988; Mobley, 

1999). The estimation of chla from 𝑅𝑟𝑠(𝜆) can be analytically approached by exploiting this 

relationship (through forward and inverse modelling), or chla can be empirically associated with the 

variability of the 𝑅𝑟𝑠(𝜆) signal in one or more wavebands (Schalles, 2006). With increasing 

phytoplankton abundance in ocean waters, the main observed effect is a shift of the reflectance 

maximum from blue to green wavebands caused by a combination of increased absorption and 

particulate backscattering processes (Morel and Prieur, 1977). These empirical observations were 

translated into the widely used ocean colour (OC) algorithms  (O’Reilly et al., 1998; O’Reilly and 

Werdell, 2019), of which several variations exist for specific sensor configurations and regional 

effects. Another empirical approach relates chla concentration to sun-induced fluorescence of chla 

associated with photosystem II in the region around 685 nm (Gower et al., 1999; Gupana et al., 2021; 

Neville and Gower, 1977). The height of the fluorescence peak above a baseline between 650 and 

730 nm is then assumed to correlate linearly with chla concentration (Gower et al., 2004). Several 

other empirical and semi-empirical algorithms relate chla concentration to variability in the red/near-

infrared (NIR) area of the reflectance spectrum, which is caused by expression of chla absorption in 

a narrow region around 675 nm. This expression can be offset against NIR reflectance near 700 nm, 

which has weak combined absorption by phytoplankton and water (Dall’Olmo et al., 2003; Gilerson 

et al., 2007; Gilerson et al., 2010; Gitelson, 1992; Moses et al., 2009). A further group of empirical 

algorithms were specifically designed for chla estimation in waters with high algal biomass and the 

identification of algae blooms, based on peak height methods like the fluorescence line height, 

exploiting variability in the spectral shape of the reflectance peak variation near 700 nm (Binding et 

al., 2013; Matthews et al., 2012). Besides band arithmetic approaches, machine learning (ML) 

algorithms are increasingly trained for use in inland waters. ML algorithms are based on non-linear 

regression models and fit within the empirical algorithm category, as they are developed with training 

datasets generated from field and/or simulated observations (Bricaud et al., 2004; Hieronymi et al., 

2017; Pahlevan et al., 2020). Contrary to purely empirical algorithm formulations, analytical and 

semi-analytical chla algorithms start from physics-based inversion of IOPs from 𝑅𝑟𝑠(𝜆), such as the 

absorption by phytoplankton (𝑎𝜙(𝜆)), which can be subsequently scaled to chla concentration (Lee 

et al., 2002). Most contemporary semi-analytical algorithms (SAA) invert sub-surface remote-
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sensing reflectance (𝑟𝑟𝑠(𝜆, 𝑠𝑟−1)) obtained through conversion of above-water 𝑅𝑟𝑠(𝜆). SAA show 

many variations in the inversion for 𝑎𝜙(𝜆). They vary in their (empirical) definition of the 

𝑎𝜙(𝜆) spectral shape, the method to calculate the magnitude of 𝑎𝜙(𝜆) and the defined relationship 

between 𝑟𝑟𝑠(𝜆) and 𝑎𝜙(𝜆) (Werdell et al., 2018). If retrieval errors were constant across a wide chla 

concentration range, larger relative errors would occur in the low concentration part of the considered 

range. Several studies have shown that the issue with low chla concentration estimates is also more 

pressing in absolute terms, with widely applied empirical algorithms and SAA revealing large 

uncertainties in oligo- and mesotrophic systems. For example, (Mouw et al., 2013) evaluated seven 

SAAs in Lake Superior (North America), an oligotrophic system with OAC absorption dominated 

by CDOM. The evaluated SAA algorithms were unable to effectively retrieve chla concentration due 

to inaccurate 𝑎𝜙(𝜆) estimation (𝑟2< 0.2). On a large in situ dataset (> 2900 observations), (Neil et 

al., 2019) evaluated 47 chla algorithms, which revealed that the largest retrieval uncertainties for the 

dataset were associated with oligo- and mesotrophic conditions. More accurate chla estimation was 

achieved for Swiss perialpine lakes. (Odermatt et al., 2010, 2008) demonstrated that for low chla 

concentrations (chla < 5 mg m-3), lake-parameterised empirical and SAA algorithms can provide 

precise estimates (correlation coefficients between 0.58 - 0.94). Comparable outcomes for Italian 

perialpine lakes were achieved by (Bresciani et al., 2018; Giardino et al., 2001; Pepe et al., 2001). 

The results of previous studies show that chla retrieval accuracy in oligo- and mesotrophic waters is 

inconsistent across regions. To improve the chla retrieval across different regions, it is thus necessary 

to characterise the fundamental causes of chla retrieval uncertainty. Uncertainty of chla estimates 

(hereafter retrieval uncertainty) can originate from three sources (Merchant et al., 2017). First, 

observation uncertainty caused by random and systematic errors associated with the physical process 

of making measurements using optical sensors (IOCCG, 2019). Second, uncertainty introduced in 

the calculation of 𝑅𝑟𝑠(𝜆) from the top-of-atmosphere signal measured by a satellite sensor through 

an atmospheric correction (AC) algorithm (Moses et al., 2017; Pahlevan et al., 2021b). And third, 

algorithmic uncertainty stemming from the empirical and/or physical assumptions made and 

translated into a procedure to retrieve chla concentration (Brewin et al., 2015; Salama and Stein, 

2009).  

To aid the study of algorithmic uncertainties over oligo- and mesotrophic systems, we focus on the 

retrieval of chla concentration from in situ measured 𝑅𝑟𝑠(𝜆). It is known that significant observation 

uncertainties are intrinsic to in situ 𝑅𝑟𝑠(𝜆) (Mélin et al., 2016; Mélin and Franz, 2014; Zibordi and 

Voss, 2014) and chla quantification methods (Claustre et al., 2004; Hooker et al., 2005; McKee et 

al., 2014b; Sørensen et al., 2007). It is, however, common practice to validate chla retrieval 

algorithms against in situ reference measurements whose observation uncertainty is considered low 

in comparison to satellite-derived estimates (Sørensen et al., 2007). Yet, these uncertainties are rarely 

specified in large inland and coastal water in situ datasets, and clarification of their origin is not an 

established practice for algorithm development and validation (McKinna et al., 2021). 
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Observation and algorithmic uncertainty sources are commonly unknown, thus additional 

information that can be attributed to the retrieval uncertainty is necessary. The accuracy of chla 

algorithms can be assessed through calculation of the residual value, which is the difference between 

an algorithm estimate and a measured in situ reference value. The frequency of the obtained residual 

values forms a residual value distribution (RVD). To improve our understanding of the underlying 

sources of algorithmic uncertainty, an algorithm’s RVD must first be attributed to measurement 

conditions or the presence of specific substances which may hinder the intended function of the 

algorithm. The measurement conditions and substances can be represented by a set of explanatory 

variables that were co-measured with 𝑅𝑟𝑠(𝜆) and chla concentration. Examples are IOPs, OACs other 

than chla or spectral band ratios. 

To enable characterisations of retrieval uncertainty, we build ML regression models (herein 

uncertainty models) through a set of explanatory variables. The constructed uncertainty models 

quantify the retrieval uncertainty from a chla algorithm expressed through the RVD. Subsequently, 

we investigate the impact of the explanatory variables on an uncertainty model to characterise 

algorithmic uncertainty through specific observation conditions. For this purpose, we use the 

SHapley Additive exPlanations (SHAP) procedure (Lundberg and Lee, 2017; Lundberg et al., 2020, 

2018). Through SHAP we aim to identify uncertainty drivers of 13 chla algorithms tested against a 

dataset of 53 waterbodies.  

In summary, the research objectives of this study are to: 1) determine sensitivities between empirical 

and semi-analytical algorithms when applied to the varying spectral resolutions of the Hyperspectral 

Imager for the Coastal Ocean (HICO) and Ocean and Land Colour Instrument (OLCI), 2) 

characterise the retrieval uncertainties of the tested algorithms and ultimately, 3) reveal if any of the 

evaluated algorithms are sufficiently suitable for application to specific observation conditions under 

the presence of CDOM and NAP absorption across oligo- and mesotrophic lakes and reservoirs. 

2.2 Data 

2.2.1 In situ data description 

A dataset comprised of oligo- and mesotrophic lakes and reservoirs was compiled from three data 

sources: (i) U.S. Wisconsin Department of Natural Resources (DNR), (ii) the global LIMNADES 

database (Lake Bio-optical Measurements and Matchup Data for Remote Sensing 

(https://limnades.stir.ac.uk/)) and (iii) and an internal dataset from the University of Stirling 

(UoStirling) (Table 2.1). 

Only samples including information on 𝑅𝑟𝑠(𝜆), chla concentration, total suspended matter (TSM) 

dry weight, absorption by CDOM at 443 nm (𝑎𝐶𝐷𝑂𝑀(443)) and water transparency (𝑍𝑆𝐷) were 

selected, with chla concentration ≤ 10 mg m-3 and TSM dry weight ≤ 4 g m−3. We limit this study 

 



 

50 

 Table 2.1: Datasets and their water bodies included in this study. 

 

to oligo- and mesotrophic lakes and reservoirs whose chla concentration does not exceed 10 mg m-3 

because up to this threshold chla estimation uncertainties were found to vary and increase most 

substantially (Gilerson et al., 2010; Mouw et al., 2013; Neil et al., 2019; Shi et al., 2013; Smith et 

al., 2018). Across the U.S. state of Wisconsin in situ measurements were made at 18 lakes between 

spring 2014 and autumn 2016 (n = 46). The dataset was used in recently conducted algorithm 

development and inter-comparison studies (Pahlevan et al., 2021a, 2021b, 2020). Collection methods 

are detailed in Appendix 1.  The datasets and methods used to measure the water constituent 

parameters and IOPs in LIMNADES are described in (Spyrakos et al., 2018) and publications 

associated with individually contributed datasets (see references in Table 2.1). IOP measurements 

were not available for all observations in this study and often only at 443 nm and 673 nm. 𝑅𝑟𝑠(𝜆) was 

measured just above the water surface at varying spectral resolutions, and provided at a common 1 

nm resolution, interpolated from the contributed 𝑅𝑟𝑠(𝜆) rather than individual radiometric 

components.  Further in situ samples were collected in seven lakes in the United Kingdom, Sweden 

Dataset 

name 

Inland water system name (n = 53) Number of 

observations 

(n = 346) 

Prior data use 

U.S. 

Wisconsin 

DNR 

Big Saint Germain Lake, Big Sand 

Lake, Butternut Lake, Fence Lake, 

Geneva Lake, Green Lake, Lac 

Courte Oreilles, Lac Vieux Desert, 

Lake Chippewa, Lake Mendota, 

Lake Wissota, Metonga Lake, 

Pelican Lake, Rainbow Flowage, 

Rock Lake, Round Lake, Shawano 

Lake, Trout Lake 

46 (Pahlevan et al., 2021b, 

2021a, 2020) and see section 

“2.1.1. U.S. Wisconsin 

DNR” for more information 

and references. 

LIMNADES Branched Oak Lake, Crescent Lake, 

Cuerda del Pozo, Diamond Pond, 

East Twin Lake, Lake Erie, Ewill 

Lake, Fivemile Pond, Forest Lake, 

Fresmond, Lake Garda, Ginger 

Cove, Goose Pond, Granite Lake, 

Great Salt Lake, Groton Pond, 

Iznajar Reservoir, Loskop 

Reservoir, Lake Maggiore, Lake 

Mantova, Lake Okoboji, Lake 

Ontario, Lake Paeijaenne, Lake 

Peipsi, Lake Pyhäjärvi, Lake 

Trasimeno, Lake Vesijärvi, Lake 

Winnipeg 

276 (Binding et al., 2008, 2013, 

2011, 2010; Bresciani et al., 

2011; Giardino et al., 2015, 

2014, 2013, 2005; Gitelson 

et al., 2009; Guanter et al., 

2010; Gurlin et al., 2011; 

Kallio et al., 2015; Kutser et 

al., 2013; Manzo et al., 

2015; Matthews, 2014; 

Matthews and Bernard, 

2013; Ruiz-Verdú et al., 

2008, 2005; Schalles, 2006) 

University 

of Stirling 

Lake Biel, Coniston Water, 

Derwent Water, Lake Geneva, Loch 

Lomond, Loch Ness, Lake Vänern 

24 (Aulló-Maestro, 2019) 
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and Switzerland between 2013 and 2016 (Table 2.1). A detailed description of the measurements is 

provided in Appendix 2. 𝑅𝑟𝑠(𝜆) from the Wisconsin DNR and UoStirling datasets were interpolated 

to 1 nm spectral resolution to match the LIMNADES measurements. All three datasets were 

spectrally convolved to the band configurations of the hyperspectral HICO and multispectral OLCI 

sensors. Each chla algorithm tested in this study was used with the OLCI band configuration. HICO 

was included to test algorithms designed for hyperspectral configurations for the influence of the 

additionally available bands on both retrieval performance and associated uncertainty. The details of 

the spectral convolution are described in (Werther et al., 2021). The resulting dataset consisted of 

346 observations from lakes and reservoirs located in the boreal and tundra zones of North America, 

Canada, and Europe. In addition, moderate-altitude and perialpine lakes (Italy and Switzerland) and 

clear water reservoirs of Spain and South Africa were included (Figure 2.1).  

2.3 Methods 

The analysis of algorithm retrieval uncertainty consists of three parts (Figure 2.2). First, explanatory 

variables are selected to construct an uncertainty model. Second, chla concentration is estimated for 

the collated dataset and the RVD is derived per algorithm. The uncertainty model is then fit to the 

RVD of the algorithms to quantify the retrieval uncertainty. Finally, the uncertainty model outcome 

is forwarded to SHAP to explain the variable impact on the model and to identify drivers of the 

quantified retrieval uncertainty.  

Figure 2.1: Locations of the measurement sites of this study. n is the number of observations taken 

in the indicated area. See Table 2.1 for details about the dataset. 
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2.3.1 Explanatory variables and uncertainty model definition 

The initial set of explanatory variables consisted of the following measurements and indices: 

𝑎𝐶𝐷𝑂𝑀(443), 𝑎𝑁𝐴𝑃(443), 𝑎𝜙(443) and 𝑎𝜙 (673), 
𝑅𝑟𝑠(400)

𝑅𝑟𝑠(673)
, TSM and ISM (the inorganic fraction of 

suspended matter), 
𝑐ℎ𝑙𝑎

𝑇𝑆𝑀
  and 𝑍𝑆𝐷. This set of explanatory variables was based on 89 out of 346 dataset 

records for which all the variables were available. These components of the dataset characterise the 

relative magnitude of IOPs in a sample, and partially its biogeochemical composition, as well as how 

biological components could be acclimated to ambient light conditions. Furthermore, they relate to 

water column clarity and phytoplankton variability.  

ML in aquatic remote sensing is conventionally used to build a predictive model to estimate some 

quantity from 𝑅𝑟𝑠(𝜆) such as phytoplankton biomass (Pahlevan et al., 2020; Werther et al., 2021). 

Here we used a non-linear RandomForest (RF) ML approach to model expected complex RVDs. 

Given the explanatory variables as inputs we fit a unique RF to the RVD of each chla algorithm. We 

then investigated the RVD quantification by the RF and how the explanatory variables, used as the 

input, impacted the RF model. Therefore, RFs in this study were used as regression models that relate 

the explanatory variables to the retrieval uncertainty of each chla algorithm. 

A RF model is based on decision trees (DT), which split a variable space consisting of 𝑐 variables 

𝑐1,  𝑐2,   … ,  𝑐𝑛 into 𝑗 distinct, unique regions 𝑅1,  𝑅2,   … ,  𝑅𝑗 (Breiman, 2001). DTs are constructed 

from a sample drawn with replacement (also known as bagging) (Breiman, 1996). A RF exposes 

Figure 2.2: Uncertainty analysis scheme to characterise the retrieval uncertainties of the tested chla 

algorithms. 
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several hyper-parameters, most notably the number and maximum depth of the constructed trees, 

which were tuned as they guide the model construction procedure (Bergstra and Bengio, 2012). The 

aim was to fit a chla algorithm RVD as accurately as possible through a RF. Since the RFs are not 

used for prediction, the fitting was optimised through v-fold cross validation (where v was optimised 

for each RF model) and a search over a large pre-defined grid of the hyper-parameters was 

performed. Appendix 3 features a comparison of ML approaches for the uncertainty modelling task. 

To reduce multicollinearity between explanatory variables (e.g., 𝑎𝜙(443) and 𝑎𝜙(673)), the initial 

set of explanatory variables was filtered using the variance inflation factor (VIF). This procedure 

regressed each variable i against all others, with the VIF per variable calculated as: 

𝑉𝐼𝐹𝑖 =
1

1 −  𝑟2
, (2.1) 

where 𝑟2 is the coefficient of determination. A VIF value > 10 for an explanatory variable indicates 

high multicollinearity, in which case the variable that resulted in the strongest decrease of VIF was 

excluded (Miles, 2014). The number of variables excluded/kept depends on the considered dataset 

and the explanatory variables which ultimately determine the degree of multicollinearity. In practice 

other variables such as the spectral slopes of IOPs or other spectral ratios than 
𝑅𝑟𝑠(400)

𝑅𝑟𝑠(673)
 can be used 

as explanatory variables. Variables should provide new knowledge about the observation conditions 

not already covered and must be sufficiently de-correlated to pass the VIF selection.  

2.3.2 Chlorophyll-a retrieval and uncertainty quantification 

A complete list of the chla algorithms evaluated in this study is provided in Table 2.2. We optimised 

the coefficients of the algorithms where possible (denoted as -opt) with the present dataset (denoted 

as k, l, m, n, o in Table 2.2). Several red/NIR approaches exist that use the 665 and 708 nm bands 

(Gilerson et al., 2010; Mishra and Mishra, 2012; Moses et al., 2009). For this study we selected the 

Gons05, G11 and MPH algorithms as they are commonly used over inland waters. Where previous 

studies already suggest merging of approaches (Schaeffer et al., 2022; Smith et al., 2021). We have 

only included their component algorithms to enable attribution of uncertainty to algorithm-specific 

causes. 

The 𝑎𝜙(443) and 𝑎𝜙(673) estimates of the Quasi-Analytical Algorithm Version 6 (QAAv6), 

Garver-Siegel-Maritorena (GSM) and the 3-Step Semi-Analytical Algorithm (3SAA) algorithms 

were scaled to chla concentration using the relationship by (Bricaud et al., 1998): 

𝑐ℎ𝑙𝑎 =  (
𝑎𝜙(𝜆)

𝒗
)

1
𝒘, (2.2) 

where 𝑣 and 𝑤 were estimated from the dataset of this study through non-linear least squares fitting. 

SAA performance highly depends on known parameter values. The slope of CDOM absorption S 
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Table 2.2: Chlorophyll-a algorithms used in this study. 

Algorithm 

number 

Algorithm 

abbreviati

on 

Equation k l m n o Reference(s) 

I 

 

OC3 -opt 𝐶ℎ𝑙𝑎_𝑂𝐶3 =  10(𝒌 + 𝒍𝑋 + 𝒎𝑋2 + 𝒏𝑋3 + 𝒐𝑋4) 

 

𝑋 = 𝑙𝑜𝑔10 (
𝑚𝑎𝑥[𝑅𝑟𝑠(443), 𝑅𝑟𝑠(490)]

 𝑅𝑟𝑠(560)
)  

0.08817

1 

-0.65440 8.56389 17.8022

0 

5.89746 (O’Reilly et 

al., 1998; 

O’Reilly and 

Werdell, 

2019) 
II OC4 -opt 𝐶ℎ𝑙𝑎_𝑂𝐶4 =  10(𝒌 + 𝒍𝑋 + 𝒎𝑋2 + 𝒏𝑋3 + 𝒐𝑋4)  

 

𝑋 

= 𝑙𝑜𝑔10 (
𝑚𝑎𝑥[𝑅𝑟𝑠(443), 𝑅𝑟𝑠(490), 𝑅𝑟𝑠(510)]

 𝑅𝑟𝑠(560)
) 

0.13625

7 

-1.084227 9.14503 4.79545 -46.36124 

III 

 

OC6 -opt 𝐶ℎ𝑙𝑎_𝑂𝐶6 = 10(𝒌 + 𝒍𝑋 + 𝒎𝑋2 + 𝒏𝑋3 + 𝒐𝑋4)  

𝑋 = 𝑙𝑜𝑔10 (
𝑚𝑎𝑥[𝑅𝑟𝑠(412), 𝑅𝑟𝑠(443), 𝑅𝑟𝑠(490), 𝑅𝑟𝑠(510)]

 𝑚𝑒𝑎𝑛[𝑅𝑟𝑠(560)/ 𝑅𝑟𝑠(665)]
) 

0.48767 -1.84059 -0.27403 7.55868 -3.59798 

IV G11 -opt 𝐶ℎ𝑙𝑎_𝐺11 =  𝒌𝑋2  +  𝒍𝑋 +  𝒎  

𝑋 =  
𝑅𝑟𝑠(708)

𝑅𝑟𝑠(665)
 

12.0259 -4.9116 1.2115   (Gurlin et al., 

2011) 
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V FLH  𝐹𝐿𝐻 =  𝑅𝑟𝑠(681)  −  (𝑅𝑟𝑠(708)  +

 (𝑅𝑟𝑠(665) − 𝑅𝑟𝑠(708))  ×  (
(708 − 681)

(708 − 665)
)) 

     (Gower et al., 

1999) 

VI MPH 𝐶ℎ𝑙𝑎_𝑀𝑃𝐻_0 = 5.24 × 109𝑀𝑃𝐻0
4

− 1.95 × 108𝑀𝑃𝐻0
3

+ 2.46 × 106𝑀𝑃𝐻0
2

+ 4.02 × 103𝑀𝑃𝐻0 + 1.97 

 

𝐶ℎ𝑙𝑎_𝑀𝑃𝐻_1 = 22.44 × 𝑒𝑥𝑝(35.79 𝑀𝑃𝐻1) 

     (Matthews et 

al., 2012; 

Matthews 

and 

Odermatt, 

2015) 

VII MDN 

HICO 

𝑐ℎ𝑙𝑎𝑒_𝑚𝑑𝑛 = 𝜇𝑖(𝑅𝑟𝑠): 𝑖 = 𝑎𝑟𝑔𝑚𝑎𝑥 𝜎(𝑅𝑟𝑠)      (Pahlevan et 

al., 2021b, 

2020) VIII MDN 

OLCI 

IX QAAv6 

(443) 

 

𝑎𝜙(𝜆) = 𝑎(𝜆) − 𝑎𝑑𝑔(𝜆) − 𝑎𝑤(𝜆) 

     (Lee et al., 

2002) 

QAAv6 

(673) 

X GSM HICO 𝑎𝜙(𝜆) = 𝑐ℎ𝑙𝑎 × 𝒌, 

 

𝑎𝐶𝐷𝑂𝑀(𝜆)  =  𝑎𝐶𝐷𝑂𝑀(𝜆0) 𝑒𝑥𝑝 (−𝒍(𝜆 − 𝜆0)) 

0.029 

(443 

nm) and 

0.018 

0.017  1.0337   (Garver and 

Siegel, 1997; 

Maritorena et 

al., 2002) 

XI GSM OLCI 
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𝑏𝑏𝑝(𝜆) = 𝑏𝑏𝑝(𝜆0) (
𝜆

𝜆0
)

𝒎

 

 

(673 

nm) 

XII 3SAA Chla_3SAA = 𝑞𝑖/(𝑞2 + 𝑞3 + 𝑞4), 

where i = 2, 3 or 4 for pico-, nano- and 

microplankton absorption, respectively 

 

     (Jamet et al., 

2012; Jorge 

et al., 2021; 

Loisel et al., 

2018; Loisel 

and Stramski, 

2000) 

XIII Gons05 
𝐶ℎ𝑙𝑎_𝐺𝑜𝑛𝑠 = [(

𝑅𝑟𝑠(708)

𝑅𝑟𝑠(665)
) × (0.7 + 𝑏𝑏) − 0.4

− 𝑏𝑏
𝒌] /𝒍 

 

𝑏𝑏 =  
0.6 × 𝑎𝑤(778)  ×  𝑅𝑟𝑠(778)

0.082 −  0.6 ×  𝑅𝑟𝑠(778)
 

 

0.016 1.063    (Gons et al., 

2008, 2005, 

2002) 
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(0.017 m−1) was estimated from our dataset using the method described in (Stedmon et al., 2000). 

The mass-specific chla absorption coefficients 𝑎𝜙
∗ (443) and 𝑎𝜙

∗ (673) were estimated from 

observations where 𝑎𝜙(𝜆) was available (n=89), as 0.029 m2g−1 and 0.018 m2g−1, respectively. 

Table 2.3 lists the scaling coefficients used in Eq. 2.2 for the SAA algorithms. 

In contrast to the empirical algorithms, as well as to the Gons05 algorithm, the QAAv6, GSM and 

3SAA algorithms were not primarily developed to assess chla concentration but IOPs such as 𝑎𝜙(𝜆). 

These three algorithms have been thoroughly assessed over a large range of predominantly ocean 

and coastal water datasets. The latest IOP (not chla) retrieval exercise of the QAAv6, GSM and 

3SAA algorithms was performed over 1020 observations and showed MAPD values of 28%, 40% 

and 31%, respectively (Jorge et al., 2021). Since chla concentration retrieval via SAA depends on 

𝑎𝜙(𝜆), for these three algorithms we also display the SAA 𝑎𝜙(𝜆) estimates versus the respective in 

situ reference 𝑎𝜙(𝜆) values. For the uncertainty analysis we use the GSM and 3SAA standard chla 

outputs as described in the original publications.  

The Mixture Density Networks (MDNs) and Maximum Peak Height (MPH) algorithms were only 

applied to a subset of the dataset. Part of the dataset used in the training of the MDNs overlaps with 

the Wisconsin DNR and LIMNADES datasets of this study. We thus removed overlapping 

observations from this study as the evaluation would otherwise not be independent. After removal, 

246/346 (71%) observations remained for application of the MDNs. MPH requires 𝑅𝑟𝑠(885), 

however for most observations in the dataset the wavelength range is restricted to 800 nm, hence 

limiting the evaluation of the MPH to 91 out of 346 observations.  

Table 2.3: 𝑎𝜙(𝜆) to chla concentration scaling coefficients used in Eq. 2.2 for the QAAv6, GSM and 

3SAA algorithms derived from the dataset of this study. 

Algorithm number Algorithm 

configuration 

v w 

IX QAAv6 (443) 0.0150 2.1117 

IX QAAv6 (673) 0.0033 2.8459 

X GSM HICO (443) 0.0015 3.4482 

XII 3SAA (443) 0.0027 3.0552 

 

2.3.3 Uncertainty characterisation 

To overcome the drawbacks of standard variable importance measures (Altmann et al., 2010; 

Grömping, 2009; Strobl et al., 2008) we use the SHAP procedure (Lundberg and Lee, 2017, 2016; 

Lundberg et al., 2020). Technical details about SHAP and standard variable importance measures 

are provided in Appendix 4. 
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We quantify the RVD of a chla algorithm with an uncertainty model 𝑓(𝑐∗), whose input is an 

explanatory variable vector 𝑐 =  𝑐∗ (Figure 2.3). In Shapley game theory, S ⊆ 𝑛 =  {1, . . . , 𝑛} is an 

ordered subset that consists of |S| variables (the coalition). Herein, a contribution function 𝑣(𝑆) maps 

subsets of variables to their real number, which is defined as the marginal contribution of an ordered 

subset of variables to the model’s estimate. A Shapley value 𝜙𝑐(𝑣) is the contribution that an 

explanatory variable c provides to the model: 

𝜙𝑐(𝑣) = 𝜙𝑐 = ∑
|𝑆|! (𝑛 − |𝑆| − 1)!

𝑛!
𝑆 ⊆𝑛 \{𝑐}

(𝑣(𝑆 ∪ 𝑐) − 𝑣(𝑆)), 𝑐 = 1, … , 𝑛. (2.3) 

In Eq. 2.3, the ordered subsets (coalitions) of variables are formed one at a time. The marginal 

contribution of each variable to the uncertainty model towards the estimation of the output value is 

calculated through  (𝑣(𝑆 ∪ 𝑐) − 𝑣(𝑆)). Then, for each variable, the average of this contribution over 

all orderings of all possible ordered subsets is computed. This yields the weighted mean over the 

uniquely ordered subsets. The sign of 𝜙𝑐  provides information about an explanatory variable’s effect 

on the output. A positive value indicates that a variable c increases the model’s estimated output 

value for an input observation. Conversely, a negative value indicates a decrease of the output value  

Figure 2.3: SHapley Additive exPlanations (SHAP) procedure. (A) Conceptual difference between 

standard black box ML model estimates and SHAP white box explanations. (B) Retrieval uncertainty 

is quantified through uncertainty models. The model is then provided to the SHAP explainer to 

calculate SHAP values. SHAP values provide the impact an explanatory variable had on an 

uncertainty model, enable to draw variable distributions and to investigate explanatory variable 

relationships. These drivers of uncertainty are used to characterise retrieval uncertainties. Adapted 

from Lundberg et al.  (2020). 
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(see white box in Figure 2.3A). The values of a variable may thus be related to both low and high 

residual values. The magnitude of 𝜙𝑐 indicates the impact a variable has on a model. Variable 

candidates can be identified by ranking the variables in order of impact on the model.  

2.3.4 Performance metrics 

Chla algorithm performance was expressed in terms of standard metrics such as bias, mean absolute 

difference (MAD), median absolute percentage difference (MAPD) and root mean square difference 

(RMSD) between the algorithm estimates (E) and the in situ chla observations (O) (Morley et al., 

2018; Pahlevan et al., 2020; Seegers et al., 2018). We also report the slope of the regression to infer 

whether an algorithm systematically over- or underestimated chla or 𝑎𝜙(𝜆) over the entire range of 

values. The MAD, MdAD (median absolute difference, no percentage) and RMSD metrics were used 

to measure the RVD fit accuracy of the RFs. All metrics were first calculated in logarithmic space 

and then transformed back to linear scale for display following recommended practice by Seegers et 

al. (2018). Linear scales enable to directly compare the chla performance metrics to the derived 

RVDs of the algorithms and fit accuracy of a RF uncertainty model. 

2.4 Results 

2.4.1 Optical and biogeochemical properties of the dataset 

In situ data distributions show tailed distributions of chla (limited to 10 mg m−3) with a median of  

2.5 mg m−3 and standard deviation (std. dev) of 2.57 mg m−3 (Figure 2.4A). TSM concentrations 

(Figure 2.4B) covered a broad range (limited to 4 g m−3) with a median of 1.87 g m−3 (0.96 g m−3 

std. dev). aCDOM(443) was distributed around a median of 0.41 m−1 (0.71 m−1 std. dev) (Figure 

4C), while ZSD had a median of 3.9 m (2.65 m std. dev) (Figure 2.4D).  Absorption contributions of 

aϕ(λ), aNAP(λ) and  aCDOM(λ) attribute the highest fraction of absorption to aCDOM(λ) and 

Figure 2.4: Parameter distributions of the dataset. (A) Chla, (B) TSM, (C) 𝑎𝐶𝐷𝑂𝑀(443) and (D) 

𝑍𝑆𝐷. Denoted are the median (𝑥), mean (𝜇) and standard deviation (𝜎) of the respective parameter. 
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𝑎𝑁𝐴𝑃(𝜆) from 400 through 560 nm (Figure 2.5). 𝑎𝜙(𝜆) only contributed about 20% to the total non- 

water absorption budget but was still the major absorption fraction in red OLCI bands. 𝑅𝑟𝑠(𝜆) of the 

band configurations of HICO and OLCI are displayed in Figure 2.6, with a mean reflectance 

magnitude < 0.01 sr−1 (Figure 2.6 A, B). Reflectance peaks in the red area of the spectrum were 

minor at 685 nm (fluorescence domain) and at longer wavebands (absorption and scattering domain). 

The relationships of aϕ(443) and aϕ(673) to chla concentration for this dataset were weak - 

moderate (Figure 2.7 A, B). Low TSM concentrations were weakly associated with low chla 

concentrations (Figure 2.7 C), whereas higher TSM concentrations did not exhibit a linear 

relationship to increasing chla concentration. Similarly, chla concentration was not correlated to ZSD  

below < 4 - 5 m.   

 

Figure 2.5: Ternary diagrams of absorption (𝑎𝜙(𝜆), 𝑎𝑁𝐴𝑃(𝜆) 𝑎𝑛𝑑 𝑎𝐶𝐷𝑂𝑀(𝜆)) for OLCI bands. 

Measurements where 𝑎𝑝(𝜆) < 0.01 were excluded. 

 

Figure 2.6: 𝑅𝑟𝑠(𝜆) of the dataset. (A) Hyperspectral HICO resolution. (B) Multispectral OLCI 

resolution. Solid orange lines depict mean +- standard deviation and black vertical lines the band 

positions of the sensors. 
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A clearer trend emerged between records with low chla concentration and increased transparency at 

𝑍𝑆𝐷 > 6 m (Figure 2.7 D). 

2.4.2 Chlorophyll-a algorithm performance 

Chla concentration was estimated from all records in the dataset using the algorithms listed in Table 

2.2 (Figure 2.8, 2.9). Performance metrics for each chla algorithm are detailed in Table 2.4. In 

addition, 𝑎𝜙(443) and 𝑎𝜙(673) values produced by the QAAv6, GSM and 3SAA algorithms are 

compared against 𝑎𝜙(𝜆) in situ reference observations (Figure 2.10).  

Table 2.4: Performance metrics of the chla algorithms applied to the full dataset (n = 346). A 

retrieval failure means that no chla concentration was returned for an observation. Grey rows 

indicate algorithm configurations used in the uncertainty analysis. 

Algorithm 

number 

Algorithm 

configuration 

Retrieval 

failures 

Slope Bias RMSD MAD MAPD 

I OC3 -opt 0 0.37 1 1.89 1.97 39.45% 

II OC4 -opt 0 0.36 1 1.90 1.96 38.52% 

III OC6 -opt 0 0.36 1 1.90 1.97 39.56% 

IV G11 -opt 0 0.31 1.25 1.97 1.95 36.88% 

Figure 2.7: Relationships of chla concentration to other dataset parameters. Chla versus (A) 

𝑎𝜙(443), (B) 𝑎𝜙(673), (C) TSM, (D) 𝑍𝑆𝐷. 
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V FLH 0 0.13 1.32 2.27 2.45 48.62% 

VI MPH 0 0.06 0.76 2.19 2.56 52.45% 

VII MDN HICO 0 0.71 1.61 2.23 2.27 53.29% 

VIII MDN OLCI 0 0.73 1.87 2.50 2.73 63.41% 

IX QAAv6 (𝑎𝜙(443) to chla) 41 0.33 1.28 1.97 1.98 40.28% 

QAAv6 (𝑎𝜙(673) to chla) 16 0.20 1.33 2.11 2.20 48.42% 

X GSM HICO 0 0.55 1.36 2.55 2.74 53.96% 

XI GSM OLCI 0 0.59 1.77 2.75 3.09 62.16% 

XII 3SAA 0 0.41 2.71 2.95 3.55 73.54% 

XIII Gons05 10 0.81 1.27 2.62 2.76 71.30% 

 

The GSM HICO and 3SAA algorithms produced a chla standard estimate via their non-linear 

optimisation routine. For these algorithms we also provide the results of scaling estimated 𝑎𝜙(443) 

to chla concentration. This enables a direct comparison to the 𝑎𝜙(443) estimates of the QAAv6 

algorithm. 

Chla retrieval through the OC3 -opt, OC4 -opt and OC6 -opt band ratios was only partially accurate 

across the considered range (MAD 1.97 mg m−3, MAPD > 38%). The OC algorithms overestimated 

chla up until 5 mg m−3 and consistently underestimated it thereafter.  G11 -opt slightly outperformed 

the OC algorithms (MAD 1.95 mg m−3 and MAPD of 36.88%) through more accurate retrieval > 5 

mg m−3, but like the OC algorithms also overestimated chla in the range below 5 mg m−3. Similar 

to G11 -opt, Gons05 chla estimates started to become more accurate towards higher chla 

concentrations (> 5 mg m−3). The FLH algorithm was unable to detect a fluorescence signal for most 

observations in the dataset which resulted in a poor relationship to chla. Like the FLH, the MPH 

algorithm lacked sensitivity over the chla range considered here and was unable to reproduce chla 

concentrations > 3 mg m−3. The MDN HICO configuration outperformed its MDN OLCI 

counterpart by 10 - 20% (depending on the considered metric). Until 5 mg m−3 of chla, both MDN 

HICO and OLCI over- or underestimated chla concentration and then consistently overestimated it 

for chla higher than 5 mg m−3 by 1 – 3 mg m−3. 

The QAAv6 algorithm yielded aϕ(443) and aϕ(673) (hereafter QAAv6 (443) and QAAv6 (673)) 

which included 41 and 16 negative aϕ(443) and aϕ(673) values, respectively. The negative values 

could not be used in the power law function of Eq. 2.2 and were therefore excluded from the 

algorithm performance metrics but kept in the aϕ(λ) comparison (Figure 2.10). For the 305 

remaining observations, QAAv6 (443) estimated chla similarly to the OC -opt and G11 -opt 

algorithms. Like the MDNs, the GSM HICO configuration outperformed the OLCI configuration by 

approximately 10%, but the algorithm was biased towards overestimation of chla concentration. The 

retrieval differences of the multispectral 3SAA algorithm were higher than the ones of the 

hyperspectral GSM HICO configuration (MAD 3.55 mg m−3 and 2.74 mg m−3, respectively). 
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For the QAAv6, GSM and 3SAA algorithms large retrieval differences (MAD >= 2.78 m-1, MAPD 

> 53%) were found in the comparison of algorithm estimated aϕ(λ) versus in situ aϕ(λ) (Figure 

2.10). 

 

  

Figure 2.8: Chla concentration estimates of the OC -opt (I – III), G11 -opt (IV), FLH (V) and MPH 

(VI) chla algorithms. Black solid lines represent regression lines with 95% confidence intervals. 
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Figure 2.9: Chla concentration estimates of the MDN (VII - VIII), QAAv6 (IX), GSM (X - XI), 3SAA 

(XII) and Gons05 (XIII) algorithms. (A, B) MDN HICO and OLCI. (C) QAAv6 (443). Scaling of 

𝑎𝜙(443) to chla concentration via Eq. 2 with dataset coefficients (see Table 2.3 for the coefficients). 

(D) QAAv6 (673). Scaling of 𝑎𝜙(673) to chla concentration with dataset coefficients. (E) GSM 

HICO, (F) GSM OLCI, (G) 3SAA, (H) Gons05 standard chla concentration estimates.  
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2.4.3 Uncertainty quantification 

Uncertainty budgets were derived for all algorithms with some exceptions. OC3 -opt was excluded 

because of nearly identical performance and a similar RVD as OC4 -opt (not shown). FLH and MPH 

algorithm estimates had very low retrieval sensitivity over the tested chla concentration range and  

Table 2.5: RF uncertainty quantification accuracies of the RVD from each chla retrieval algorithm 

included in the uncertainty analysis. 

Chla algorithms MdAD 

[𝒎𝒈 𝒎−𝟑] 

MAD 

[𝒎𝒈 𝒎−𝟑] 

RMSE 

[𝒎𝒈 𝒎−𝟑]   

OC4 -opt 0.50 0.79 1.08 

OC6 -opt 0.58 0.84 1.13 

G11 -opt 0.68 1.05 1.51 

MDN HICO 0.64 0.96 1.26 

QAAv6 (443) 0.62 0.96 1.39 

GSM HICO 1.56 3.08 6.02 

Figure 2.10: 𝑎𝜙(443) and 𝑎𝜙(673) estimates (green and yellow, respectively) of (A) QAAv6 (IX), 

(B) 3SAA (XII), (C, D) GSM HICO and OLCI algorithms (X - XI).  
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3SAA 0.92 1.56 2.42 

Gons05 2.17 3.47 4.84 

 

were therefore omitted. For the remaining algorithm set, the configuration with the lowest retrieval 

difference in terms of MAD and MAPD was selected. The MDN HICO compared favourably to its 

OLCI version, and QAAv6 (443) was more precise than QAAv6 (673). The Gons05 algorithm was 

not optimised and was thus included in its original form. For the GSM algorithms, we used the default 

GSM HICO chla estimates as they were more accurate than the OLCI configuration. For 3SAA, we 

used the chla concentrations resulting from addition of the three phytoplankton size classes.  

Figure 2.11: Residual value distributions (RVDs) of the chla algorithms for the observations 

included in the uncertainty analysis (n = 89). For GSM HICO, 3SAA and Gons05 the RVDs were 

limited to 10 𝑚𝑔 𝑚−3 to facilitate a visual comparison of the distributions. The complete RVD of 

these three algorithms is displayed as an inset (F, G, H) and used in the uncertainty models. 
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The VIFs calculated for ISM and TSM (11.75 and 7.64), aϕ(443) (6.74) and aϕ(673) (5.43) were 

higher than any of the other explanatory variables (not shown). The exclusion of ISM and aϕ(443) 

reduced the overall VIFs of the variables the most. Thus, seven explanatory variables remained that 

were used as the input for the uncertainty models.  

Results of the RF retrieval uncertainty quantification are depicted in Table 2.5. The RVDs of GSM 

HICO, 3SAA and Gons05 contain high residual values (see Figure 2.11 F, G, H). Retrieval 

quantification accuracies of the uncertainty models are thus to be viewed with respect to the RVD of 

each algorithm. For example, the MdAD of 1.56 mg m-3 for the GSM HICO uncertainty model can 

be considered accurate given the large residual value range (maximum 55.61 mg m-3 overestimate). 

Further, the Gons05 algorithm overestimated 11 observations by more than 9 mg m-3, resulting in the 

least accurate uncertainty model with a MdAD of 2.17 mg m-3 (see Figure 2.10 H). The RVDs of the 

OC4 -opt, OC6 -opt, G11 -opt, MDN HICO and OLCI and QAAv6 (443) algorithms ranged from -

8 mg m-3 to 6 mg m-3. Since the range of their RVDs is smaller than from the GSM HICO, 3SAA 

and Gons05 algorithms, the uncertainty models were able to quantify them with higher precision 

(e.g., OC4 MdAD of 0.50 mg m-3, MAD of 0.79 mg m-3 and RMSE of 1.08 mg m-3). 

2.4.4 Uncertainty characterisation 

SHAP values were calculated to assess the explanatory power of each explanatory variable within 

each RF uncertainty model (Figure 2.12). The SHAP value magnitudes vary between chla algorithms 

because the associated RVDs of the chla algorithms are unique. An explanatory variable had impact 

on an uncertainty model if it was used in the estimation of an algorithm’s RVD. Consequently, the 

variable impact is expressed by the corresponding SHAP values as either smaller or larger than 0. 

We examined each explanatory variable to identify drivers of uncertainty of the tested algorithms. 

Figure 2.12: Average SHAP values of the explanatory variables for each chla algorithm. The 

average SHAP value was calculated as the average of all the absolute SHAP values for each 

observation associated with an explanatory variable. 
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Except for MDN HICO and Gons05, the chla/TSM ratio was an impactful driver in all algorithms 

(Figure 2.13). Likewise, 𝑎𝜙(673) was a highly impactful model variable for most models except for 

OC4 -opt, MDN HICO and Gons05. TSM was relevant for the OC4 -opt, OC6 -opt, G11 -opt, 

QAAv6 (443), GSM HICO, 3SAA and Gons05 uncertainty models. Especially for the OC4 -opt, 

G11 -opt and QAAv6 (443) algorithms, the only variables with a marked influence were the 

chla/TSM ratio, TSM and 𝑎𝜙(673). In contrast, in the MDN uncertainty model 𝑎𝑁𝐴𝑃(443) had 

significant impact. 𝑎𝑁𝐴𝑃(443) had a marginal effect on the OC6 -opt uncertainty model and was not 

effective in the OC4 -opt and G11 -opt models. In contrast to the other variables of the OC6 -opt 

uncertainty model, high values of 𝑎𝑁𝐴𝑃(443) 𝑎𝐶𝐷𝑂𝑀(443) decreased the model output variables. 

The other explanatory variables did not have a demonstrable effect on the OC6 -opt.  𝑎𝐶𝐷𝑂𝑀(443) 

values also contributed to explain retrieval uncertainty of the MDN, with low absorption values 

Figure 2.13: Individual SHAP value impact on the RF uncertainty models. The individual SHAP 

values associated with each observation of each explanatory variable and algorithm are shown. The 

impact of an explanatory variable on the RF uncertainty model is plotted in descending order of 

impact. The colour represents the explanatory variable value (yellow high, blue low). The model 

impact of a variable can be both positive and negative (see Figure 3A for more conceptual details). 

For display purposes, the variable 
𝑅𝑟𝑠(400)

𝑅𝑟𝑠(673)
 is denoted as 400/673. 
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having the largest impact on the model. Otherwise, aCDOM(443) was only an impactful predictor for 

the QAAv6 (443), 3SAA, and Gons05 uncertainty models. ZSD values were the least impactful 

considering the variable impact order across all models. Yet, for the uncertainty models of GSM 

HICO and Gons05, ZSD was a relevant variable. 

For GSM HICO low ZSD values increased the model output, whereas medium to high values 

decreased it. The 
Rrs(400)

Rrs(673)
 ratio was unimpactful for most models, except for GSM HICO, 3SAA and 

Gons05. For GSM HICO, low values of the 
Rrs(400)

Rrs(673)
 ratio, i.e., where Rrs(673) > Rrs(400), reduced 

the magnitude output, whereas high values, i.e., where Rrs(400) > Rrs(673) increased the model 

output. For the 3SAA model, the ratio 
Rrs(400)

Rrs(673)
 was highly impactful together with other variables 

related to phytoplankton absorption variability and composition, such as aϕ(673) and the chla/TSM 

ratio. The impact of aCDOM(443), aNAP(443) and ZSD on the respective 3SAA uncertainty model 

was low, which relates to the 3SAA algorithm formulation. The combined absorption of CDOM and 

NAP (adg(λ)) was estimated in the first step of the algorithm and after removal from anw(λ) the 

algorithm retrieved aϕ(λ). Hence, most of the influence of aCDOM(443) and aNAP(443) was 

incorporated by the algorithm formulation and the retrieval uncertainty of the algorithm was 

expectedly not related to these IOPs. aCDOM(443) and aNAP(443) were also irrelevant for the GSM 

HICO uncertainty model. The two SAA algorithms 3SAA and GSM HICO accounted for 

aCDOM(443) and aNAP(443) in their inversion procedure, but their retrieval uncertainty was driven 

by other factors such as phytoplankton absorption in red and variability (see Figure 2.13). For 

Gons05, ZSD and TSM had the strongest model impact. The values of ZSD and TSM impacted the 

model in contrary directions: whereas high ZSD values (i.e., higher water transparency) increased the 

model’s output values, high TSM values (i.e., lower water transparency) decreased them. Contrary 

to the other models, especially G11 -opt, aϕ(673) and chla/TSM were the least impactful variables. 

2.5 Discussion 

While it is widely known that atmospheric disturbance on the water-leaving radiance and its 

correction contribute a large part to product uncertainty (Pahlevan et al., 2021a; Warren et al., 2019), 

it is equally important to understand algorithmic uncertainty arising from the translation of above-

surface reflectance to the concentration of target substances. The approach presented in this study 

achieves this analysis using a highly heterogeneous collection of in situ observations and could be 

extended to inspect end-to-end product uncertainty (including AC effects) by starting from satellite 

observations.   

The RF uncertainty models quantified the total uncertainty budget of a chla algorithm and did not 

distinguish between observational and algorithmic sources of uncertainty. Although most data used 
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in this study have been previously published, an unknown degree of observational uncertainty is 

likely part of the in situ reference measurements. This may also include biases between datasets due 

to use of similar but not identical methodology. The observed systematic and large chla retrieval 

uncertainties by the algorithms imply that the primary cause of retrieval uncertainty were the 

algorithmic formulations.  

The information represented by the explanatory variables was accurately used by the RF models to 

quantify chla algorithm uncertainties (see Table 2.5), thereby demonstrating that retrieval 

uncertainties can be modelled through other in situ observations of the same dataset. While we 

compared the RF to a LASSO in this work and discovered higher uncertainty quantification accuracy 

(tabulated in Appendix 3), it would be beneficial to cross-validate the results of the RF feature 

significance using SHAP with other ML models. As a result, the causes of chla estimation uncertainty 

are more independent of the used ML model. We use the results of our uncertainty characterisation 

to discuss the algorithmic formulations of the chla algorithms tested in this study. 

2.5.1 Blue/green algorithms 

The reflectance shape and magnitude in the blue-green part of the spectrum in the evaluated dataset 

was largely influenced by CDOM and NAP. This contrasts the core assumption of the OC algorithms, 

namely that Rrs(λ)  co-varies with phytoplankton as the dominant optical component. Under- and 

overestimation of chla was large (residual values ranging from -5 mg m-3 to + 4 mg m-3). aCDOM(443) 

and aNAP(443) values were not used by the RF uncertainty models to estimate the RVDs of the OC4 

and OC6 algorithms.  In fact, the chla/TSM ratio and TSM were the most impactful variables. Thus, 

under dominating CDOM and NAP absorption, phytoplankton sources that influence the reflectance 

magnitude and shape variability, including varying phytoplankton cell size or the concentration of 

accessory photosynthetic and photoprotective pigments, could not be sensed by the OC algorithms. 

2.5.2 Red/NIR algorithms 

We observe that the G11 algorithm produced the most accurate chla values out of all the tested 

algorithms. G11 underestimated chla for concentrations higher than 4-5 mg m-3
 but the estimates 

were relatively accurate when compared to the other algorithms within this concentration range. 

Conversely, for concentrations lower than 5 mg m-3 the G11 algorithm systematically overestimated 

chla values. This lack of sensitivity for concentrations lower than 5 mg m-3 has also been observed 

in other studies (Pahlevan 2021b, 2020). The red/NIR area of the spectrum is the least affected by 

CDOM and NAP absorption. The RVD of the G11 algorithm was primarily modelled through the 

aϕ(673), TSM and chla/TSM ratio variables. The SHAP summary of the individual variables 

emphasised that high values of aϕ(673) were used to model the residual values of the G11 algorithm. 

The red/NIR band-ratio, which the G11 is fundamentally constructed from, does not suffice when 

the 665 and 708 nm bands do not hold sufficient information that can be related to chla concentration. 
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The Gons05 algorithm was overall less accurate than G11, which was also found by (Neil et al., 

2019). The performance of the algorithm in this low – moderate chla concentration range confirms 

findings described in an earlier application of the algorithm to some of the Laurentian Great Lakes 

(Gons et al., 2008), where the retrieval differences were large for mesotrophic waters. The Gons05 

retrieval uncertainty was most effectively modelled through 𝑍𝑆𝐷 and TSM. 𝑎𝜙(673) and chla/TSM 

only impacted the Gons05 uncertainty model marginally, however these two variables were 

substantial for the G11 uncertainty model. Both G11 and Gons05 are based on the 665 and 708 nm 

band ratio, thus reversed variable importance may seem surprising. For Gons05, 𝑍𝑆𝐷 values were 

effective to estimate low residual values. In contrast, low-medium TSM values increased the 

uncertainty model output magnitude to model higher residual values (see Figure 2.13). 𝑍𝑆𝐷 and TSM 

are proxies of backscattering, which in turn is correlated to the calculation of the 𝑏𝑏 term using 778 

nm in the Gons05 algorithm. 778 nm is however not part of the G11 algorithm, thus explaining the 

difference in uncertainty model variable impact.  Consequently, optimisation of the backscatter term 

in the Gons05 algorithm might lead to performance improvements over the considered concentration 

range. An alternative route is to investigate whether the backscatter coefficient in the red/NIR range 

is too sensitive to low signal versus noise at 778 nm in oligo- and mesotrophic water bodies.  

2.5.3 Machine learning algorithms 

The MDN HICO and OLCI algorithms were previously trained with a semi-global dataset of inland 

and coastal systems. The dataset consisted of primarily eutrophic waters (chla dataset mean 21.7 mg 

m-3, median 8.9 mg m-3 and a std. dev of 47.5 mg m-3). Seemingly, oligo- and mesotrophic waters 

with low chla concentrations and variable levels of CDOM and NAP absorption were under-

represented during training. Although the algorithm had a positive bias (>1.61), the slope of the 

regression from the MDN HICO model was moderate (0.71), which implies that chla estimation was 

fairly consistent across the considered concentration range. This finding is further supported by the 

algorithm’s RVD (Figure 2.11), in which most chla values were over- or underestimated by 1 – 3 mg 

m-3. The uncertainty modelling (MdAD 0.64 mg m-3, MAD 0.96 mg m-3) of the MDN HICO 

algorithm revealed that aNAP(443) and aCDOM(443) are significant variables to characterise the 

retrieval uncertainties. An addition of observations characterised by the conditions of this study to 

the training measurement pool of the MDN could lead to direct retrieval improvements. Changes of 

the MDN training dataset would however not demonstrate whether the mixture density network is 

superior to other ML approaches for these waters, as we did not test other ML algorithms. New ML 

algorithms should put a larger emphasis on oligo- and mesotrophic datasets to facilitate a broader 

evaluation of diverse ML approaches to retrieve chla concentration in these conditions.  
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2.5.4 Semi-analytical algorithms 

The retrieval uncertainty for the QAAv6, GSM and 3SAA algorithms was characterised by the 

variables 𝑎𝜙(673) and the two ratios chla/TSM and 
𝑅𝑟𝑠(400)

𝑅𝑟𝑠(673)
, indicating that a significant amount of 

phytoplankton absorption and composition variability could not be accounted for in the algorithm 

retrieval procedures. 𝑎𝜙(𝜆) or combined phytoplankton size class absorption must be precisely 

estimated in the first place to accurately retrieve chla concentration through SAA. 𝑎𝜙(𝜆) at 443 nm 

and 673 nm only has a weak - moderate relationship to chla concentration in this dataset (Figure 2.7). 

For algorithms that rely on 𝑎𝜙(𝜆) to estimate chla, such as SAA (but also empirical fluorescence or 

IOP neural network algorithms), these weak relationships directly affect their accuracy. 

Consequently, empirical algorithms are more suited than SAA in scenarios where the uncertainty 

introduced by 𝑎𝐶𝐷𝑂𝑀(𝜆) and 𝑎𝑁𝐴𝑃(𝜆) is smaller than by the 𝑎𝜙(𝜆)/chla ratio. For SAA prior 

information about 𝑎𝜙(𝜆) variability is required. Without calibration, these models default to mass-

specific phytoplankton absorption (𝑎𝜙
∗ (𝜆)) values which are likely not appropriate for oligo- and 

mesotrophic lake conditions. In open ocean and coastal waters, 𝑎𝜙
∗ (𝜆) exhibits a natural variability 

of a factor of 4 for any given chla value in addition to pigment packaging effects (Bricaud et al., 

1995, 2004). This pattern stresses that the retrieval of chla concentration through 𝑎𝜙(𝜆) may be 

significantly altered in the studied inland water conditions where 𝑎𝜙
∗ (𝜆) variability is likely even 

higher. Thus, if uncalibrated, inappropriate 𝑎𝜙
∗ (𝜆) values are used by the inverse SAA algorithms.  

2.6 Conclusions 

For oligo- and mesotrophic lakes and reservoirs, chla uncertainties were repeatedly shown to be 

highest when compared to higher biomass waters (Liu et al., 2021; Neil et al., 2019; Werther et al., 

2021). The uncertainties persisted for the dataset of this study, as none of the tested algorithms 

accurately retrieved chla concentration over the considered range (0 – 10 mg m-3). 

The OC algorithms retrieved chla imprecisely, because the magnitude and shape of the used blue and 

green bands was mostly driven by CDOM and NAP absorption rather than by phytoplankton 

pigments. The results of the uncertainty analysis suggest that the OC algorithms are insensitive to 

phytoplankton absorption and composition variability in oligo- and mesotrophic lakes and reservoirs 

under the occurrence of CDOM and NAP absorption. The OC algorithms can therefore only be 

reliably used in scenarios where it is known that CDOM and NAP are not dominating the IOP 

absorption budget. In contrast, red-band algorithms such as G11 and Gons05 were partially able to 

retrieve chla accurately because the signal in their employed bands was not significantly influenced 

by CDOM and NAP absorption. The uncertainty modelling however revealed other causes for their 

retrieval inaccuracy, most of them related to low signal to noise ratios in these waters. As the 

uncertainty analysis demonstrated, for G11 the signal of aϕ(λ) in the red bands 665 and 708 nm was 
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too low to be accurately relatable to chla concentration. For the Gons05 algorithm the explanatory 

variables were highly related to backscatter which could not be precisely retrieved from the red/NIR 

bands. Moreover, chla retrieval by red-band peak height algorithms such as FLH and MPH was the 

least successful of all algorithms because the required sun-induced fluorescence signal was mostly 

not available or detectable. 

The results of the uncertainty modelling for the tested MDN OLCI and HICO ML algorithms 

revealed that their consistent overestimation of chla concentration was related to CDOM and NAP 

absorption. The causes however were not comparable to the OC algorithms. Instead, measurements 

of chla and 𝑅𝑟𝑠(𝜆) from oligo- and mesotrophic lakes under high CDOM and NAP absorption were 

likely underrepresented during MDN model training, as the MDNs were built with a global dataset 

in which inland waters with low chla concentrations under varying CDOM and NAP absorption were 

under sampled (Filazzola et al., 2020; Pahlevan et al., 2020). 

The SAA algorithms QAAv6, GSM and 3SAA consistently showed higher retrieval uncertainties 

than empirical algorithms. Our analysis revealed that SAA algorithms are at a disadvantage when 

the relationship of 𝑎𝜙(𝜆) to chla concentration is only weak or moderate, as it was the case for this 

dataset at 443 and 673 nm for the samples included in the uncertainty analysis. Moreover, SAA make 

explicit assumptions about 𝑎𝜙(𝜆) intensity and variability, which are likely too static when 

considering the phytoplankton variability and dynamic across multiple oligo- and mesotrophic lakes 

and reservoirs. It is thus likely that only with known or switching 𝑎𝜙
∗ (𝜆) parametrisations SAA will 

produce accurate chla concentrations in the studied conditions. 

For MDN and GSM, the HICO configuration outperformed OLCI by 10 – 20%, suggesting that 

higher information content improves the retrieval accuracy. Nevertheless, superior hyperspectral 

resolution did not overcome the issues faced by the tested algorithms. Possible causes of retrieval 

inaccuracy over oligo- and mesotrophic waters are still poorly handled by existing algorithms. In situ 

datasets are now starting to be of sufficient size to inform new algorithm development for optically 

complex inland water bodies with low chla concentrations. As most current chla retrieval algorithms 

lack confidence intervals, new developments should indicate if their use over the target conditions is 

appropriate. 
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Appendix A1. Description of Wisconsin DNR in situ data 

Radiometric measurements 

Radiometric measurements were made with a pair of inter-calibrated Ocean Optics USB series UV-

NIR spectrometers (Ocean Insight, Orlando, FL, USA), which measured sub-surface upwelling 

radiance, 𝐿𝑢(𝜆) and total downwelling irradiance above the surface, 𝐸𝑑(𝜆) at the same time (Gitelson 

et al., 2008).  𝑅𝑟𝑠(𝜆) was derived through: 

𝑅rs(𝜆) =
𝐿u(𝜆)

𝐸𝑑(𝜆)
×

𝐸ref(𝜆)

𝐿ref(𝜆)
× 𝑅ref(𝜆) ×

1

100
×

𝑡

𝑛𝑤
2

× 𝐹0(𝜆) ×
1

𝜋
, (𝐴1) 

where 𝐸𝑟𝑒𝑓(𝜆) and 𝐿𝑟𝑒𝑓(𝜆) are the total downwelling irradiance and upwelling radiance from a 

reflectance target, 𝑅𝑟𝑒𝑓(𝜆) is the respective spectral reflectance provided by the manufacturer, 𝑡 is 

the water-to-air transmittance (t = 0.98), 𝑛𝑤 is the refractive index of water (n = 1.33 at 20 °C), 𝐹0(𝜆) 

is the spectral immersion factor (Ohde and Siegel, 2003), and π is introduced to transform the 

intermediately calculated water-leaving radiance reflectance 𝜌𝑤(𝜆) into 𝑅𝑟𝑠(𝜆).  

The spectrometers used for the radiometric measurements were customised with a 25-μm slit, a 600-

line grating, which was blazed at 500 nm to optimise the instrument response for the bandwidth from 

350 nm to 850 nm, and a standard ILX-511B detector, which resulted in a 1.39 nm spectral resolution. 

One of the spectrometers was connected to a 25° field-of-view optical fibre which was taped to a 4-

m long, handheld Unger Opti-Loc extension pole. The pole was pointed away from the boat and the 

tip of the fibre was kept just beneath the water surface to measure 𝐿𝑢(𝜆) at nadir on the sun-lit side 

of the boat. The second spectrometer was connected to an optical fibre fitted with a cosine collector 

to create a 180° field-of-view, taped to a 2-m pole. This pole was attached to a location on the boat 

free from adjacent influences to measure 𝐸𝑑(𝜆) at zenith concurrently with the upwelling radiance 

without interference from surface structures. The spectrometers were inter-calibrated at the start of 

each set of measurements through six calibration scans of a white SpectralonTM reflectance target 
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(Labsphere, Inc., North Sutton, NH, USA), which was calibrated annually at the manufacturer. The 

calibration scans were followed by six to twelve scans of optically deep water which were processed 

to %-reflectance with the CDAP-2 software package (CALMIT, University of Nebraska-Lincoln, 

USA) and the median spectrum was considered representative for the station. System noise was 

removed with a smoothing spline function.  

Field measurements and laboratory analysis 

Water transparency measurements (𝑍𝑆𝐷) were collected using a standard 20-cm diameter Secchi 

disk. Surface water samples were collected with a Kemmerer Bottle at a depth of 0.5 m below the 

surface and stored cold in the dark. Upon completion of the filtering of the water samples shortly 

after their collection, the membranes for the laboratory analysis of chla were frozen and transferred 

to the Wisconsin State Laboratory of Hygiene (WSLH) where they were analysed, while the CDOM 

absorption, particulate absorption (𝑎𝑝(𝜆)), and TSM samples were analysed in-house. The 

absorption measurements were taken as laboratory triplicates and the final parameter values 

correspond to the median of the measurements. 

𝑎𝐶𝐷𝑂𝑀(𝜆) samples were filtered through acid washed MF-Millipore GSWP mixed cellulose ester 

membranes while chla samples were filtered through DAWP membranes with a 0.65 µm pore size. 

For TSM and particulate absorption samples Whatman™ GF/F binder-free glass microfiber filters 

were used. 

Chla was extracted from the concentrated algal samples (U.S. EPA 445.0) in a solution of aqueous 

90% acetone aided by bath type sonication. Therefore, the sample racks with tubes were suspended 

in an ultrasonic bath, covered to exclude light, sonicated for 25 minutes, and stored at a temperature 

of less than 4°C to complete the extraction overnight. The samples were centrifuged for 30 minutes 

at 500 XG to clarify the extracts on the next day and the chla concentrations were measured 

fluorometrically (Welschmeyer, 1994) with a PerkinElmer LS-55 Fluorescence Spectrometer 

(PerkinElmer, Inc., Waltham, MA). The fluorescence spectrophotometer was calibrated with pure 

chla standards of a known concentration. TSM and the organic fraction of TSM (OSM) were 

measured gravimetrically from the dried and combusted residue on pre-combusted and pre-weighed 

filter pads (APHA 2540D and APHA 2540E). 

Laboratory triplicates of 𝑎𝐶𝐷𝑂𝑀(𝜆)  were transferred to a 0.1 m cuvette and optical densities of the 

filtrates were measured for a wavelength range from 350 nm to 800 nm and a bandwidth of 2 nm 

with the UV WinLab software package and a PerkinElmer LAMBDA 35 UV/Vis spectrophotometer. 

The signal from a de-ionized (DI) water blank was subtracted automatically and 𝑎𝐶𝐷𝑂𝑀(𝜆) was 

calculated as: 

𝑎𝐶𝐷𝑂𝑀(𝜆) =
𝑙 𝑛(10)

𝑙
[𝑂𝐷𝑠(𝜆) − 𝑂𝐷𝑛𝑢𝑙𝑙], (𝐴1.1) 
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where 𝑂𝐷𝑆(𝜆)  is the optical density of the sample, 𝑂𝐷𝑛𝑢𝑙𝑙(𝜆) is the average optical density of the 

sample from 700 to 720 nm (if 𝑂𝐷𝑆(440) < 0.05) or 780 to 800 nm (if 𝑂𝐷𝑆(440) ≥ 0.05) for the null 

point correction, and l is the pathlength of the cuvette in m. The results represent the averaged 

laboratory triplicates.  

The particulate and NAP absorption coefficients were measured through the quantitative filter 

technique (Mitchell et al., 2000). Laboratory triplicates were transferred to an optical glass slide 

mounted against the transmittance port of a Labsphere RSA-PE-20 accessory and the optical 

densities of the particles retained on the filters were measured over the 400 to 800 nm wavelength 

range and a bandwidth of 2 nm with the same spectrophotometer. The signal from a previously 

measured blank filter was subtracted and 𝑎𝑝(𝜆) was calculated as: 

𝑎p(𝜆) =
𝑙 𝑛(10)

𝑉f

𝐴

[0.3907 × [𝑂𝐷fp(𝜆) − 𝑂𝐷null] + 0.3201 × [𝑂𝐷fp(𝜆) − 𝑂𝐷null]
2

] , (𝐴1.2) 

where 𝑂𝐷𝑓𝑝(𝜆) is the optical density of the sample and 𝑂𝐷𝑓𝑝(𝜆) is the average optical density of the 

sample from 780 to 800 nm required for the null point correction of the measurements. V and A are 

the volume of water filtered in m³ and the area of the filter in m2 used to calculate the pathlength in 

m. The quadratic function for the pathlength amplification correction (Cleveland and Weidemann, 

1993) included in the equation was derived for a small set of samples collected in 2015 with the same 

instrument. The effects of the absorption by pigments were removed through reaction with a sodium 

hypochlorite solution (Ferrari and Tassan, 1999) and 𝑎𝑁𝐴𝑃(𝜆) was measured similarly to 𝑎𝑝(𝜆) after 

a 20-minute reaction time for the rinsed samples. The subtraction of 𝑎𝑁𝐴𝑃(𝜆) from 𝑎𝑝(𝜆) resulted in 

𝑎𝜙(𝜆), where the results represent the averaged laboratory triplicates. 

Appendix 2. Description of University of Stirling (UoStirling) in situ data  

Radiometric measurements were made with a ship-mounted set of three hyperspectral sensors 

(HyperSAS, Seabird Scientific Inc.) installed just above the water surface. The first sensor pointed 

at the water surface and collected upwelling radiance 𝐿𝑢(𝜆), which comprises both water-leaving 

radiance 𝐿𝑤(𝜆) and the reflected sky irradiance 𝜌𝑠𝐿𝑠(𝜆). The sky irradiance 𝐿𝑠(𝜆) was measured 

with a second sensor, while a third sensor measured downwelling irradiance 𝐸𝑑(𝜆). 𝑅𝑟𝑠(𝜆) was then 

derived through Simis and Olsson, (2013): 

𝑅𝑟𝑠(𝜆) = 𝐿𝑤(𝜆, 0+)/𝐸𝑑(𝜆), (𝐴2) 

𝐿𝑤(𝜆, 0+) = 𝐿𝑡(𝜆) − 𝜌𝑠𝐿𝑠(𝜆). (𝐴2.1) 

The radiometric measurements were taken under the consideration of the two largest challenges to 

reduce measurement errors: maintenance of optimal viewing geometry and an accurate value 

determination of 𝜌𝑠 under changing illumination conditions (Aas, 2010). Measurements were kept 

in this dataset if they were taken under cloud free conditions and on calm waters to ensure a correct 

alignment of the ship at a viewing azimuth angle (𝜑𝑣) > 90° (ideally at 135°) (Hooker and Morel, 

2003a). 
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Water constituents were measured with the same method and protocols as described in Appendix 1 

for the U.S. Wisconsin DNR in situ data. Chla concentration was derived via spectrophotometric 

determination (ISO 12060:1992). 𝑎𝑝(𝜆) was measured at Plymouth Marine Laboratory (PML, 

England). Before 2014 𝑎𝑝(𝜆) was derived through the method by (Tassan and Ferrari, 1995) and 

after 2013 via (Röttgers and Gehnke, 2012; Stramski et al., 2015). CDOM absorption for these 

samples was calculated through (Stedmon et al., 2000). Water transparency (𝑍𝑆𝐷) was measured 

through a standard Secchi Disk lowered into the water from nadir until invisible to the viewer’s eye. 

Appendix 3. Uncertainty models 

In this paper, we restricted the modelling of the RVDs to non-linear RF models. Here we compare 

the RF to a linear model, the so-called Least Absolute Shrinkage and Selection Operator (LASSO). 

LASSO shrinks parameter coefficients to zero for variables that did not contribute significantly to an 

uncertainty model (Tibshirani, 1996). LASSO is an extension to the standard linear regression model: 

𝑦𝑖  = 𝛽0 + ∑  𝛽𝑖𝑐𝑖𝑗 ,

𝑛

𝑗 = 1

(𝐴3) 

where 𝑦𝑖 is the target variable (here a residual value), 𝑐𝑖𝑗 an explanatory variable and beta (𝛽𝑖) the 

learned coefficient (or weight) of the i-th observation for the j-th of all explanatory variables n. 𝛽0 is 

the intercept. 

The coefficients 𝛽0,  𝛽1,   … ,  𝛽𝑛  are estimated through minimising the residual sum of squares: 

𝛽̂ = 𝑎𝑟𝑔 𝑚𝑖𝑛
𝛽

∑ (𝑦𝑖 − 𝛽0 − ∑ 𝛽𝑗𝑐𝑖𝑗

𝑛

𝑗 = 1

)

2
𝑚

𝑖 = 1

. (𝐴3.1) 

To estimate the beta-terms for LASSO, a penalty term 𝛼 ∑ |𝑛
𝑗 =1 𝛽𝑗|, also called L1-norm or L1 

penalty, is added to Eq. A3.1: 

𝛽̂𝐿𝐴𝑆𝑆𝑂 = 𝑎𝑟𝑔 𝑚𝑖𝑛
𝛽

∑ (𝑦𝑖 − 𝛽0 −  ∑ 𝛽𝑗𝑐𝑖𝑗

𝑛

𝑗 = 1

)

2
𝑚

𝑖 = 1

+ 𝛼 ∑ |𝛽𝑗|

𝑛

𝑗 = 1

. (𝐴3.2) 

The L1 penalty has the effect of forcing some of the coefficient estimates to be exactly zero when 𝛼 

is sufficiently large. The larger the penalisation, the fewer explanatory variables are present in the 

model because their coefficients are zero. The L1 penalty performs variable selection, as relevant 

variables to the model receive non-zero coefficients. In LASSO, 𝛼 is a model hyper-parameter which 

we optimised with the same procedure as for the RFs. 

LASSO is restricted to model the residual values linearly and would thus require explicit 

formulations of non-linearities and interaction terms. Since we did not have knowledge about these, 

we opted for use of RFs.  
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In linear models, such as LASSO, the 𝛽 terms are sensitive to value magnitude and range, which 

differ between variables (e.g., TSM in g m-3 and aCDOM(443) in m-1). The variables therefore need 

to be normalised for LASSO to fall in the range between 0 - 1: 

𝑐𝑛𝑜𝑟𝑚 =
𝑐 − 𝑚𝑖𝑛(𝑐)

𝑚𝑎𝑥(𝑐) − 𝑚𝑖𝑛(𝑐)
. (𝐴3.3) 

Conversely, RF models are independent of unit scales and do not require prior normalisation. 

Table 2.6 shows that differences between RF and LASSO started to become significant with 

increasing chla retrieval uncertainty. A likely reason for this performance difference was the ability 

of the RF to estimate outliers of the RVDs better through its underlying non-linear model.  

Table 2.6: LASSO and RF uncertainty quantification accuracies (linear scale) for each chla retrieval 

algorithm included in the uncertainty analysis. RF outperformed LASSO across all metrics for all 

algorithms. 

Chla algorithm MdAD [𝐦𝐠 𝐦−𝟑] MAD [𝐦𝐠 𝐦−𝟑] RMSE [𝐦𝐠 𝐦−𝟑] 

 LASSO RF LASSO RF LASSO RF 

OC4 -opt 0.78 0.50 1.15 0.79 1.84 1.08 

OC6 -opt 0.73 0.58 1.08 0.84 1.72 1.13 

G11 -opt 0.85 0.68 1.34 1.05 2.16 1.51 

MDN HICO 0.83 0.64 1.25 0.96 1.79 1.26 

QAAv6 (443) 1.09 0.62 1.68 0.96 2.61 1.39 

GSM HICO 2.28 1.56 4.21 3.08 7.03 6.02 

3SAA 1.50 0.92 2.42 1.56 3.77 2.42 

Gons05 2.62 2.17 3.61 3.47 5.01 4.84 

 

An exhaustive dataset with many explanatory variables is highly labour and cost intensive. Hence, 

we required an uncertainty model that can be constructed with a limited set of explanatory variables 

(here n = 89). Unlike popular neural networks, LASSO and RFs do not require high amounts of 

measurements. Other methods, such as support vector regression machines (Boser et al., 1992) or 

more advanced gradient boosting decision trees  (Chen and Guestrin, 2016) may provide similar 

performance such as the RFs used in this study and can be considered as model alternatives. 

Appendix 4. SHAP and standard variable importance 

ML libraries such as Scikit-learn (Pedregosa et al., 2011) provide measures to estimate variable 

impact on a model (thereby defining its importance). To enable the explanation of the quantified 

uncertainty by the RFs, the measure to infer variable impact must be consistently defined and 

available for each individual observation. During the construction process of a RF, each node in a 

sub-decision tree represents a split using some selection of the input variables. For regression RFs 

specifically, the aim is to gain information about the variable impact on the RF that resulted in a 

reduction of variance (or a decrease in error). However, the impact of a variable cannot be 
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consistently derived for ML models using standard variable importance measures(Altmann et al., 

2010; Grömping, 2009; Strobl et al., 2009). In practice, the implementations of the variance reduction 

criterion vary between the libraries (Zhou and Hooker, 2021). As an example, the popular eXtreme 

Gradient Boosting (XGBoost) library (Chen and Guestrin, 2016) has five metrics (total gain, gain, 

total cover, cover, weight) to measure variable importance. The use of these metrics results in 

different variable rankings when applied to the same dataset. Besides inconsistency drawbacks, 

standard importance measures share a limitation: the contribution of a variable to the model for a 

single observation is not discernible from the overall variable impact. For these reasons standard 

importance measures are insufficient to model the RVD of a chla algorithm. We therefore used SHAP 

that ensures a consistent measure of variable impact (Lundberg and Lee, 2017) and enables to obtain 

the impact of a variable for an individual observations (Du et al., 2020; Lundberg et al., 2020) recent 

review on the practices of variable importance measures can be found in (Belle and Papantonis, 

2020). 

Although SHAP has advantages over the usual measures of variable importance, it also has 

disadvantages, such as the computational effort required. To calculate a Shapley value for a variable, 

the impact of each variable (called the marginal contribution to the model) is calculated relative to 

all other variables in the model, resulting in an exponential increase in calculations. Therefore, in 

practise, exact Shapley values are not calculated, but are approximated by algorithms such as 

TreeSHAP (Lundberg et al., 2020). 
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Chapter 3:  A Bayesian approach for remote sensing of 

chlorophyll-a and associated retrieval uncertainty in 

oligotrophic and mesotrophic lakes 

This chapter was published as: Werther, M., Odermatt, D., Simis S.G.H., Gurlin, D., Lehmann, M., 

K., Kutser, T., Gupana, R., Varley, A., Hunter, P.D., Tyler, A.N., Spyrakos, E., 2022: A Bayesian 

approach for remote sensing of chlorophyll-a and associated retrieval uncertainty in oligotrophic 

and mesotrophic lakes. Remote Sensing of Environment 283, 113295. This chapter's version differs 

from the journal paper. 

Abstract 

Satellite remote sensing of chlorophyll-a concentration (chla) in oligotrophic and mesotrophic lakes 

faces uncertainties from sources such as atmospheric correction, complex inherent optical property 

compositions, and imperfect algorithmic retrieval. To improve chla estimation in oligo- and 

mesotrophic lakes and reservoirs, we developed Bayesian probabilistic neural networks (BNNs) for 

the Sentinel-3 Ocean and Land Cover Instrument (OLCI) and Sentinel-2 MultiSpectral Imager 

(MSI). The BNNs were designed with an in situ dataset of oligo- and mesotrophic water bodies (1755 

observations from 178 systems; median chla: 5.11 mg m-3, standard deviation: 10.76 mg m-3) and 

provide a per-pixel uncertainty percentage associated with retrieved chla. The BNNs largely 

outperformed existing chla algorithms when applied to various oligo- and mesotrophic lakes. Over 

the entire chla range considered in this study (0 – 68 mg m-3), accuracy gains compared to reference 

chla algorithms exceeded 15% by the OLCI and MSI BNNs. Accuracy gains > 25% were found in 

oligotrophic lakes (0 – 8 mg m-3). To measure the quality of the BNN uncertainty estimate, we 

calculated the percentage interval coverage probability (PICP), Sharpness and mean absolute 

calibration difference (MACD) metrics. The associated BNN chla uncertainty estimate included the 

reference in situ chla values for most observations (PICP 80%) across different performance 

assessments. Further analysis showed that the BNN chla uncertainty estimate was not constantly 

well-calibrated across different evaluation strategies (Sharpness 1.7 – 6, MACD 0.04 – 0.25). BNN 

uncertainties were used to exercise two strategies: 1) identification and filtering of uncertain 

estimates through scene-specific thresholds and 2) selection of the most accurate prior atmospheric 

correction algorithm per individual satellite observation to retain chla associated with the lowest 

BNN uncertainty. Both strategies improved chla product quality and demonstrate the importance of 

uncertainty estimation. This manuscript serves as a study on Bayesian machine learning for the 

estimation and visualisation of chla and associated uncertainty to generate harmonised products 

across OLCI and MSI for small and large oligo- and mesotrophic lakes. 
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3.1 Introduction 

The phytoplankton pigment chlorophyll-a concentration (chla) is widely used as a proxy of 

phytoplankton biomass and net primary production (Carlson, 1977; Y Huot et al., 2007; Poikane et 

al., 2010; Vörös and Padisák, 1991). Chla is thus an important indicator for the ecological integrity 

of aquatic ecosystems (Boyer et al., 2009). Optical sensors such as the MultiSpectral Imager (MSI) 

and Ocean and Land Cover Instrument (OLCI) aboard the Sentinel-2 and 3 satellites, respectively, 

are used to estimate chla and other optically active constituents (OACs) in lakes (Odermatt et al., 

2018; Pahlevan et al., 2020; Toming et al., 2016). The majority of inland water quality studies in the 

last decades have focussed on eutrophic water bodies (Clark et al., 2017; Coffer et al., 2021; Dekker 

and Peters, 1993; Gons, 1999; Simis et al., 2005; Urquhart et al., 2017). Compared to eutrophic lakes, 

oligo- and mesotrophic water bodies are under-sampled (Filazzola et al., 2020), which impedes the 

development and validation of chla estimation methods for oligo- and mesotrophic lakes.  

The remote-sensing reflectance 𝑅𝑟𝑠(𝜆) contains information about water column properties and 

components (Mobley, 1999; O’Reilly et al., 1998). Several approaches exist that related optical 

features in 𝑅𝑟𝑠(𝜆) to chla. The contribution from phytoplankton backscattering to the reflectance 

spectrum forms distinct reflectance peaks near 560 and 700 nm (Suits, 1975). A phytoplankton 

pigment feature at 675 nm can be offset against the near-infrared (NIR) scattering peak around 700 

nm (Gitelson, 1992; Mittenzwey et al., 1992).  A variety of two, three and four-band combination 

algorithms are based on the 700 nm and 665 nm band ratio to capture the red absorption signature of 

chla (Dall’Olmo et al., 2003; Gilerson et al., 2010; Gons, 1999; Gurlin et al., 2011; Mishra and 

Mishra, 2012; Moses et al., 2009; Pepe et al., 2001). Chla absorption and fluorescence peaks in the 

665 - 685 nm region are also at the basis of line height algorithms such as fluorescence line height 

(FLH) (Gower, 1980; Gower et al., 2004; Gupana et al., 2021), maximum peak height (MPH) 

(Matthews et al., 2012; Matthews and Odermatt, 2015) and maximum chlorophyll index (MCI) 

(Binding et al., 2013; Gower et al., 2005).  

Chla estimation in oligo- and mesotrophic systems is still associated with larger uncertainties when 

compared to eutrophic waters (Liu et al., 2021; Mouw et al., 2013; Neil et al., 2019). The causes are 

manifold. Absorption by coloured dissolved organic matter (𝑎𝐶𝐷𝑂𝑀(𝜆)) and non-pigmented 

particulate absorption (𝑎𝑁𝐴𝑃(𝜆)) may be larger than by phytoplankton pigments (𝑎𝜙(𝜆)), 

particularly at short wavelengths where band arithmetic algorithm specificity then breaks down 

(Härmä et al., 2001; Kutser et al., 2016; Mouw et al., 2013; Neil et al., 2019; Schalles, 2006). For 

analytical algorithms that invert a reflectance spectrum into inherent optical properties (IOPs) 

(Werdell et al., 2018), 𝑎𝜙(𝜆) must be precisely estimated to relate it to chla. Effects such as pigment 

packaging impact the linearity of the relationship between chla and 𝑎𝜙(𝜆)(Grzymski et al., 1997; 

Kirk, 1994; McKee et al., 2014). The scaling of 𝑎𝜙(𝜆) to chla depends on phytoplankton type and 

particle size (Johnsen et al., 1994; Lutz, 2001; Simis et al., 2007). Therefore, for analytical algorithm 
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application to estimate chla, prior information about 𝑎𝜙(𝜆) variability is required. Without system-

specific calibration, the underlying bio-optical models use default pigment mass-specific 

phytoplankton absorption (𝑎𝜙
∗ (𝜆)) values.  𝑎𝜙

∗ (𝜆) natural variability spans an order of 4 magnitudes 

in the ocean (Bricaud et al., 2004b, 1998b, 1995b), and its variability is unknown for global lakes, 

yet subject to measurement uncertainty (McKee et al., 2014). For algorithms that focus on the 

red/NIR spectral area, the phytoplankton absorption peak at 675 nm in lakes may be undetectable in 

conditions where CDOM and NAP absorption is high (Kutser et al., 2016). Moreover, non-

photochemical quenching across large euphotic depths affects the water-leaving fluorescence 

emission peak near 681 nm (Gupana et al., pers. comm.). For oligotrophic lakes, the red-NIR area of 

the spectrum has low signal to noise ratios, causing chla-related peaks to be below the detection limit. 

In recent years, machine learning (ML) methods have been developed to estimate chla in inland water 

bodies. Neural networks (NNs) developed for lakes overcome some of the issues encountered with 

band ratio methods and analytical approaches when assessed over large chla ranges (Pahlevan et al., 

2022, 2020; Schaeffer et al., 2022; Smith et al., 2021). For a ML approach to handle unseen 

observations, large training datasets of in situ and/or simulated measurements are necessary. ML 

approaches are prone to produce estimation errors when a so-called dataset shift occurs, whereby the 

IOPs and OACs of the provided, unknown input substantially differ from the measurements used 

during ML model training (Moreno-Torres et al., 2012; Ovadia et al., 2019).  Chla estimation 

uncertainty introduced through a dataset shift or other sources such as prior AC and adjacent land 

influence on the radiance distribution are common in lake remote sensing. However, current ML 

methods do not inform about the uncertainty associated with estimated chla. Through provision of 

model confidence highly uncertain estimates could be identified.  

Bayesian probability theory offers a mathematical tool to reason about uncertainty (Ghahramani, 

2015b). Bayesian probabilistic reasoning applied to NNs usually comes at a prohibitive 

computational cost. NNs with distributions placed over the weights have long been studied as 

Bayesian Neural Networks (BNNs) (MacKay, 1992; Neal, 1995) commonly through variational 

inference (VI) (Jordan and Saul, 1999; Saul et al., 1996), but with limited success (Gal and 

Ghaharamni, 2016; Graves, 2011). Approaches based on VI bring higher model complexity, which 

for the field of aquatic remote sensing is prohibitive: to represent uncertainty, the number of 

parameters in BNNs based on VI is doubled when compared to the same non-Bayesian NN size. To 

train a network with millions of parameters large input datasets are required. However, for inland 

aquatic remote sensing large datasets are sparse and only just mature through community-wide 

efforts to collate datasets ready for use with recent ML approaches (Cao et al., 2020; Pahlevan et al., 

2022; Werther et al., 2021). 

Here, we investigate a potential solution in BNNs developed through Monte Carlo Dropout (Gal and 

Ghaharamni, 2016) to obtain chla and a well-calibrated uncertainty estimate from a limited set of 

input training samples. Monte Carlo Dropout refers to the process of randomly turning off all 

outgoing connections from each neuron in a NN with a previously determined probability 𝑝 
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(Srivastava et al., 2014). Dropout can be activated during the application to unknown observations, 

which results in an ensemble of NNs to estimate a final chla value: for a single input spectrum, a 

number (𝑆) of chla estimates are made, whereby each chla estimate results from another dropout NN 

variant. 

Based on the largest available in situ dataset covering typical oligo-, meso- and eutrophic lake optical 

properties, we aim to: 1) improve the chla estimation accuracy via OLCI and MSI sensors over both 

small and large oligo- and mesotrophic lakes through Bayesian probabilistic machine learning, 2) 

provide a well-calibrated, per-pixel uncertainty percentage associated with estimated chla, and 3) 

demonstrate how the provided uncertainties can be used to deal with dataset shifts and AC errors 

commonly affecting satellite remote sensing of chla. 

3.2 Datasets 

3.2.1 Development dataset 

A dataset of 1755 in situ observations from 178 lakes and reservoirs was compiled from six sources 

to develop and evaluate the BNNs: (i) LIMNADES (Lake Bio-optical Measurements and Matchup 

Data for Remote Sensing (https://limnades.stir.ac.uk/)), (ii) Wisconsin DNR (U.S.), (iii) Earth and 

Planetary Observation Sciences (EPOS) (Scotland, UK), (iv) the University of Tartu (Estonia), (v) 

the University of Waikato (New Zealand (NZ)) and the (vi) LéXPLORE Platform (Lake Geneva, 

Switzerland). Only samples containing above-water 𝑅𝑟𝑠(𝜆) and chla measurements were considered 

for this study. Where available, total suspended matter (TSM) dry weight and the absorption by 

Figure 3.1: Spatial distribution of the 10 in situ measurement regions constituting the dataset of this 

study. Grouped regions share the same colour. Number of samples taken in the indicated polygon is 

shown in brackets. See Appendix 1 for a detailed description of the dataset regions. 
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CDOM at 443 nm (𝑎𝐶𝐷𝑂𝑀(443)) were included in the dataset. For algorithm development and 

validation we separated the measurements from these datasets into 10 regions (Figure 2.1) to evaluate 

the BNNs on independent geographical regions, as previously demonstrated for ML algorithm 

development (O’Shea et al., 2021; Pahlevan et al., 2022). Details about the regions and included 

water bodies are provided in Appendix 1. Datasets in LIMNADES were described in (Spyrakos et 

al., 2018) and references therein. Measurements from Wisconsin DNR were taken across the U.S. 

State of Wisconsin between spring 2014 and autumn 2016. The Wisconsin DNR dataset was used in 

recent algorithm development and inter-comparison studies (Pahlevan et al., 2021b, 2020). 

Collection methods and details are provided in Werther et al. (in revision). Measurements provided 

by the University of Tartu were previously detailed in (Kutser et al., 2013; Soomets et al., 2020). The 

measurements from lakes in NZ refer collectively to two datasets. The first one was collected by the 

University of Waikato between 2015 and 2019 and has been previously published (Pahlevan et al., 

2022, 2020). The second dataset refers to data collected jointly by the University of Waikato and 

University of Stirling in 2020 (referred to as NZ 2020). The NZ 2020 dataset is unpublished and 

described in Appendix 2. Surface chla obtained through calibration of in vivo fluorescence 

measurements and 𝑅𝑟𝑠(𝜆) from the LéXPLORE platform (https://lexplore.info/) in Lake Geneva 

were measured between 2018/10 and 2021/09. Measurement details are provided in Appendix 3 and 

in Irani Rahaghi et al. (pers. comm.). 

Optical water types (OWTs) were used to define the development and application range of the BNNs 

(Moore et al., 2014, 2001; Spyrakos et al., 2018). OWTs membership was derived through estimation 

of the spectral angle (Kruse et al., 1993; Liu et al., 2021). For all 𝑅𝑟𝑠(𝜆) an OWT membership score 

was calculated and the OWT with the highest similarity score assigned. Observations assigned to 

OWT 5 were small (n = 40) in this dataset. The corresponding systems were high in CDOM 

absorption and low in chla, known to be challenging for retrieval algorithms (Kallio et al., 2015; 

Kutser et al., 2016; Toming et al., 2016). 

  

Figure 3.2: OWTs 2, 3, 4, 5 and 9 used for the development and application of the BNNs. (A) Spectral 

medians. (B) Frequency per OWT. 
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The chla range of the dataset represents typically encountered oligo-, meso- and eutrophic conditions 

(median 5.11 mg m-3, mean 9.45 mg m-3, standard deviation: 10.76 mg m-3, maximum 68 mg m-3) 

(Figure 3.3). 167 observations (9.5%) in the dataset exhibit chla > 25  mg m-3 with a maximum of 68 

mg m-3 to account for seasonal shifts in phytoplankton abundance and community composition that 

may occasionally exceed mesotrophic trophic status (TS) in lakes. The BNN development and 

assessments in this study are thus focussed on oligo- and mesotrophic lakes, as these water types are 

under-represented in lake remote sensing of chla. 

3.2.2 Satellite data processing  

Match-ups were generated for the period 2018/10 to 2021/09 between coinciding in situ 

measurements taken on the LéXPLORE platform and satellite observations from Sentinel-3A/B 

OLCI 300m resolution and Sentinel-2A/B MSI 20m resolution. The closest OLCI and MSI sensor 

overpass within +- 2 hours of the in situ measurement was selected. For OLCI and MSI (in their 

respective resolution) the closest valid pixel south of the platform surrounded by at least 3x3 valid 

pixels was used as the match-up location. Valid pixels were identified through the IdePix 

(Identification of Pixel features) algorithm (Skakun et al., 2022; Wevers et al., 2021). Data flagged 

as invalid, cloud (including ambiguous, sure, and a 2-pixel buffer) or cloud shadow, snow/ice, bright, 

coastline land, white and glint risk were excluded.  

For AC of OLCI and MSI data, the POLYMER (Steinmetz et al., 2011) and Case 2 Region 

CoastColour (C2RCC) (Brockmann et al., 2016) algorithms were selected. POLYMER and C2RCC 

AC performances were previously compared for OLCI and MSI (Liu et al., 2021; Pahlevan et al., 

2021; Warren et al., 2021, 2019) and a detailed validation of POLYMER for Lake Geneva is 

presented in Irani Rahaghi et al. (pers. comm.). Both ACs are widely used in combination with 

algorithms for the retrieval of chla in lakes (Kravitz et al., 2020; Liu et al., 2021; O’Shea et al., 2021; 

Pahlevan et al., 2020, 2022; Pereira-Sandoval et al., 2019; Smith et al., 2021). 

Figure 3.3: Log-distributions of (A) chla, (B) TSM and (C) 𝑎𝐶𝐷𝑂𝑀(443) for the entire dataset. 

Denoted are median (𝑥), mean (𝜇) and standard deviation (𝜎) of the respective parameter. 
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3.3 Methodology 

3.3.1 Bayesian Neural Networks 

At the heart of all BNNs is the Bayesian theorem: 

𝑝(𝜃|𝐷) =
𝑝(𝐷|𝜃)𝑝(𝜃)

𝑝(𝐷)
, (3.1) 

where 𝑝(𝜃|𝐷) is the posterior, i.e., the probability of a certain value of a neural network parameter 

𝜃 given the data 𝐷, 𝑝(𝐷|𝜃) the inverse, 𝑝(𝜃) the prior and 𝑝(𝐷) the quantity (also known as the 

marginal likelihood) (Bolstad and Curran, 2016). In Bayesian statistics, 𝜃 is not defined by one value 

but has an uncertainty described by a probability distribution 𝑝(𝜃). This distribution, 𝑝(𝜃), defines 

the probability value of each parameter value 𝜃. For a Bayesian model to obtain a predictive chla 

distribution, the weight distribution of the neural network is averaged: 

𝑝(𝑦|𝑥𝑡𝑒𝑠𝑡 , 𝐷) = ∑(𝑝(𝑦|𝑥𝑡𝑒𝑠𝑡 , 𝜃𝑖)

𝑖

∙ 𝑝(𝜃𝑖|𝐷), (3.2) 

where 𝑥𝑡𝑒𝑠𝑡 is an input test 𝑅𝑟𝑠(𝜆) observation and 𝜃𝑖 denote the weights 𝑤𝑖 of the NN.  

Replacement of NN weights with distributions is computationally costly and requires large amounts 

of training data, which is scarce in lake remote sensing. In this study we therefore used Monte Carlo 

(MC) dropout applied to NN layers (Gal and Ghaharamni, 2016). MC dropout replaces each fixed 𝜃𝑖 

of a deterministic NN with a binary distribution, whereby either zero or the value 𝜃𝑐 for a NN 

connection are obtained. Using MC dropout, our NNs predicted S-times chla for a single reflectance 

input spectrum. S was set to 50 in this study. Each of the S predictions originated from a different 

NN variant that corresponded to a sampled network constellation. Combining the S dropout estimates 

resulted in a chla probability distribution: 

𝑝(𝑦|𝑥𝑡𝑒𝑠𝑡, 𝐷) =
1

𝑆
∑ 𝑝(𝑦|𝑥𝑡𝑒𝑠𝑡, 𝜃𝑖)

𝑆

𝑖 = 1

, (3.3) 

which is an empirical approximation to Eq. 3.3 that captured both the NN model (epistemic) and the 

intrinsic aleatoric uncertainty (Abdar et al., 2021). We then sampled from all determined Gaussian 

distributions: 𝑦 ~ 𝑁(𝜇𝑥,𝜃,𝜎𝑥,𝜃), where 𝜇𝜃  is the chla mean and 𝜎𝜃 the standard deviation. Because 𝜎 

was a distribution, for each chla estimate y we calculated the 95% confidence interval (CI) and then 

estimated the width of the CI (𝐶𝐼𝑤) to get an absolute number. 𝐶𝐼𝑤 was divided by two to obtain 

uncertainty ± of 𝑦 and the entire term was multiplied by 100 to obtain a BNN percentage uncertainty 

for estimated chla:  

𝜀(%) =  (

𝐶𝐼𝑤
2
𝑦

) ∙  100. (3.4) 
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3.3.2 BNN processing 

In situ 𝑅𝑟𝑠(𝜆) were convolved to match the relative spectral response (RSR) of the OLCI instruments 

on Sentinel-3A and 3B and the MSI instruments on Sentinel-2A and B, and were used as inputs to 

the BNNs. Distinct BNNs were developed for OLCI S3A/B and MSI S2A/B. For the OLCI BNNs 

we selected the 12 bands from 413 through 778 nm (omitting the oxygen bands at 761, 764 and 767 

nm). 

The waveband centred at 400 nm was excluded because the majority of in situ 𝑅𝑟𝑠(𝜆), did not extend 

to < 400 nm and therefore could not be convolved to match the OLCI band. For MSI, all 7 bands 

from 443 to 783 nm were selected. For clear oligotrophic waters, negative 𝑅𝑟𝑠(𝜆) in one or more 

red-NIR wavebands are likely to occur when using POLYMER, but not when using C2RCC. 

Negative values can cause unpredictable behaviour of the BNN which may lead to high chla 

uncertainty. All negative values 𝑅𝑟𝑠(𝜆) > 665 nm in the in situ dataset were set to zero for BNN 

training and during pre-processing of test observations. 𝑅𝑟𝑠(𝜆) input features were then normalised 

to fall between the 0 – 1 range. Each feature was treated individually such that it was in the given 

range of the dataset between 0 and 1. Normalisation reduced the required training time and smoothed 

the process of minimising the loss function of the network, the negative log-likelihood (NLL) in this 

study. NLL is a standard measure of the quality of estimate of a probabilistic model (Hastie et al., 

2001). 

Since the BNNs are based on MC dropout, a stochastic process is involved. To obtain a representative 

BNN for the different evaluation strategies (see section 3.3 below), 10 BNNs were trained for each 

sensor and applied to the respective test observations once. The median of the 10 different networks 

Figure 3.4: Processing scheme of the BNNs based on Monte Carlo dropout. For MSI the first band 

is 443 nm. Pre-processing includes the spectral convolution of the training data, normalisation of 

both training and unknown (test) observations and treatment of negative 𝑅𝑟𝑠(𝜆) values. 
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was used as the final estimate we report, compared to recent practice of NNs with stochastic elements 

(O’Shea et al., 2021; Pahlevan et al., 2022, 2020). For the evaluation on in situ data, the S3A and 

S2A BNNs versions were used. For match-ups with MSI 2A/B and OLCI 3A/B the BNN version 

corresponding to the respective instrument was selected. 

3.3.3 BNN performance assessment 

Five different assessments were conducted to evaluate the quality of the chla and uncertainty BNN 

products under varying conditions: (i) a randomised 50/50 training/test data split, (ii) a leave-one-

out exercise (LOO) using in situ observations, (iii) BNN OLCI and MSI LéXPLORE match-ups, (iv) 

a LéXPLORE 3 ½ year time-series (including the match-ups) and lastly (v) single-day product 

visualisations over both large and small lakes in Europe, New Zealand, Africa and Canada. The 

BNNs were compared to state-of-the-art chla algorithms. Details of these assessments are provided 

in the following sections. 

3.3.3.1 50/50 training/test data split 

For an assessment of overall BNN performance on in situ data, the development dataset (n = 1755) 

was split into 50% training (n = 878) and 50% test (n = 877) sets, following recent ML assessment 

practices (O’Shea et al., 2021; Pahlevan et al., 2020). The observations in the two sets were randomly 

drawn from all regions of the entire dataset. The 50% training data were further split into a training 

(60%; 526 observations) and validation set (40%; 352 observations). An initial OLCI and MSI BNN 

was constructed using this training subset (n = 526), and the performance of these BNN versions was 

evaluated on the validation set (n = 352) to find an optimal architecture and to tune the hyper-

parameters of the BNNs through Bayesian optimisation implemented in the Python package Weights 

& Biases (Biewald, 2020; Werther et al., 2021a). BNNs were continually improved by tracking the 

loss on the validation data. Once the validation loss plateaued, the BNNs were re-trained with the 

entire training set (878 / 1755 observations) and then applied to the test set. The OLCI and MSI BNN 

performances on the test set across OWTs and TS classes using the definition by OECD (1982) were 

recorded. 

A randomised 50/50 split of training and test data has two major limitations. First, training and test 

datasets share the same distribution of OACs (assured through prior randomisation of the overall 

dataset), which may not occur in a situation outside of model development. Performance under 

dataset shifts can therefore not be analysed. Second, the performance of the BNN OLCI and MSI 

versions in this assessment does not represent their final models, as these versions were only trained 

with 50% of the training data. The final BNN versions made publicly available with this article were 

re-trained with the entire dataset (n = 1755). The final hyper-parameter configuration of the OLCI 

and MSI BNNs is listed in Appendix 4. 
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3.3.3.2 Leave-one-out 

We simulated dataset shifts with all available in situ measurements through a leave-one-out (LOO) 

strategy (O’Shea et al., 2021; Pahlevan et al., 2022). In LOO, a BNN was trained with measurements 

from all regions except for one region. The BNN was then applied to the left-out region and the entire 

process was repeated until each region was left-out. Through the LOO strategy we assess the 

generalisation performance of the BNN for independent systems (represented by a region) that were 

not part of the training process, and which may thus not share the same OAC distribution. We note 

that the performance of the BNNs for different regions may underestimate overall model 

performance. Whilst different in situ measurement techniques between the datasets were used, the 

measurement consistency between regions is unknown. Individual regions may thus carry varying 

degrees of measurement uncertainty.  

3.3.3.3 Lake Geneva match-ups and time series assessments 

To evaluate the BNNs with independent satellite match-ups, a training set excluding observations 

from Lake Geneva was created. OLCI and MSI BNNs were trained with the exact same set of bands 

and architecture as in the 50/50 training/test split and LOO assessments. The match-up evaluation on 

Lake Geneva facilitated to assess how well the BNNs trained with a semi-global in situ dataset of 

lake properties transfer to an individual system measured through satellite sensors, thereby 

representing a common use-case of the newly developed algorithm.  

3.3.3.4 Comparison with other chla algorithms 

Using the 50/50 split, LOO and match-up performance assessments we evaluated the accuracy of the 

OLCI and MSI BNNs versus five published chla algorithms representing a variety of techniques 

(hereafter reference algorithms). These included the OLCI and MSI Mixture Density Networks 

(MDNs)((Pahlevan et al., 2020), the red/NIR Gons05 (Gons et al., 2005), the red/NIR band ratio G11 

(Gurlin et al., 2011), the blue/green band ratio OC3 (O’Reilly et al., 1998; O’Reilly and Werdell, 

2019), and the Blend algorithm (Smith et al., 2018) which switches between OCI (Hu et al., 2012) 

and the red-NIR approach by Gilerson et al. (2010) and blends their estimates using empirically 

derived thresholds. 

To reduce bias resulting from calibration of the published algorithms on different datasets, the G11, 

OC3 and Blend model coefficients were optimised (denoted as -opt) through non-linear least squares 

fitting against the same training datasets used in the evaluation strategies (identical to the 

observations for training the BNNs). For Lake Geneva match-ups, all measurements were provided 

for optimisation, except for the observations measured in Lake Geneva. Algorithms using OLCI 

wavebands were included in their originally published configuration (denoted as -org) and with 

optimised coefficients (denoted as -opt). For Blend in the OLCI configuration only the OC4 

algorithm was optimised, and for Blend in the MSI configuration the OC3 algorithm was used instead 
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of OC4 because the 510 nm band in OC4 is not available on MSI. MSI band positions of Gons05, 

G11 and OC3 (also used in Blend) were slightly shifted, namely from 490, 708 and 778 nm to 492, 

704 and 783 nm, which was successfully demonstrated previously in Warren et al. (2021). Optimised 

model coefficients are tabulated in Appendix 5. For the OLCI and MSI MDNs specifically, in the 

LOO assessment regions 5 and 9 were excluded from the evaluation because these were already used 

in full as part of the training set of said algorithms. Their inclusion would thus not represent an 

independent comparison per region. 

3.3.4 Accuracy and uncertainty calibration metrics 

Performance metrics used to assess the chla retrieval accuracy included median symmetric accuracy 

(MdSA, in %) and symmetric signed percentage bias (Bias, in %) (Morley et al., 2018). In addition, 

the mean absolute difference (MAD, in mg m−3) and median absolute percentage difference (MAPD, 

in %) are provided (Seegers et al., 2018). These metrics were calculated in log space.  

BNN uncertainty estimates may not capture the true data distribution (Lakshminarayanan et al., 

2017). For example, a 90% confidence interval (CI) may not contain the reference in situ chla 

concentration in 9/10 scenarios. The BNN uncertainty estimate is miscalibrated when the CI does 

not include the reference in situ chla. To assess the quality of the BNN chla uncertainty calibration 

we calculated three metrics between the BNN model estimated (e) and observed (o) in situ chla: 

Percentage interval coverage probability (PICP; denoted 𝜌). The percentage of observations for 

which in situ chla lies within the 95% confidence interval of the BNN chla estimate: 

𝜌 =  
1

𝑁
∑ 𝟙

𝑜𝑛 ≤ 𝑒𝑛
ℎ𝑖𝑔ℎ 

𝑁

𝑛 = 1

∙ 𝟙𝑜𝑛 ≥ 𝑒𝑛
𝑙𝑜𝑤 , (3.5) 

where 𝑒𝑛
ℎ𝑖𝑔ℎ 

 is the 97.5% percentile and 𝑒𝑛
𝑙𝑜𝑤 is the 2.5% percentile of the BNN estimated chla for 

an input 𝑥𝑛 (Yao et al., 2019). The higher the 𝜌 [%] value, the more in situ chla values were covered 

by the BNN uncertainty estimate. 

Sharpness (denoted 𝜎). The standard deviation (var) of a chla estimate whose cumulative distribution 

function (𝐹𝑁) should be small: 

𝜎 = √
1

𝑁
∑ 𝑣𝑎𝑟(𝐹𝑁)2

𝑁

𝑛 = 1

. (3.6) 

Sharpness represents the average of the BNN estimated chla standard deviations (Tran et al., 2020). 

Mean absolute calibration difference (MACD; denoted 𝜏). MACD is a statistic to measure calibration 

relative to an ideal reliability diagram. Reliability diagrams show expected observation accuracy as 

a function of confidence (Degroot and Fienberg, 1983; Niculescu-Mizil and Caruana, 2005). To 

compute MACD, chla estimates were sorted and divided into b equally-spaced bins (b = 100 in this 

study) with an approximately equal number of BNN chla estimates in each bin: 
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𝜏 = ∑
𝑛𝑏

𝑁
∙ |𝑎𝑐𝑐(𝑏) − 𝑐𝑜𝑛𝑓(𝑏)|,

𝐵

𝑏 = 1

(3.7) 

where 𝑛𝑏 is the number of chla estimates in bin 𝑏, 𝑁 is the total number of observations, and 𝑎𝑐𝑐(𝑏) 

and 𝑐𝑜𝑛𝑓(𝑏) are the accuracy and confidence in bin 𝑏 (Guo et al., 2017; Nixon et al., 2019). The 

smaller the values of Sharpness and MACD, the more accurate the uncertainty calibration. 

3.4 Results 

3.4.1 50/50 dataset split 

OLCI and MSI BNNs outperformed the reference chla algorithms (MdSA 12 – 21% lower) (Figures 

3.5, 3.6). The OLCI BNN was slightly more accurate than its MSI version (2 - 3% difference in 

MdSA). Lower accuracy in the estimation of chla from MSI compared to OLCI was also observed 

when the reference chla algorithms were employed (Figure 3.7). For OLCI, optimisation of model 

coefficients from G11, OC3 and Blend improved the estimates by 8 – 25% (MdSA). Thus, the 

optimisation process of the coefficients is considered transferable to MSI.  

Large over- and underestimates of chla were observed for concentrations between 0 and 1 mg m-3 

across all the algorithms. Only 65 data points (13.5 % of the total) were available in this concentration 

range in the test set. Chla estimates from the algorithms used for comparison became markedly more 

accurate for concentrations greater than 10 mg m-3. Varying retrieval accuracies became more 

apparent when the assessment was tabulated per TS class (Table 3.1). The OLCI BNN was > 25% 

and the MSI BNN > 35% more accurate for oligotrophic waters (0 – 8 mg m-3) than the reference 

algorithms. Red/NIR algorithms started to become highly accurate in mesotrophic waters (8 – 25 mg 

Figure 3.5: Chla retrieval results by the OLCI BNN and reference algorithms in the 50/50 

training/test split assessment. For G11, OC3 and Blend chla retrievals through original coefficients 

(-org) are shown in grey, and optimised coefficients (-opt) in colour. 



 

92 

m-3) (Table 3.1).  For eutrophic waters (> 25 mg m-3) the red/NIR OLCI Gons05 algorithm was most 

accurate (MdSA 13.98%), but its performance did not transfer to MSI. Across OWTs, the BNNs 

consistently outperformed the reference algorithms (Table 3.2). For OWT 5 it is to note that only 15 

observations were assigned to it, thus the evaluation is not representative. The low number in this 

OWT originated from the randomisation of the entire dataset prior to training and evaluation of the 

algorithms. Uncertainty calibration by the OLCI and MSI BNNs was accurate (MACD 0.051 and 

0.056, respectively) and PICP included > 83% of the in situ chla measurements. Sharpness of 3.18 

(OLCI) and 3.38 (MSI) across the large concentration range was moderate - low. Highly uncertain 

estimates were identified by both BNN configurations. 

Table 3.1: Retrieval accuracies the chla algorithms per TS class for the test set, compared through 

the MdSA (in %) metric. Lowest MdSA achieved by an algorithm for each TS in bold. 

              OLCI 

 

Chla 

algorithm 

Oligotrophic (chla <= 

8 [mg/m3]; n = 548) 

Mesotrophic (chla >= 8 and 

<= 25 [mg/m3]; n = 253) 

Eutrophic (chla >= 25 

[mg/m3]; n = 76) 

BNN 28.78 18.95 17.28 

MDN 76.43 25.33 19.37 

Gons05 54.60 30.00 13.98 

G11 -opt 75.09 19.26 34.85 

OC3 -opt 78.95 44.97 191.88 

Blend -opt 83.21 24.74 19.84 

Figure 3.6: Chla retrieval results by the MSI BNN and reference algorithms in the 50/50 training/test 

split assessment. 
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      MSI 

 

BNN 32.42 19.14 19.77 

MDN 71.13 26.43 20.94 

Gons05 81.57 20.28 46.41 

G11 -opt 72.58 17.52 35.98 

OC3 -opt 79.54 47.20 207.57 

Blend -opt 81.97 27.15 21.27 

 

Table 3.2: Retrieval accuracies of the chla algorithms for OLCI (top) and MSI (bottom) for the test 

set per OWT class, compared through the MdSA (in %) metric. Lowest MdSA achieved by an 

algorithm for each OWT in bold. 

       OLCI 

Chla 

algorithm 

OWT 2 (n = 

261)  

OWT 3 (n = 

257) 

OWT 4 (n = 

149) 

OWT 5 (n = 

13) 

OWT 9 (n = 

197) 

BNN 23.21 27.73 20.82 42.51 23.67 

MDN 36.87 64.72 47.53 109.67 44.73 

Gons05 37.48 136.90 31.90 60.51 49.07 

G11 -opt 32.71 82.80 34.47 47.48 39.66 

OC3 -opt 65.25 66.49 134.44 443.42 57.21 

Blend -opt 41.11 69.44 41.31 24.82 55.09 

 

MSI 

 

BNN 24.27 23.14 18.22 19.67 28.49 

MDN 30.16 67.32 51.76 83.30 41.10 

Gons05 32.02 107.92 40.09 63.58 66.14 

G11 -opt 29.72 63.43 39.23 36.52 46.04 

OC3 -opt 72.57 59.26 135.18 433.24 57.65 

Blend -opt 44.06 102.98 36.62 37.20 51.26 
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3.4.2 Leave-one-out: BNN generalisation ability 

In the LOO assessment, the OLCI BNN MdSA was expectedly higher for some regions (MdSA 

between 19 – 59%) than for the 50/50 training/test split assessment. In comparison the OLCI BNN 

outperformed  

the reference algorithms in 7/10 regions and remained competitive for the remaining regions. Highest 

gains in retrieval accuracy by the OLCI BNN were made for region 4 consisting of the UK, Sweden, 

Finland and Estonia (MdSA 19% lower), the South African reservoirs representing region 7 (MdSA 

18% lower) and Lake Erie, Ontario, and Winnipeg of region 10 (MdSA 40% lower). For most 

regions, MSI MdSA was only slightly higher than for OLCI. However, the largest difference in 

retrieval accuracy between the MSI and OLCI BNN configurations was linked to regions 4 and 10, 

whereby the MSI config uration was about 20% less accurate. The results of the independent region 

evaluation emphasise that measurements included in this dataset are representative for other regions 

of the globe. Consequently the dataset enabled a robust generalisation of the BNNs to systems that 

shared the same OWTs, but that were from regions not included in the respective training dataset.  

Through LOO, the effectiveness of the uncertainty calibration can be analysed (Figure 3.8). MACD 

and Sharpness did not co-vary linearly with chla accuracy. For example, OLCI MdSA in regions 2, 

5 and 9 was the smallest (see Figure 3.7), but the corresponding uncertainty metrics were not 

consistently small, too. In region 9, chla accuracy with MdSA < 20% was achieved, but MACD (> 

Figure 3.7: Change in MdSA of the chla algorithms for each region as part of the LOO assessment. 

 

Figure 3.8: BNN uncertainty calibration metrics PICP (𝜌), Sharpness (𝜎) and MACD (𝜏) per region 

as part of the LOO assessment. 
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0.20) and Sharpness (> 5) were high in comparison to other regions. Nevertheless, region 9 PICP 

was 100%, indicating that all BNN chla estimates fell within the estimated confidence intervals 

covering the reference in situ chla value. Overall, OLCI PICP was on average 7% higher than MSI 

(85.24% and 78.36%, respectively). Although the MSI BNN was only slightly less accurate in the 

retrieval of chla, the algorithm was less certain about its estimates resulting in a lower PICP 

percentage and higher MACD.  

3.4.3 Lake Geneva match-ups 

Satellite-derived 𝑅𝑟𝑠(𝜆) for in situ match-ups over Lake Geneva were generated through POLYMER 

and C2RCC applied to OLCI and MSI products. POLYMER calculated negative values in several 

red bands of the spectrum for 21 OLCI and 12 MSI match-ups. To assure a better match-up 

comparison of the chla algorithm performances, the 21 OLCI and 12 MSI observations obtained 

through POLYMER were excluded. Further, Gons05 and G11 were excluded because these red/NIR 

algorithms showed the largest retrieval uncertainties in the 50/50 split and LOO assessments for chla 

< 10 mg m3. Chla retrievals from OLCI Polymer and C2RCC were more accurate than for MSI from 

the evaluated algorithms. OLCI POLYMER OC3 -org and Blend -org configurations were most 

accurate (MdSA 48.41% and 36.61%, respectively), closely followed by the BNN (MdSA 49.75%). 

Optimising the OC3 and Blend algorithms coefficients did not improve the chla estimation for the 

match-ups, unlike in the 50/50 split and LOO assessments. The optimisation of the OC3 and Blend 

algorithm coefficients systematically increased the underestimation of chla (Bias > -70%). The 

reason for this difference lays in the large value range of the training set used for the algorithm 

coefficient optimisation, which was naturally higher than the variation in Lake Geneva. 

Algorithms using OLCI imagery corrected through POLYMER underestimated chla (Bias between 

-21% for BNN and -174% for MDN). For OLCI C2RCC match-ups the BNN was four times more 

accurate than the OC3 and Blend configurations. The reference algorithms performed worse on OLCI 

Figure 3.9: LéXPLORE platform (Lake Geneva) OLCI match-up chla estimates from BNN, MDN, 

OC3 -org & -opt and Blend -org and -opt algorithms. For OC3 and Blend, grey markers indicate the 

original and coloured markers the optimised algorithm coefficients. 
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observations compared to the in situ 50/50 training/test set split and LOO assessments, which 

indicates that the reference algorithms were more affected by AC uncertainties than the BNN. 

Contrary to POLYMER, C2RCC OLCI and MSI BNNs overestimated chla, resulting in less 

variability of estimated chla. PICP was high (> 75%) across all four sensor and AC combinations, 

and MACD values were similar to the previous LOO analysis on independent region data. Sharpness 

values were lower than in the 50/50 split and LOO assessments, indicating small average standard 

deviations and thus a better uncertainty calibration. OLCI and MSI MDNs systematically 

underestimated chla across all four sensor and AC configurations (MdSA > 176%, Bias > 174). 

 

4.4 Lake Geneva time series 

 

Figure 3.11: BNN OLCI time series of LéXPLORE (Lake Geneva), including all match-ups. 

Figure 3.10: LéXPLORE platform (Lake Geneva) MSI match-up chla estimates from BNN, MDN, 

OC3 -org, OC3 -opt, Blend -org and Blend -opt algorithms. For OC3 and Blend, grey markers 

indicate the original and coloured markers the optimised algorithm coefficients. 
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Figure 3.12: BNN MSI time series of LéXPLORE (Lake Geneva), including all match-ups. 

Phytoplankton vertical variability is seasonal in Lake Geneva (Minaudo et al., 2021) and a major 

factor driving optical properties (Nouchi et al., 2018). The impacts of phytoplankton vertical 

variability and its effect on remote sensing retrievals is still poorly understood. Seasonal variations 

overs the low to moderate chla range (0 – 8 mg m-3) were accurately estimated by the OLCI BNNs 

during the four-year period, independent of the prior AC algorithm. The confidence intervals in most 

cases (> 80% PICP) captured the corresponding in situ chla value (see Figures 3.9, 3.10). For a spring 

bloom in 2020, moderate to high chla (8 – 12 mg m-3) was not estimated with similar precision when 

compared to low chla across the four years. The confidence intervals were too small and did not 

contain most of the high peaks during the bloom. Conversely, in situ estimates in August – September 

2021 with chla > 5 mg m-3 were closely matched by the OLCI and MSI BNNs.  

The MSI BNNs showed a larger spread in the low to moderate chla range compared to the OLCI 

BNNs, with wider confidence intervals. Larger and less precise intervals (higher Sharpness) via MSI 

agree with the results of the 50/50 split and the match-up assessments. The uncertainty estimates by 

the OLCI BNNs were throughout the exercises more accurately calibrated. Across the time series, 

𝑅𝑟𝑠(𝜆) derived through POLYMER were associated with higher BNN chla uncertainty than through 

C2RCC. Between April and May 2021, POLYMER estimated negative 𝑅𝑟𝑠(𝜆) values in red bands 

(not shown) which led to higher uncertainty in chla estimates compared to more stable and lower 

chla estimates following from C2RCC for the same period.  

3.4.4 OLCI and MSI BNN chla and uncertainty products 

The BNNs were applied to several OLCI and MSI images over lakes with varying optical properties 

to assess horizontal consistency and visualise chla estimates alongside retrieval uncertainties. Single- 
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day products over Lake Geneva, the Southern Island in New Zealand (SNZ), Lake Turkana in Kenya 

and boreal areas of Sweden and Canada were processed. Figure 3.13 illustrates OLCI BNN chla 

Figure 3.14: OLCI BNN chla and uncertainty products over southern New Zealand, 9th of February 

2020. Chla was measured in situ at the location of Lake Hawea (star symbol) as 0.89 𝑚𝑔 𝑚−3 during 

the overpass. 

Figure 3.13: OLCI BNN chla and uncertainty products obtained through C2RCC AC over Lake 

Geneva on 13th of March 2020 (A, B), 11th of November 2020 (C, D) and 21st of August 2021 (E, 

F). 
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through prior C2RCC AC and associated uncertainty products over Lake Geneva from March 2020, 

November 2020, and August 2021. The maps using the BNN match the time series chla patterns and 

ranges for Lake Geneva from the oligotrophic states in March 2020 to mesotrophic levels in August 

2021 (Soulignac et al., 2018). 

The retrieval uncertainties ranged between 20 – 60% in Lake Geneva similar to the results of the 

previous match-up and time series assessments. The results over the LéXPLORE location can thus 

be considered transferable to other regions of the lake. During March 2020, areas with high 

uncertainty are observed near the north shore of Lake Geneva, likely associated with contamination 

of water-leaving radiance by bottom reflectance, adjacent land, or both. 

Figure 3.15: BNN-C2RCC chla and uncertainty products for MSI (20 m) over Sweden (A, B, C) on 

11th of October 2021, and Canada on 16th of October (D, E, F) and 4th of November 2021 (G, H, I). 

A, D, G represent MSI L1 products with true water colours obtained from top-of-atmosphere sensor 

radiance, while B, E, H depict produced chla. C, F, I represent associated chla uncertainty. White 

and yellow boxes surround small water bodies with high BNN uncertainty. See explanations in this 

section for the boxes. 
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OLCI products processed with C2RCC and POLYMER for SNZ are shown in Figure 3.14. BNN 

chla products varied spatially between the lakes and AC algorithms. Moreover, uncertainties of 

C2RCC derived-chla were significantly higher (between 50 - 100%) than for POLYMER, as shown 

in Figure 3.14. Unlike for Lake Geneva, POLYMER did not produce negative 𝑅𝑟𝑠(𝜆) in any 

wavebands over this area. A surface measurement of in situ chla in Lake Hawea (stars on Figure 

3.14) was 0.89 mg m-3 on the 9th of February during the Sentinel-3 overpass, which closely matched 

the BNN chla of this scene. Overall, highest uncertainties were generated for chla < 1 mg m-3, a range 

Figure 3.16: BNN chla and uncertainty products for Lake Turkana (Kenya) on 13th of December 

2021 and 14th of January 2022 using C2RCC and POLYMER ACs. A, H: OLCI L1 RGB. B, E, I, L: 

BNN chla. C, F, J, M: Associated uncertainty. D, G, K, N: Filtered pixels based on uncertainty higher 

than 85% for Dec. 2021 and 65% for Jan. 2022. 
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for which training data were scarce. The scarcity became apparent in the top left corner of the imagery 

in the clear coastal waters. The uncertainties for chla < 1 mg m-3 were similar to the results of the 

initial 50/50 split analysis. Highest chla retrieval uncertainties from the BNN and the reference 

algorithms are observed in this concentration range.  

The MSI BNN generates high-quality chla products for small water bodies (SWBs). Figure 3.15 

contains BNN MSI products over SWBs of Canada and Sweden. Satellite-derived 𝑅𝑟𝑠(𝜆) from 

SWBs are prone to adjacency effects which degrade the quality of the retrievals (Paulino et al., 2022; 

Sterckx et al., 2011b). In Figure 3.15 D-F, small lakes contained water pixels (white squares) for 

which the MSI BNN produced high uncertainties. Associated reflectance spectra of small lakes in 

this scene used to retrieve chla were influenced by the proximity to land, resulting in high uncertainty. 

The MSI BNN products demonstrate sensitivity to changes in chla between the lakes captured on 

this scene. Consistent with OLCI BNN retrievals, lake areas depicted in MSI BNN products exhibited 

higher uncertainties where chla was lowest (Figure 3.15 A, B, C). In November 2021 (Figure 3.15 

Figure 3.17: BNN OLCI merged uncertainty and chla products from 13th of December 2021 and 14th 

of January 2022 over Lake Turkana. See Figure 3.16 for the products used for the merge. 
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G-I) the RGB of “Clearwater Lake” appears extremely bright (see yellow square), which the BNN 

associated with high chla uncertainty. 

OLCI BNN products from December 2021 and January 2022 (Figure 3.16) cover the largest desert 

lake in the world, Lake Turkana (Kenya), known for its spatially variable optical properties (Liu et 

al., 2021d; Tebbs et al., 2020). OLCI BNN products over Lake Turkana captured a gradient in chla 

of the more turbid waters in the north of the lake than towards the southern end. BNN chla following 

C2RCC (Figure 3.16 B, J) was higher (2 – 6 mg m-3) than through POLYMER (2 – 3.5 mg m-3; F, 

N). Chla uncertainties from C2RCC were approximately 50% lower than by POLYMER for both 

days. The product uncertainties can be used to filter retrievals and exclude areas of water bodies for 

which the BNN assigned high uncertainty. Rrs(λ) from POLYMER caused the BNN to produce 

unrealistic patches of chla around 1 mg m-3 (Figure 3.16 F, N). These patches do not resemble the 

optical gradient apparent in the area and were not produced through prior C2RCC AC. In contrast, 

for the Jan. 2022 product (Figure 3.16 K), C2RCC reflectance spectra caused the BNN to generate 

unrealistically low chla in the middle of the lake and nearshore when compared to neighboring pixels 

(Figure 16 J). The unusual BNN chla patches and areas caused by the POLYMER and C2RCC ACs 

were consistently associated with 40 – 100% higher uncertainties than surrounding pixels (Figure 

3.16 G, K, O). These highly uncertain areas over Lake Turkana were treated and resulted in new 

products. First, the corresponding pixels were removed by imposing BNN uncertainty thresholds 

(higher than 85% for Dec. 2021 and 65% for Jan. 2021) on the entire scene (Figure 3.16 D, H, L, P). 

The procedure eliminated almost all observations with  

high uncertainty and resulted in a more homogenous product. Second, the BNN chla uncertainties 

associated with each AC algorithm were used to generate merged chla and uncertainty products 

(Figure 3.17) by selecting the result per scene with the lowest uncertainty from either AC. The 

merged product replaced the highly uncertain areas of either AC processor (see Figure 3.16) and led 

to an improved product quality both in terms of chla and uncertainty.  

3.5 Discussion 

Chla estimation uncertainties have repeatedly been shown to be highest in oligotrophic and 

mesotrophic conditions (Liu et al., 2021; Neil et al., 2019; Werther et al., 2021). The retrieval results 

over the chla range considered here confirmed these findings. Large gains in retrieval accuracy by 

the BNNs were made across the five assessments of this study, affirming that a probabilistic 

ensemble of NNs based on MC dropout trained with a representative in situ dataset can lead to 

estimation improvements over oligo- and mesotrophic lakes. Uncertainty is common in lake remote 

sensing and unlike the reference chla algorithms, the BNNs indicated when retrieved chla was 

uncertain. Here we discuss the BNN chla and uncertainty estimation, the uncertainty calibration and 

the handling of uncertain estimates as exemplified for Lake Turkana. 
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3.5.1 BNN chla estimation 

The uncertainty associated with BNN chla varied between the five performance assessments. Lowest 

BNN chla retrieval uncertainty was found for the 50/50 split assessment over established chla 

algorithms. The 50/50 split performance of the BNN resembles results reported in the MDN 

publications (O’Shea et al., 2021; Pahlevan et al., 2020). In this assessment strategy the systems in 

both training and test sets are not strictly independent. Observations from the same system can occur 

in both sets due to the prior randomisation of the entire dataset, thereby introducing knowledge about 

similar optical properties in the algorithm training stage. Controlled randomisation prevents dataset 

shifts and the 50/50 dataset split results therefore represent an idealistic evaluation scenario. 

However, dataset shifts are common during satellite application of a developed ML algorithm. 

Therefore, the region-wise LOO assessment was conducted, and the results provided further insight 

into the BNN capabilities. The LOO assessment corroborated the 50/50 split results, whereby for 7 

out of 10 regions the BNN outperformed reference algorithms. Expectedly, overall accuracy for LOO 

was worse than in the 50/50 split assessment. Regional chla accuracy varied from 19 % to nearly 60 

% MdSA for the BNN but was consistently higher for the reference chla algorithms. Moreover, the 

reference chla algorithm performance varied strongly between regions. LOO results highlight that 

the training dataset of this study is representative for measurements sharing the same OWTs, even if 

from different regions. The LOO results also suggest that varying degrees of uncertainty between the 

observations of the dataset exist that propagated into the BNN chla estimation. This source of 

observational uncertainty is irreducible for the BNNs and sets a realistic baseline for expected 

performance. Compared to the in situ assessments, overall BNN accuracy was expectedly lower for 

the match-ups over Lake Geneva due additional sources of uncertainty such as prior AC. Retrieval 

accuracy varied between 40 – 60% for OLCI and was 10 – 20% higher for MSI over Lake Geneva 

(Figure 3.11).  

BNN chla uncertainties were highest for chla < 1 mg m-3 across larger and smaller water bodies 

captured on OLCI and MSI products over SNZ, Canada and Lake Turkana. Because measurement 

availability is globally scarce in the clearest lakes, observation coverage was low in the training 

dataset. The low amount of training data and resulting high chla uncertainty over this range clearly 

indicate a measurement gap. Radiative transfer simulations or coastal data sets may be able to fill 

this training observation gap to further reduce chla uncertainties. In addition to measurement scarcity, 

systematic measurement error is prone to lowest chla and phytoplankton absorption coefficients 

(McKee et al., 2014). With regards to higher biomass conditions, only 9.5% of the dataset consisted 

of chla > 25 mg m-3 (maximum 68 mg m-3), therefore chla estimation uncertainty will rise with 

increasing chla. Oligo- and mesotrophic waters most likely do not exceed this threshold even when 

experiencing seasonal, short-term phytoplankton blooms such as those observed in Lake Geneva. 

The BNNs were specifically developed for oligo- and mesotrophic waters and the results of this study 

show that algorithms should be specifically developed for these lake types. 
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3.5.2 Calibration of uncertainty 

The quality of the uncertainty calibration was measured through the PICP, Sharpness and MACD 

metrics. Across the different assessments, the confidence intervals covered the in situ reference chla 

value in 3/4 cases (PICP > 75%). However, the provided uncertainty estimate was not consistently 

well-calibrated across the assessments. The Sharpness metric specifically measured the range of the 

uncertainty estimate per observation and small Sharpness values were not achieved in all 

performance assessments. Moreover, even though OLCI performance did not differ significantly 

from MSI, the OLCI uncertainties were consistently better calibrated. More research is needed to 

understand under which conditions the BNN uncertainty calibration was systematically inaccurate 

and how it correlated with optical properties and training data availability. The source of uncertainty 

can be the underlying BNN statistical model (the epistemic uncertainty) or an external source (the 

aleatoric uncertainty), such as prior AC, an AE or other unknown error as part of the measurements 

contained in the dataset (IOCCG, 2019). Whereas epistemic uncertainty can be improved through 

better data coverage and incremental improvements to the underlying statistical model, aleatoric 

uncertainty sources are often more difficult to identify and correct as they are de-coupled from the 

BNN. Moreover, it is desirable to distinguish between the aleatoric and epistemic uncertainty 

contributors altogether to provide specific pathways for BNN improvements. 

Besides the investigation into observation conditions and optical properties that affect BNN 

uncertainty, computational methods exist to improve uncertainty calibration as a post-processing 

step. The approaches usually require a separate dataset, which in practice can be a subset of the 

overall data set aside that is then not used for training or evaluation. Example techniques include 

histogram binning (Zadrozny and Elkan, 2001), isotonic regression (Kuleshov et al., 2018; Zadrozny 

and Elkan, 2002) and Platt scaling (Platt, 1999). 

3.5.3 AC selection through BNN uncertainty 

Atmospheric correction is the greatest source of uncertainty in satellite remote sensing of OACs in 

lakes (Pahlevan et al., 2021b; Pereira-Sandoval et al., 2019; Wang et al., 2019; Warren et al., 2019). 

Observations associated with high uncertainty differed between the BNN estimates for the same 

products over Lake Geneva, SNZ and Lake Turkana. To deal with varying degrees of uncertainty 

introduced by AC algorithms, the BNN chla uncertainties were used as a selection mechanism by 

imposing thresholds (as undertaken in Figure 3.16) or by retaining the observation associated with 

the lowest BNN uncertainty (Figure 3.17). The former approach omits observations and is desirable 

when AC quality is unknown, during unsupervised processing of imagery or when a comparison to 

another AC algorithm is not suitable. When two or more ACs for the same product are available, the 

latter approach to obtain a merged product is the favoured option. Moreover, the merging exemplified 

in Figure 3.17 provides a pathway to decide between different ACs. Since AC performance largely 

varies with faced atmospheric properties and IOPs, it is a priori impossible to know which AC 
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performs most accurate. A more thorough analysis with multiple products, areas and atmospheric 

conditions should be undertaken to determine whether AC selection through BNN uncertainty 

consistently improves the chla product quality. 

3.6 Conclusion 

The BNNs developed in this study represent a novel approach to derive chla and associated 

uncertainty estimates from 𝑅𝑟𝑠(𝜆) from Sentinel-2 (MSI) and Sentinel-3 (OLCI) over oligo- and 

mesotrophic lakes with the ability to account for phytoplankton abundance shifts into the eutrophic 

regime. Using the largest in situ dataset over oligo- and mesotrophic lakes and reservoirs available 

to date, the BNNs were trained, validated, and compared against state-of-the-art and community-

established algorithms. In this study we demonstrated that the developed BNN algorithms work 

similarly for both MSI and OLCI observations (Bias < 1.5%, MdSA < 26%, MAPD < 22%), 

suggesting their potential to produce high-quality chla products across multiple missions. We found 

that chla uncertainties for MSI were on average 10-20% higher than for OLCI reaffirming that 

additional bands on OLCI not only benefit the chla retrieval accuracy, but effectively reduce the 

associated uncertainty. Lower uncertainties through an increased number of available bands may be 

of significant relevance for the rising number of hyperspectral missions such as PRISMA and PACE. 

Throughout the performance assessments, chla uncertainties ranged between 10 – 65%. As evidenced 

through long-term match-ups over Lake Geneva, the BNNs were able to improve upon the chla 

retrieval of established methods. Across all assessment strategies, the largest (> 25%) performance 

improvements were made over oligotrophic water bodies (<= 8 mg m-3), whereas for chla > 10 mg 

m-3 established algorithm approaches performed similarly. As for any other chla algorithm relying 

on satellite-derived 𝑅𝑟𝑠(𝜆), BNN chla accuracy varied with the prior AC algorithm. The BNN 

uncertainty estimate enabled to handle high uncertainty introduced by AC algorithms and other 

sources prior to chla retrieval. We exemplified common issues that are caused by ACs over oligo- 

and mesotrophic lakes: negative 𝑅𝑟𝑠(𝜆) in red bands, uncertainty introduced by the adjacency effect 

and unreasonable 𝑅𝑟𝑠(𝜆) values stemming from extreme variation in bio-optical lake properties. To 

deal with inconsistent results obtained by the different AC algorithms, we suggest further research 

into the selection of AC products through BNN uncertainties to retain accurate chla retrievals. 

Moreover, research into strategies to improve the uncertainty calibration is recommended. Further 

downstream products depending on accurate chla, such as trophic status and net primary production, 

may impose uncertainty quality thresholds to retain high-quality chla retrievals. The BNN 

architecture presented in this study can be extended to other multi- and hyperspectral missions such 

as Landsat, PRISMA and PACE and supports the retrieval of other OACs and IOPs such as TSM 

and CDOM. 
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3.7 Code Availability 

The OLCI and MSI BNNs will be made available under https://github.com/mowerther/BNN_2022 
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Appendix 1. Regions and inland water bodies constituting the dataset of this study. 

Colour shading matches Figure 3.1. 

Region  Countries Dataset  

Measure-

ments (n = 

1755) 

Inland water bodies (n = 178) References 

1 Spain 109 Aguilar reservoir, Alarcon reservoir, 

Lake Albufera, Alcantara reservoir, 

Alcorlo reservoir, Almendra reservoir, 

Bornos reservoir, Burguillo reservoir, 

Canelles reservoir, Cernadilla reservoir, 

Cijara reservoir, Contreras reservoir, 

Cortes de Pallas reservoir, Cuerda del 

Pozo reservoir, El Atazar reservoir, 

Giribaile reservoir, Guadalcacin 

reservoir, Guadalen reservoir, Guadalteba 

reservoirs, Iznajar reservoir, La-Serena 

reservoir, Negratin reservoir, Pinilla 

reservoir, Rialb reservoir, Riano 

(Ruiz-Verdú et 

al., 2005, 2008; 

Simis et al., 

2007) 
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reservoir, Ricobayo reservoir, San Juan 

reservoir, Lake Sanabria, Santa Teresa 

reservoir, Terradets reservoir, Pantano de 

Tremp reservoir, Uribarri Ganboako 

urtegia reservoir, Valdecanas reservoir, 

Valmayor reservoir, Valparaiso reservoir, 

Valuengo reservoir 

2 The 

Nether-

lands, Is-

rael 

107 IJsselmeer, Lake Kinneret (Simis et al., 

2005; 2007; 

Yacobi et al., 

2011) 

3 Switzer-

land, Italy 

466 Lake Biel, Lake Garda, Lake Idro, Lake 

Como, Lake Iseo, Lake Geneva, Lake 

Maggiore, Lake Trasimeno 

(Bresciani et al., 

2011; Giardino 

et al., 2005, 

2013, 2014, 

2015; Guanter 

et al., 2010; 

Manzo et al., 

2015) 

4 United 

Kingdom, 

Sweden, 

Finland, 

Estonia 

75 Lake Antu, Lake Bassenthwaite, Lake 

Coniston, Loch Katrine, Loch Lomond, 

Lake Maleren, Loch Ness, Lake Peijänne, 

Lake Peipsi, Lake Pyhäjärvi, Lake 

Ullswater, Lake Vänern, Lake Vesijärvi 

(Kallio et al., 

2015; Kutser et 

al., 2013) 

5 China, 

Japan 

45 Lake Biwa, Lake Erhai, Lake Suwa (Matsushita et 

al., 2015) 

6 New 

Zealand 

133 Lake Brunner, Lake Hauroko, Lake 

Hawea, Lake Ellesmere, Lake 

Humuhumu, Lake Kahuparere, Lake Kai-

iwi, Lake Kanono, Lake Kegonsa, Lake 

Mokeno, Lake Okareka, Lake Okaro, 

Lake Okataina, Lake Ototoa, Lake 

Pearson, Lake Pupuke, Lake Rotoehu, 

Lake Rotoiti, Lake Rotokakahi, Lake 

Rotokare, Lake Rotokawau, Lake 

Rotoma, Lake Rotonuiaha, Lake Rotoroa, 

Lake Rotorua, Lake Rototuna, Lake 

Sheppard, Lake Tarawera, Lake Taupo, 

Lake Tutuira, Lake Waikaremoana, Lake 

Waikere, Lake Mapourika, Lake 

Moeraki, Lake Monowai, Lake Paringa, 

Lake Te Anau, Lake Wahapo, Lake 

Wakatipu 

(Pahlevan et al., 

2020, 2022; 

Wang et al., 

2018)  

7 South 

Africa 

26 Loskop reservoir, Theewaterskloof 

reservoir 

(Matthews, 

2014; Matthews 

and Bernard, 

2013) 

8 U.S. 

Mainland 

487 Lake Amos, Lake BranchedOak, Lake 

Collins, Lake CorpusCristi, Lake 

Crescent, Lake DiamondPond, Lake 

EagleCreek, Lake EastTwin, Lake Ewell, 

Lake Fivemile, Flatriver reservoir, Lake 

Forest, Lake Fremond, Lake Fresmond, 

Lake Geist, Lake GingerCove, Lake 

GoosePond, Lake Granite, Great Salt 

(Bradt, 2012; 

Dall’Olmo et 

al., 2003, 2005; 

Gitelson et al., 

2007; Gitelson 

et al., 2008; Li 

et al., 2013, 

2015; Moore et 



 

108 

Lake, Green Lake, Groton Lake, Hickleys 

Lake, Kettlebrook reservoir, Lake 

Attitash, Lake Champlain, Lake 

Hayward, Lake Manawa, Lake Mattawa, 

Lake Sunapee, Lake Wentworth, Lake 

LittleBigWood, Long Lake, Long Pond, 

Lowell Lake, Lake Lowerbranch, Lake 

Mantova, Lake Morse, Norton reservoir, 

Lake Okoboji, Perch Pond, Pine Lake, 

Pleasant Lake, Quacumquasit Pond, 

Quinebaug Lake, Sebago Lake, 

Sebasticook Lake, Silver Lake, Squam 

Lake, Tilden Pond, Tyler Lake, Lake 

Whalum, Wallum Lake 

al., 2014; 

Schalles, 2006; 

Schalles and 

Hladik, 2012) 

9 U.S. 

Wisconsin 

109 Big Saint Germain Lake, Big Sand Lake, 

Butternut Lake, Fence Lake, Fox Lake, 

Geneva Lake, Lac Courte Oreilles, Lac 

Vieux Desert, Lake Chippewa, Lake 

Mendota, Lake Monona, Lake Waubesa, 

Lake Winnebago, Metonga Lake, Pelican 

Lake, Rock Lake, Round Lake, Shawano 

Lake, Trout Lake 

(Pahlevan et al., 

2022, 2021, 

2020) 

10 U.S., 

Canada 

198 Lake Erie, Lake Ontario, Shadow Lake, 

Lake Winnipeg  

(Binding et al., 

2008, 2010; 

2011; 2013) 

 

Appendix 2. In situ measurements NZ 2020 

Chla water samples were filtered (using a 0.45 𝜇𝑚 GFF filter) and then extracted using 95% methanol 

(spiked with Tocopheryl acetate as an internal standard) before being sonicated and frozen to 

complete extraction of all chla (Hooker et al., 2009). Finally, the extract was filtered through a 0.45 

𝜇𝑚 Teflon filter. Resultant extracts were then run on an Agillent Infinity 1290 uHPLC using the 

method by Van Heukelem and Thomas (2001). TSM was measured gravimetrically from the dried 

and combusted residue on pre-combusted and pre-weighed filter pads (APHA 2540D and APHA 

2540E). Laboratory triplicates of 𝑎𝐶𝐷𝑂𝑀(𝜆)  were transferred to a 0.1 m cuvette and optical densities 

of the filtrates were measured for a wavelength range from 350 to 800 nm using the method described 

in Stedmon et al. (2000). 

Radiometric measurements were made with a ship-mounted set of three hyperspectral sensors (TriOS 

RAMSES) installed just above the water surface. The first sensor pointed at the water surface and 

collected upwelling radiance 𝐿𝑢(𝜆), which comprises both water-leaving radiance 𝐿𝑤(𝜆) and the 

reflected sky irradiance 𝜌𝑠𝐿𝑠(𝜆). The sky irradiance 𝐿𝑠(𝜆) was measured with a second sensor, while 

a third sensor measured downwelling irradiance 𝐸𝑑(𝜆). 𝑅𝑟𝑠(𝜆) was then calculated through Simis 

and Olsson (2013): 

𝑅𝑟𝑠(𝜆) = 𝐿𝑤(𝜆, 0+)/𝐸𝑑(𝜆), (𝐴2) 

𝐿𝑤(𝜆, 0+) = 𝐿𝑡(𝜆) − 𝜌𝑠𝐿𝑠(𝜆). (𝐴2.1) 
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Measurements were kept in this dataset if they were taken under cloud free conditions and on calm 

waters to ensure a correct alignment of the ship at a viewing azimuth angle (𝜑𝑣) > 90° (ideally at 

135°) (Hooker and Morel, 2003b). All 𝑅𝑟𝑠(𝜆) were corrected for residual reflected skylight through 

the method described in (Jiang et al., 2020). 

Appendix 3. LéXPLORE platform measurements 

The autonomous Thetis profiler (Seabird Scientific Inc.) is deployed at the LéXPLORE platform in 

Lake Geneva. The profiler is comprised of hyperspectral radiometers, absorption, backscattering and 

attenuation sensors and a fluorescence probe for chla measurements. The top 50 m of the water 

column are measured by the profiler at 3-hour intervals and a vertical resolution of 10 cm. A total of 

278 profiles taken between October 2018 and September 2021 were used in this study. In situ 

measurements from the Thetis profiler are available in the Datalakes portal (https://www.datalakes-

eawag.ch/). 

Fluorescence probe-derived chla (CHLF) from the Thetis profiler were measured using the WetLabs 

ECO Triplets BBFL2W, which has excitation and emission wavelengths at 470 and 695 nm, 

respectively. CHLF estimates are impacted by non-photochemical quenching (NPQ) of fluorescence 

leading to an underestimation of chla in high irradiance conditions Gupana et al. (pers. comm.). To 

compensate for the underestimation, we applied the chla correction procedure developed by (Roesler 

and Barnard, 2013). We obtained a linear relationship between CHLF and absorption line height 

(aLH) based chla estimates (CHLA) during low light conditions which ensured minimal impact of 

NPQ to CHLF. This linear relationship was used for daytime aLH measurements to correct NPQ-

impacted CHLF estimates. aLH was calculated using the following equations: 

𝑎𝐵𝐿(𝜆𝑟𝑒𝑓) =
𝑎(715) − 𝑎(650)

715 − 650
∗ (𝜆𝑟𝑒𝑓 − 650) + 𝑎(650), (𝐴3.1) 

𝑎𝐿𝐻(676) =  𝑎(676) −  𝑎𝐵𝐿(676). 

where 𝑎𝐵𝐿 is the absorption measured from the AC-S at the reference wavelength 𝜆𝑟𝑒𝑓 of 676 nm. 

CHLA was calculated for the upper 50 m of the water column and the top 5 m were averaged to 

represent in situ surface chla. 

The below water upwelling radiance (𝐿𝑢) and downwelling irradiance (𝐸𝑑) measurements from the 

Thetis profiler were measured at nadir using the Satlantic HOCR RO8W and ICSW, respectively. 

Both radiometers have 180 spectral channels spanning 300 – 1200 nm. The underwater reflectance 

(𝑅𝑚) was calculated using the following equation: 

𝑅𝑚(𝜆, 𝑧) = 𝜋
𝐿𝑢 (𝜆, 𝑧)

𝐸𝑑  (𝜆, 𝑧)
[dl], (𝐴3.2) 

where 𝜆 is wavelength region from 400 to 800 nm and 𝑧 is depth in meters. The 𝑅𝑚 closest to the 

water surface was converted to above-water reflectance following (Steinmetz et al., 2011). 

𝑅𝑟𝑠(𝜆, 𝑧) = 0.544 ∗ 𝑅𝑚(𝜆, 𝑧). (𝐴3.3) 
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Appendix 4. BNN hyper-parameters 

Hyper-parameter Value 

Training epochs 9000 

Hidden layers 6 

Neurons in hidden layers 1-6 200, 500, 500, 500, 200, 2 

Batch-size 512 

Activation function Rectified Linear Unit (ReLU) 

Dropout rate 0.25% 

Learning rate 1.5 x 10-4 

Optimiser Adam 

Loss function Negative-log likelihood (NLL) 

 

Appendix 5. Optimised coefficients of reference chla algorithms 

      OLCI 

Algorithm Coefficient 1 Coefficient 2 Coefficient 3 Coefficient 4 Coefficient 5 

OC3 -opt 0.07406589 

 

-2.02001282 

 

0.16124464 

 

-17.55852465 

 

-33.62782537 

 

OC4 -opt 0.12359851 

 

-2.80056003 

 

3.94756167 

 

-23.76880782 

 

-92.02561384 

 

G11 -opt  -7.47220546 

 

47.51051798 

 

-22.15274869 

 
  

 

                                                                                       MSI 

OC3 -opt 0.07090613 

 

-2.15824786 

 

1.41248107 

 

-25.01903886 

 

-60.82627189 

 

G11 -opt 2.22937993 

 

38.80134518 

 

-22.82347274 
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Chapter 4:  Meta-classification of remote sensing 

reflectance to estimate trophic status of inland and 

nearshore waters 

This chapter was published as: Werther, M., Spyrakos, E., Simis S.G.H., Odermatt, D., Stelzer, K., 

Krawczyk, H., Berlage, O., Hunter, P., Tyler, a., 2021. Meta-classification of remote sensing 

reflectance to estimate trophic status of inland and nearshore waters. ISPRS J. Photogramm. Remote 

Sens. 176, 109-126. 

Abstract 

Common aquatic remote sensing algorithms estimate the trophic state (TS) of inland and nearshore 

waters through the inversion of remote sensing reflectance (Rrs(𝜆)) into chlorophyll-a (chla) 

concentration. In this study we present a novel method that directly inverts Rrs(𝜆) into TS without 

prior chla retrieval. To cope with the optical diversity of inland and nearshore waters, the proposed 

method stacks supervised classification algorithms and combines them through meta-learning. We 

demonstrate the developed methodology using the waveband configuration of the Sentinel-3 Ocean 

and Land Colour Instrument on 40 globally distributed inland and nearshore waters (567 

observations). To assess the performance of the developed approach, we compare the results with TS 

derived through optical water type (OWT) switching of chla retrieval algorithms. Meta-classification 

of TS was on average 6.75% more accurate than TS derived via OWT switching of chla algorithms. 

The presented method achieved >90% classification accuracies for eutrophic and hypereutrophic 

waters and was >12% more accurate for oligotrophic waters than derived through OWT chla 

retrieval. However, mesotrophic waters were estimated with lower accuracy from both our developed 

method and through OWT chla retrieval (52.17% and 46.34%, respectively), highlighting the need 

for improved base algorithms for low - moderate biomass waters. Misclassified observations were 

characterised by highly absorbing and/or scattering optical properties for which we propose 

adaptations to our classification strategy. 

4.1 Introduction 

Eutrophication is the process whereby nutrient enrichment leads to excessive primary production of 

phytoplankton (cyanobacteria and algae) in water bodies (Conley et al., 2009; Smith et al., 2006).  

While eutrophication can occur as a natural process over long time scales, anthropogenic activities 

have increased eutrophication rates (Schindler, 2012; Sinha et al., 2017). The main causes are non-

point pollution from agricultural practices, urban development and energy production and 

consumption (Glibert et al., 2005; Mainstone and Parr, 2002).  



 

112 

Therefore, eutrophication of inland and nearshore waters has become a leading cause of poor water 

quality (Smith, 2003; Smith et al., 2014; Wang, 2006). Increasing frequency and extent of 

phytoplankton blooms can have implications for ecosystem services and health (Heisler et al., 2008; 

Lewis et al., 2011; Nixon, 1995). In affected waters, cyanobacteria may produce cyanotoxins that 

adversely affect human and animal health (Codd, 2000; Merel et al., 2013). Naturally, lentic waters 

such as lakes are significant emitters of the greenhouse gases carbon dioxide (CO2), nitrous oxide 

(N2O) and methane (CH4)(Cole et al., 2007; DelSontro et al., 2018). Enhanced eutrophication due 

to anthropogenic climate change is expected to increase aquatic CH4 emissions from lentic waters 

by 30 – 90% over the next century (Beaulieu et al., 2019; Tranvik et al., 2009). 

Over the last decades, several frameworks have been developed to assess and manage eutrophication. 

(Carlson 1977) proposed a Trophic State Index (TSI) linking transparency (Secchi disk depth (zSD 

[m])), surface phosphorus (P [mg/l]) and phytoplankton chlorophyll-a (chla [mg/m3]) concentrations 

to the trophic state (TS) of lakes. The index partitioned TS into three classes: oligo-, meso- and 

eutrophic. In later work, (Carlson and Simpson, 1996) introduced an additional TS class 

(hypereutrophic) to include extreme biomass scenarios. More recently, other parameters linked to 

water optical properties, such as turbidity (NTU) and colour scales, were employed for the retrieval 

of TS (Binding et al., 2007; Lehmann et al., 2018; Wang et al., 2018). 

Of the aforementioned parameters, in situ measurements of chla are most frequently used to estimate 

TS. Chla is a reliable proxy directly for phytoplankton biomass and indirectly for primary production 

(Carlson, 1977; Huot et al., 2007; Kasprzak et al., 2008). In situ derived chla is a core indicator in 

monitoring programs such as the European Water Framework Directive or the U.S. Clean Water Act 

(Carvalho et al., 2008; Keller and Cavallaro, 2008; Søndergaard et al., 2005). While the extraction 

of chla from in situ collected water samples has few, and likely low, associated uncertainties, this 

monitoring approach cannot be scaled up to include remote sites and short-lived phytoplankton 

bloom phenomena (Schaeffer et al., 2013; Tyler et al., 2016). Aquatic remote sensing complements 

in situ measurements by providing a spatial and temporal observation advantage (Mouw et al., 2015). 

Remote sensing methods only estimate surface water concentrations approximately up to the first 

optical depth, whereas in situ measurements can characterise the whole water column (Gordon and 

Clark, 1980; Zaneveld et al., 2005). 

In aquatic remote sensing, the inherent optical properties (IOPs, i.e. absorption, backscatter and 

fluorescence) of water and the optically active constituents (OACs), namely phytoplankton pigments 

(𝜙(𝜆)[1/m]), non-pigmented particles (nap(𝜆)[1/m]) and the absorption by the chromophoric 

fraction of dissolved organic matter (𝑎cdom(𝜆)[1/m]), impact the remote sensing reflectance 

(Rrs(𝜆,  sr−1)) vector. Rrs(𝜆,  sr−1) is defined as the ratio of water-leaving radiance 

𝐿𝑤(𝜇W cm−2 sr−1 nm−1) to total downwelling irradiance 𝐸𝑑(𝜇W cm−2 nm−1): 

Rrs(𝜆,  sr−1) = 𝐿𝑤/𝐸𝑑 . (4.1) 
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Rrs(𝜆) is thus the critical optical property to derive information from a water body about OACs 

dispersed in the water column. The retrieval of phytoplankton chla concentration, or the 

phytoplankton absorption component, 𝑎𝜙(𝜆)[1/m], can be expressed as a function estimation 

problem that requires inversion of Rrs(𝜆): 

𝑥 = 𝑓−1[Rrs(𝜆)], (4.2) 

whereby 𝑥 is the quantity to invert Rrs(𝜆) for. The inversion of Rrs(𝜆) is known to be mathematically 

ill-posed, as multiple combinations of IOPs can result in the same Rrs(𝜆) vector and may thus cause 

ambiguity in the inversion (Defoin-Platel and Chami, 2007; Sydor et al., 2004). 

OAC compositions and concentrations strongly vary across inland and nearshore waters, thus 

accurate modelling of Equation 4.2 has led to the development of numerous chla retrieval algorithms 

over the past decades (see reviews by (Blondeau-Patissier et al., 2014; Matthews, 2011; Odermatt et 

al., 2012; Tyler et al., 2016). Chla retrieval algorithms may be divided into two categories: empirical 

and semi-analytical. As the name implies, algorithms of the former category are based on empiricism, 

in which a functional relationship between an OAC and the optical Rrs(𝜆) vector is established from 

field observations, domain knowledge and/or experiments. Popular examples are the Fluorescence 

Line Height (FLH) (Gower et al., 1999), the Maximum Peak-Height (MPH) (Matthews et al., 2012) 

and Maximum Chlorophyll Index (MCI) (Gower et al., 2005) algorithms, which use band arithmetic 

to relate spectral phenomena associated with phytoplankton to the concentration of chla. 

Machine learning (ML) algorithms are also empirical, as the underlying statistical models are 

developed with datasets consisting of field and/or simulated observations. The fundament of ML 

algorithms are typically non-linear regression models trained with the available dataset. Non-linear 

regression models have the ability to approximate any type of function, which may be necessary to 

accurately solve for 𝑥 in Equation 4.2 (Hieronymi et al., 2017). Compared to band arithmetic 

algorithms, ML approaches can include any number of bands in the model development phase, which 

enables to exhaust the information contained within current multispectral sensors and opens up new 

possibilities for the exploration of hyperspectral resolutions (Pahlevan et al., 2021b). However, ML 

algorithms are often limited by available and representative datasets to train a model that generalises 

well to unseen observations. Regression approaches (not limited to non-linear ML models) can also 

invert Rrs(𝜆) for IOPs such as 𝑎𝜙(𝜆). Retrieved 𝑎𝜙(𝜆) is then scaled to chla concentration. 

Semi-analytical solution algorithms (SAA) invert Rrs(𝜆) for IOPs (Werdell et al., 2018). SAA base 

the retrieval on physical reasoning, but partly employ statistical methods (hence the term ’semi’). In 

the inversion for 𝑎𝜙(𝜆), SAA show many variants and differ in their definition of the 𝑎𝜙(𝜆) spectral 

shape, the method to calculate the magnitude of 𝑎𝜙(𝜆) and the defined relationship between Rrs(𝜆) 

and 𝑎𝜙(𝜆). The scaling of 𝑎𝜙(𝜆) to chla can be significantly confounded in optically complex inland 

and nearshore waters due to pigment packaging and the contribution of accessory pigments to 
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absorption (Bricaud et al., 1995; Simis et al., 2007). Unless this variability is accounted for, non-

linear effects in the relationship between 𝑎𝜙(𝜆) and chla will also affect TS estimation. 

Empirical and SAA approaches estimate the TS of a water body indirectly by inverting Rrs(𝜆) for 

chla or by scaling 𝑎𝜙(𝜆) to chla. The retrieved concentration indicates a TS class. 

In a recent study, (Shi et al., 2019) outlined that significant uncertainties may propagate into TS 

estimation due to the limited precision associated with inversion for chla. To overcome intermediate 

chla retrieval when TS information is ultimately required, (Shi et al., 2019) developed an approach 

that directly relates the light absorption coefficient of OACs to TS using the quasi-analytical 

algorithm (QAA) by (Lee et al., 2002). 

To reduce associated retrieval uncertainties, another approach is to assign Rrs(𝜆) into previously 

defined, distinct optical water types (OWTs) (Moore et al., 2014; Spyrakos et al., 2018). OWTs are 

then utilised to guide the retrieval, since a single chla algorithm in practice often shows limited 

accuracy across a range of OWTs. OWT switching and blending of several algorithms following 

prior classification into known OWTs has become established practice (Eleveld et al., 2017; Neil et 

al., 2019). These schemes exploit the complementary retrieval ranges of individual algorithms. 

In this study, we develop a methodology to overcome issues associated with indirect TS derivation 

through inversion of Rrs(𝜆) into chla (or 𝑎𝜙(𝜆)). To accomplish this, our method inverts for TS 

classes directly through modelling of the TSI system as a classification task. Retrieving TS classes 

instead of a continuous chla concentration value requires to develop a ML classification algorithm. 

To enable the classification, we establish a relationship between the Rrs(𝜆) vector and TS through an 

in situ dataset (n= 2184) of co-located chla and Rrs(𝜆) measurements. We further recognise the 

limited validity of a single algorithm for the information retrieval across many OWTs. However, 

instead of common switching or blending of algorithms through OWT schemes, we stack multiple 

classification models and combine their TS class predictions through a higher-level classifier. 

To illustrate classification of TS, we define our dataset in this study as 𝐷 = {(𝑦𝑖 ,  𝑥𝑖), 𝑖 = 1, … , 𝑁}, 

where 𝑦𝑖 is the TS class and 𝑥𝑖 is a vector representing the Rrs(𝜆) values of the i-th instance. 

Examples of vector classification algorithms (classifiers) are decision trees, support vector machines, 

neural networks and k-nearest neighbours (Ham et al., 2005; Mou et al., 2017). The aim of vector 

classifiers is to learn statistically meaningful patterns of observations through the minimisation of a 

defined loss criterion (Vapnik, 1999). In practice, different statistical approaches have similarities 

because they learn the same properties for a given Rrs(𝜆) vector. Each classifier model is the result 

of a statistical learning process generating unique class decision boundaries. Therefore, while one 

algorithm may fail to correctly predict the true TS class, another may succeed (Polley and van der 

Laan, 2011; Ting and Witten, 1999). The combination of individual learners is the baseline for 

ensemble learning. The idea explored here is to construct a strong single learner from several weak 

learners. 
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Two of the most popular ensemble methods are bagging (Breiman, 1996) and boosting (Freund and 

Schapire, 1996) combines the predictions of weak learners using different bootstrap samples of the 

training set. Boosting sequentially trains a series of weak learners with weighted versions of the 

training set based on the performance of previously constructed learners. Wolpert (1992) proposed a 

linear combination of individual models to form an ensemble and named it “stacked generalisation” 

also known as “stacking.” van der Laan et al. (2007) have extended the original stacking approach 

with a cross-validation framework and coined it “Super Learner.” 

The classification framework presented here is based on the concept by van der Laan et al. (2007). 

In the context of this research, we call this higher-level classification algorithm the "meta-classifier". 

The meta-classifier acts as a meta instance, learning from the decisions of each individual model to 

predict TS classes for Rrs(𝜆). Statistically, the meta-classifier generates classification predictions 

based on the optimal combination of learning algorithms that minimise the cross-validated loss and 

provide the highest prediction confidence (Ting and Witten, 1999; van der Laan et al., 2007). Here 

we exemplify direct classification of Rrs into TS. To cope with the optical diversity of inland and 

nearshore waters, we explore the concept of stacking classifiers in a meta-learning scheme. We 

evaluate the method on the multispectral resolution of the Sentinel-3A Ocean and Land Colour 

Instrument (OLCI) for 40 inland and nearshore sites. An established practice is to estimate TS 

through inversion of Rrs into chla, whereby multiple chla algorithms may be combined in an OWT 

scheme to address in-water optical complexity. The developed meta-classifier involves multiple 

classification algorithms, thus we assess the utility of our approach through comparison with TS 

derivation via OWT switching of several chla retrieval algorithms. 

4.2 Methods 

In situ bio-optical data were sourced from LIMNADES (Lake Bio-optical Measurements and 

Matchup Data for Remote Sensing: https://limnades.stir.ac.uk/). We assembled a subset of 

LIMNADES with 2751 samples of co-located in situ chla and hyperspectral Rrs(𝜆) measurements. 

The datasets and measurement  

Table 4.1: Inland and nearshore waters included in the training and test datasets. 

Dataset name 

(according to  

Number of 

observations (n) 

 Systems References 

Training set (n = 2184) 

CEDEX 107  26 Spanish 

reservoirs 

(Ruiz-Verdú et 

al., 2008, 2005; 

Simis et al., 2007) 



 

116 

CU, EC, IU, 

UNL-A, UNH 

1121  90 U.S. waters (Binding et al., 

2008, 2010; 2013; 

Bradt, 2012b 

Dall’Olmo et al., 

2005, 2003; 

Dall’Olmo and 

Gitelson, 2006; 

Gitelson et al., 

2008; 2007; 

Gurlin et al., 

2011; Li et al., 

2015, 2013; 

Schalles, 2006; 

Schalles and 

Hladik, 2012) 

UNL-B 52  Lake Kinneret 

(Israel) 

(Yacobi et al., 

2011) 

SYKE 10  Three Finnish 

lakes 

(Kallio et al., 

2015) 

CNR 215  Five Italian lakes (Bresciani et al., 

2011; Giardino et 

al., 2015, 2014, 

2013, 2005; 

Guanter et al., 

2010; Manzo et 

al., 2015) 

UCT 56  Three South 

African reservoirs 

(Matthews and 

Bernard, 2013) 

CAS 243  Lake Taihu 

(China) 

(Zhang et al., 

2010, 2007) 

UT 38  Lake Peipsi 

(Estonia) 

(Kutser et al., 

2013, 2012) 

NIOO-KNAW 198  Two Dutch lakes (Guanter et al., 

2010; Simis et al., 

2005; 2007)  

UTSU 144  Six Japanese and 

Chinese lakes 

(Jaelani et al., 

2013; Matsushita 
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et al., 2015; Yang 

et al., 2013) 

Test set (n = 567) 

CEDEX 76  17 Spanish 

reservoirs and 

two lakes 

(Ruiz-Verdú et 

al., 2008, 2005; 

Simis et al., 2007) 

UNH, UNL-A, 

UI, CU 

448  28 U.S. waters (Bradt, 2012; 

Dall’Olmo et al., 

2005, 2003; 

Gitelson et al., 

2008; Li et al., 

2013; Moore et 

al., 2014; 

Schalles, 2006) 

USTIR 29  Lake Balaton 

(Hungary) 

(Riddick et al., 

2015) 

UL 14  Lake Bogoria 

(Kenya) 

(Tebbs et al., 

2013) 

 

protocols of OACs and the derivation of Rrs(𝜆) are described in (Spyrakos et al., 2018)(see Table 

4.1 herein). Rrs(𝜆) in all datasets were measured just above the water surface (0+). We did not apply 

an additional correction to Rrs(𝜆), assuming the measurements were made under optimal viewing 

angles and quality controlled during the original study. For brevity, we omit the wavelength-

dependency for the remainder of the paper. 

For the development of the classification method two independent datasets were created: one for 

training the classification algorithms and one for evaluating their performance. A priority in the 

development process was to avoid the allocation of observations from the same water body to both 

training and test datasets. Mixing or randomising the in situ measurements across both datasets would 

introduce knowledge about the water bodies included in the test set to the classification algorithms 

in the training stage and prevent an independent evaluation of the proposed method. We therefore 

split the entire dataset using the first letter of the water bodies names: A-D (n = 567, 20%) for testing 

and E-Y (n = 2184, 80%) for training. 
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4.2.1 Radiometric data pre-processing 

The in situ hyperspectral Rrs measurements from the training and test datasets were spectrally 

resampled to the multispectral band configuration of Sentinel-3A OLCI, normalised and 

subsequently assigned a TS class (Figure 4.1). These steps are detailed below. Resampling of the 

hyperspectral data was necessary to combine Rrs from multiple sources and sensors. The spectral 

data were convolved to the spectral response function (SRF) of OLCI because the observation 

frequency, spectral sensitivity and resolution of this sensor are relevant to observe the TS of inland 

and nearshore waters (Kravitz et al. 2020). To convolve Rrs for each OLCI band i, we calculated the 

values of the spectral albedo for the bands: 

𝑅̅(𝜆𝑖) =
∫ 𝑅(𝜆)𝜙𝑖(𝜆) d(𝜆)

𝜆2

𝜆1

∫ 𝜙𝑖(𝜆) d(𝜆)
𝜆2

𝜆1

, (4.3) 

Figure 4.1: Pre-processing scheme of the entire dataset (n = 2751) resulting in independent training 

(n = 2184) and test (n = 567) sets. 



 

 

119 
 

where (𝜆) is the wavelength, (𝜆𝑖) is the center wavelength in the i-th spectral band, 𝜙𝑖(𝜆) is the SRF 

of the i-th spectral band, (𝜆1,  𝜆2) are the boundary wavelengths of the considered spectral range, R 

is the spectral albedo and 𝑅‾(𝜆𝑖) is the mean spectral albedo in the i-th spectral band. The mean albedo 

values within the bands represent the spectral albedo seen by the sensor and are often also called the 

spectral signature of the viewed surface. We note that the convolution was performed on Rrs rather 

than the mathematically correct 𝐿𝑤 and 𝐸𝑑 measurements. Any effects are considered negligible at 

the 10-nm bandwidth of OLCI (Burggraaff, 2020). 

Several previous optical classification studies classified untreated Rrs, which is sensitive to both 

amplitude and spectral shape (Lee et al., 2010; Moore et al., 2009, 2001). More recently, and 

particularly relevant to optically complex water bodies, the reflectance vector has been normalised 

prior to the classification(Hieronymi et al., 2017; Mélin et al., 2011; Spyrakos et al., 2018; Xi et al., 

2017, 2015). The amplitude of Rrs is strongly influenced by particulate (back-) scattering, while the 

shape is primarily affected by 𝑎𝜙(𝜆), 𝑎cdom(𝜆) and the absorption by non-pigmented particles 

(𝑎nap(𝜆)[1/m]) (Roesler et al., 1989).s In this study we followed the prior normalisation approach of 

Rrs to emphasise the shape: 

𝑟𝑛(𝜆) =
𝑅𝑟𝑠

∫ 𝑅𝑟𝑠(𝜆) d(𝜆)
𝜆2

𝜆1

, (4.4) 

where 𝑟𝑛 (in units of nm−1) indicates the normalised spectrum obtained through trapezoidal 

integration between 𝜆1 (412 nm) and 𝜆2 (753 nm) (Mélin and Vantrepotte, 2015). 

Figure 4.2: Hyperspectral in situ data (top row) and the resulting Sentinel-3A OLCI resampled and 

normalised multispectral reflectance spectra (bottom row) for both training (green) and test 

measurements (blue). 
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The resampled and normalised reflectance datasets are displayed in Figure 4.2. To enable the 

inversion for TS we established a relationship between Rrs and the TS classes. We used the TSI 

definition by Carlson (1977) and the extension made for hypereutrophic waters by Carlson and 

Simpson (1996). The TSI definition provides a logarithmic model to interpret chla concentrations as 

indicators for TS classes. We separated our Rrs dataset into four reflectance TS classes (oligo-, meso-

, eutro- and hypereutrophic) based on the chla concentrations measured from co-located in situ water 

samples (Table 4.2). The compiled dataset covers a wide range of bio-optical conditions and trophic 

states found across inland and nearshore waters. Figure 4.3 displays the logarithmic distribution of 

chla [mg/m3], total suspended matter (TSM [g/m3]), and acdom(443)[1/m] for the training and test 

sets. The minimum and maximum values of the OACs are given in Table 4.3. The training set was 

used multiple times throughout the classification scheme, whereas the resultant classification 

algorithms were applied once to the test set for evaluation. 

Table 4.2: TSI classification after Carlson and Simpson (1996) and assigned reflectance spectra per 

class in our training and test sets. n is the number of observations. 

Class TSI Chla range 

[mg/m3] 

Water quality 

characteristics 

Training 

(n = 

2184) 

Test 

(n = 567) 

1 Oligotrophic 0 – 2.6 Low primary 

productivity and high 

oxygen in hypolimnion. 

356 36 

2 Mesotrophic > 2.6 – 7.3 Intermediate levels of 

productivity. 

328 92 

3 Eutrophic > 7.3 – 56 High biological 

productivity. 

1164 332 

4 Hypereutrophic > 56 Excessive biological 

productivity, algal 

blooms, low 

transparency and 

oxygen levels. 

336 107 
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Table 4.3: Minimum and maximum values of the training and test set constituents. 

 Chla train 

[mg/m3] 

Chla test 

[mg/m3] 

TSM train 

[g/m3] 

TSM test 

[g/m3] 

aCDOM(443) 

train [1/m] 

aCDOM(443) 

test [1/m] 

Minimum 0.0031 0.53 0.15 1.3 0.001 0.004 

Minimum 13296.7 782 2533.3 423 15.38 42.46 

4.2.2 Meta-classification of remote sensing reflectance 

In our dataset 𝐷 = {(𝑦𝑖 ,  𝑥𝑖), 𝑖 = 1, … , 𝑁}, 𝑦𝑖 represents the trophic class values and 𝑥𝑖 the reflectance 

vector values of the i-th instance. To classify an instance, a library L with 𝑘 = 4 base classification 

algorithms (base-classifiers), i.e. 𝐿 = {𝑘1, 𝑘2, … , 𝑘4}, was created. The library is a collection of 

Figure 4.3: Logarithmic distribution of available Chla [mg/m3] (n = 2751), TSM [g/m3] (n = 1758) 

and acdom(443)[1/m] (n = 1754) samples in our dataset per TS class (green training, blue test). 
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vector classifiers. We invoked the k-th base-classifier in L to predict the class for each instance 𝑥𝑖, 

along with its true TS classification 𝑦𝑖. Combining these predictions along with the true trophic class 

vector led to a new dataset, the level-zero data. The level-zero dataset was treated as the training 

ground for a new learning problem subsequently solved by an additional classification algorithm, the 

meta-classifier. 

4.2.2.1 Base-classifiers 

We trained the meta-classifier with the predictions of four base-classifiers characterised by different 

statistical assumptions: eXtreme Gradient Boosting (XGBoost), LightGBM (LGBM), Naïve Bayes 

(NB) and a neural network (NN). The classifier assumptions and the training procedure, involving 

the stacking of base-classifiers to fit the meta-classifier, are as follows. 

The first two classifiers are XGBoost and LGBM (Chen and Guestrin 2016; Ke et al. 2017). Both 

classifiers have their statistical origin in gradient boosting machines (GBM) combined with decision 

trees as base-learners (GBDT) (Freund and Schapire, 1997; Friedman et al., 1998). GBDTs create 

new models sequentially to provide more accurate estimates of the target variable. The principle is 

to construct new learners that focus on weak areas already learnt, or in statistical terms, construct 

learners correlated with the negative gradient of the used loss function (Natekin and Knoll, 2013) 

(Natekin and Knoll 2013). For reviews on boosting algorithms see (Bühlmann and Hothorn, 2007; 

Schapire, 2003). The prediction of the XGBoost algorithm at each iteration t is based on the defined 

objective function 𝐽: 

𝐽(𝑡) = 𝐿(𝜃) + 𝛺(𝜃), (4.5) 

where 

𝐿(𝜃) = ∑ ℓ

𝑛

𝑖 = 1

[𝑦𝑖, 𝑦̂𝑖
(𝑡)

] , (4.6) 

and 

𝛺(𝜃) = 𝛾𝑇 +
1

2
𝜆 ∑ 𝑤𝑗

2.

𝑇

𝑗 = 1

(4.7) 

The objective function 𝐽(𝑡) consists of two parts: 𝐿(𝜃) and 𝛺(𝜃). 𝜃 describes the parameters in the 

equation. 𝐿(𝜃) is a differentiable convex loss function that measures the difference (residual) 

between a class prediction 𝑦𝑖̂ and 𝑦𝑖 at the t-th iteration. The goal of the optimisation process is to 

construct a tree structure that minimises a loss function in each iteration. The updated tree structure 

in each iteration learns from the previous tree’s model decision and uses the residuals to fit a new 

residual tree. To construct models that generalise and avoid overfitting, Equation 4.5 denotes a 

regularisation term 𝛺(𝜃). T in Equation 4.7 is the number of terminal nodes in a tree and 𝛾 the 

learning rate (between 0 – 1). 𝛾 is multiplied by T to enable tree pruning. Terminal nodes and the 

learning rate are hyper-parameters that we optimised in separate steps (see section 2.2.3). Compared 
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to classic GBM algorithms, XGBoost introduces the term 
1

2
𝜆 ∑ 𝑤𝑗

2𝑇
𝑗 = 1 , where 𝜆 is an additional 

regularisation parameter, and 𝑤𝑗 enables to control the weights of the tree leaves (Goodfellow et al., 

2016).  𝛺(𝜃) prevents overfitting and allows a better generalisation of the constructed model. 

In this study we used the multi-class logarithmic loss function (mlogloss) for both XGBoost and 

LGBM. Mlogloss measures the performance of the models with an output probability value between 

0 and 1 and increases when the predicted probability diverges from the actual class label: 

mlogloss = −
1

𝑁
∑ ∑ 𝑦𝑖𝑗

𝑀

𝑗

𝑁

𝑖

ln(𝑝𝑖𝑗), (4.8) 

where N is the number of observations, M the number of TS class labels, 𝑦𝑖𝑗 a variable with the 

predicted class label and 𝑝𝑖𝑗 is the classification probability output by the classifier for the i-th 

instance and the j-th label (Bishop, 1995; Hsieh, 2009). Solving Equation 4.8 becomes challenging 

and computationally demanding. Therefore, Equation 4.8 is transformed using a second-order Taylor 

expansion (Bishop, 2006). The transformation allows the objective function to depend only on the 

first and second order derivatives of a point in the loss function, also speeding up the process. The 

main difference between XGBoost and LGBM is the tree construction process. Both classifiers can 

capture highly non-linear feature-target class relationships. The models can be precisely controlled 

by tuning a set of hyper-parameters. In addition, each classifier can be trained on both small and 

large datasets making them suitable for application to any given classification task. 

The third classifier in our ensemble is a Naïve Bayes (NB) probabilistic model based on the Bayes’ 

Theorem: 

𝑃(𝐶 = 𝑦𝑖|𝑋 = 𝑥) =
𝑃(𝑥|𝑦𝑖)𝑃(𝑦𝑖)

𝑃(𝑥)
, (4.9) 

where 𝑃(𝑦𝑖|𝑥) is the conditional probability that a reflectance spectrum x belongs to a trophic class 

𝑦𝑖. The Bayes’ rule specifies how this conditional probability can be calculated from the features 

(wavelengths) of the reflectance vectors of each trophic class, and likewise the unconditional 

probability (Lewis, 1998). The NB classifier calculated the probability of each trophic class for a 

given reflectance and output the trophic class with the highest one. We specifically wanted to include 

the assumption that for some reflectance spectra independent, single wavelengths are dominant, and 

hence strongly influence the class assignment. Since the wavelengths of multispectral reflectance 

vectors are at least partly correlated, the NB assumption is naive. In our ensemble of classifiers, NB 

is one of several base-classifiers generating a TS prediction. Following the theory of stacked 

generalisation, the meta-classifier should recognise when the NB assumptions apply through 

evaluation of the predictions for each test reflectance. In case the NB assumptions hold, high 

prediction accuracies are expected and thus the meta-classifier could prioritise the NB predictions in 

the decision-making to generate a final TS estimate. In case the NB assumptions do not apply, the 
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accuracies will be low and lead to higher influence on the meta-classifier of other, more accurate 

base-classifiers. 

As the fourth base-classifier we used a NN. NNs have shown success across a diverse set of waters 

due to their aptitude to approximate non-linear input-output functions (Brockmann et al., 2016; 

Doerffer and Schiller, 2007; Hieronymi et al., 2017; Ioannou et al., 2013; Krasnopolsky et al., 201, 

2002). In this study, a NN with one layer and multiple hidden neurons ℎ𝑗 was trained. The output of 

the NN for the test dataset was given by: 

𝑦 = 𝑎̂ + ∑ 𝑤̃𝑗 ⋅ ℎ𝑗

𝑛

𝑗= 1

, (4.10) 

with 

ℎ𝑗 = 𝜙(𝑎𝑗 + 𝑤𝑗 ⋅ 𝑥𝑖), (4.11) 

where 𝑥𝑖 and 𝑦 are input and output vectors, respectively; 𝑤𝑗 and 𝑤̃𝑗 are weights, 𝑎𝑗 and 𝑎̂ are fitting 

parameters and 𝜙 is the non-linear hyperbolic tangent activation function (Hsieh, 2009). In Equation 

4.10, n is the number of the non-linear activation function, 𝜙 in Equation 4.11. The defined objective 

function 𝐽(𝑡)(Equation 4.5) for the NN minimised the mlogloss function (Equation 4.8) and the 

regularisation term 𝛺(𝜃) = ∑ 𝑤𝑘
2

𝑘 , also known as weight decay. Mathematically, in each iteration k 

of the network, weights are pushed towards zero. The decay enables to avoid large weights that would 

cause the network to overfit on a given part of the input data. The NN was trained using 

backpropagation (Goodfellow et al., 2016). For the multi-class output layer, we used the standard 

softmax function (Bishop, 2006). 

It is worth noting that the NN with one layer can be considered shallow, whereas it is becoming more 

common to use "deeper" NNs characterised by more layers. We could have added additional layers 

or used a more advanced architecture such as a mixture density network (MDN), as recently 

demonstrated for inland and coastal waters in (Pahlevan et al., 2020). However, the intent of this 

paper is to present meta-classification, and not to showcase various NN architectures. Further, a 

deeper NN increases training time and requires more in situ measurements which are naturally 

limited. For this application, we therefore opted to keep the NN architecture as basic as possible. Our 

library 𝐿 consists of a diverse set of base-classifiers and underlying statistical models that forwarded 

the unique information learnt about the reflectance spectra, constituting each trophic class, to the 

meta-classifier. 

4.2.2.2 Meta-classifier 

The meta-classification training and prediction procedures were multi-step processes, as we illustrate 

schematically in Figure 4.4. All classifiers were trained using a v-fold cross-validation scheme with 

v = 5. Cross-validation enables performance assessment of the classification algorithms during the 

training process (Schaffer, 1993). The process of training the meta-classifier on the predictions of 

the base-classifiers in our library 𝐿 = {𝑘1, 𝑘2, … , 𝑘4} was as following: 
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We split the reflectance training set into 5 exclusive folds of 𝑛/𝑣 = 2184/5 ∼ 437. 

For each fold 𝑣 = {(𝑣𝑖) = 1, … ,5}: 

a) Reflectance spectra in fold 𝑣𝑖 were validation data (hold-out set), while the remaining 

observations (80% of the reflectance spectra) constituted the training set. Each base-

classifier was fit on the training set. 

b) With each base-classifier we predicted the outcome 𝑦𝑖̂ for each reflectance instance 𝑥𝑖 in a 

validation set 𝑣𝑖. The resulting loss of each base-classifier was estimated between the true 

outcome 𝑦𝑖 and its prediction 𝑦𝑖̂ for all reflectance spectra. 

c) For each classifier, the v-estimated loss rates over the v-validation sets were averaged 

resulting in the cross-validated loss. For each reflectance the model of the respective base-

classifier with the smallest cross-validated loss was selected for subsequent use by the meta-

classifier. 

Figure 4.4: Schematic diagram of the training and application processes included in the meta-

classification framework. 

Combined with the true trophic class 𝑦𝑖, we stacked the cross-validated predictions made on the 

training set of each base learner to generate a vector of level-zero predictions: pzero
train

= {(𝑝𝑖 , 𝑥𝑖) =

1, … , 𝑁}. This important step constituted the training set of the meta-classifier, where each feature in 

pzero
train

 was a single prediction of the base-classifiers. For each prediction, we knew the true 

outcome 𝑦𝑖 and hence provided the meta-classifier the necessary training data. The meta-classifier 

learnt which of the base-classifiers predicted the true trophic class 𝑦𝑖 for each training reflectance. 

We used a separate NN as the meta-classifier. We selected a NN because of its high approximation 

capability to learn the non-linear decision boundaries necessary to distinguish between the base-
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classifier predictions. The task of the meta-classifier NN was to select the most accurate base-

classifier for each reflectance and assign a final trophic class. The training procedure of the meta- 

classifier required the level-zero predictions pzero
train

. Overfitting of the meta-classifier on the 

training data was avoided through weight decay, that was applied in the same manner as for the base-

learner NN. In the application, each base-classifier in L predicted a trophic class for each reflectance 

in our test set, resulting in a vector with level-zero test predictions: pzero
test

= {(𝑝𝑖, 𝑥𝑖) = 1, … , 𝑁}. 

These predictions were then stacked and provided to the meta-learner NN to estimate a final trophic 

class for each test reflectance. In this study we utilised the open-source ML-ensemble Python library 

that interfaces with Skicit-Learn (Flennerhag, 2017; Pedregosa et al., 2011).  

 

4.2.2.3 Hyper-parameter optimisation 

We optimised the learning process of the considered classifiers through hyper-parameter 

optimisation (HPO). Given a learner A of any of the base-classifiers k in our library L, hyper-

parameters were exposed 𝜆 𝑥 𝛬. Tuning hyper-parameters changed the way model A learnt to 

correctly classify training reflectance spectra in the dataset D. For example, a hyper-parameter of the 

base-classifiers XGBoost and LGBM limits the maximum depth of the constructed tree. Further, the 

NNs require a selection of neurons in a layer (as opposed to weights that are model parameters learnt 

during training). Mathematically, HPO can be represented as: 

𝑥∗ = 𝑓(𝑥)𝑥
𝑎𝑟𝑔 𝑚𝑖𝑛

, (4.12) 

where 𝑓(𝑥) is the objective function to minimise (or maximise) - such as the mlogloss - and 𝑥∗ is the 

lowest (or highest) value of a function for a set of hyper-parameters we have drawn from a domain 

𝒳. In practice, 𝒳 was a previously defined grid of hyper-parameters. 𝑓 is a black-box function and 

has a large set of hyper-parameter combinations that are computationally costly to evaluate. The 

search that optimises 𝑓 is often either manually performed or accomplished by selecting randomly 

from a set of hyper-parameters. Another option is to search through a grid consisting of a substantial 

combination of all possible hyper-parameter configurations (Bergstra and Bengio, 2012; Bergstra et 

al., 2011; Thornton et al., 2012). Because our meta-classification approach involved the training of 

classifiers with several hyper-parameters, a manual, random or grid search approach was considered 

unpractical. These search approaches are time intensive and susceptible to missing an optimal hyper-

parameter configuration. In this study, we instead followed the concept of Bayesian optimization 

(Jones et al., 1998; Streltsov and Vakili, 1999). As in the Naïve Bayes classifier, Bayesian 

optimisation is based on the Bayes’ Theorem stating that the posterior probability (or hypothesis) M 

of a learner (or model) A given data points D is proportional to the likelihood of D given M multiplied 

by the prior probability of M: 

𝑃(𝑀|𝐷) =
𝑃(𝐷|𝑀)𝑃(𝑀)

𝑃(𝐷)
. (4.13) 
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Bayesian optimisation methods can be understood as a sequence process that builds a probabilistic 

model by keeping track of past evaluation results (Brochu et al., 2010). A probabilistic model is build 

by mapping hyper-parameters to a probability of a score on the objective function 𝑓. One can 

represent this model as 𝑃(𝐶|𝑥), where 𝐶 is the score for each hyper-parameter 𝑥. In literature, the 

model 𝑃(𝐶|𝑥) is called utility (or surrogate) function 𝑢. In this study, we built the model with a 

Gaussian Process (GP) as the prior probability model on 𝑓 (Rasmussen and Williams, 2005). GPs 

have become a standard in Bayesian optimization (Martinez-Cantin, 2014; Snoek et al., 2012). The 

surrogate function 𝑢 was then optimised for and based on the posterior distribution for sampling the 

next set of hyper-parameters (𝑥𝑡+1): 

𝑥∗ = 𝑓(𝑥)𝑥
𝑎𝑟𝑔 𝑚𝑖𝑛

, (4.14) 

To find the next best point to sample 𝑓 from, a point was chosen that maximised an acquisition (or 

selection) function, here the expected improvement (EI): 

EI(𝑥) = 𝔼[max{0, 𝑓(𝑥) − 𝑓(𝑥}], (4.15) 

where 𝑥 is the current optimal set of hyper-parameters. Maximising 𝑥 was the objective to improve 

upon 𝑓 most. 𝑓 was continually evaluated against the true objective function until a defined 

maximum of iterations was reached. By continually updating the surrogate probability model, 

Bayesian reasoning led to reliable results. The next set of hyper-parameters was selected based on 

the previous performance history instead of a costly grid search through all possible hyper-parameter 

combinations. Several libraries exist that implement Bayesian optimisation. Here we used Scikit-

Optimize, as it was built on top of Scikit-Learn (Head et al., 2018). 

4.2.2.4 Optical water type switching to derive trophic status 

To assess the performance of the developed meta-classifier, we compare it against derivation of TS 

through OWT switching of chla retrieval algorithms (see Figure 4.5). 

Our OWT switching approach is based on three previous studies. First, the OWTs for all Rrs in our 

training and test datasets are available from (Spyrakos et al., 2018) (Figure 4.6). Second, our dataset 

is almost identical (98% common) to the one used in the study by Neil et al. (2019) (n = 2807, 

compared to n = 2751 herein). Neil et al. (2019) assessed the performance of 48 chla algorithms on 

their dataset, resulting in one best-performing algorithm per OWT (see Table 5 therein). 

Since the datasets of the two studies are nearly identical, the performance results of Neil et al., (2019) 

are considered valid for the dataset of the present study. Third, Neil et al. (2019) recommended chla 

algorithms for groups of OWTs when applied to independent, unknown data (such as the test set 

herein). We slightly modified the selection of algorithms, based on recent performance evaluations 

from the European Copernicus Global Land Service (Simis et al., 2020). Four chla algorithms were 

thus assigned to groups of OWTs (Table 4.4). Restriction of the OWT scheme to four chla algorithms 

increases the quality of the exercised comparison, as the meta-classifier is equally based on four base-

learners. 
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For the retrieval of chla through OWTs two approaches exist. The first approach uses the most 

dominant / highest OWT membership score a Rrs received in the clustering process performed in 

(Spyrakos et al., 2018). Chla is then retrieved with an assigned algorithm per OWT. In the present 

study we refer to this approach as OWT switching of chla algorithms. The second approach utilises 

the highest n OWT membership scores per Rrs to retrieve chla with n algorithms. The n retrieved 

chla values are then weighted to reflect the OWT membership scoring, resulting in a blended chla 

value (Moore et al., 2014). 

The blending procedure varies depending on the value of n and the definition of the weighting 

function. Since the largest impact on the chla retrieval originates from the algorithm chosen for each 

OWT, we simplified the process and utilised the highest OWT membership score per Rrs. 

The meta-classifier was trained with 80% observations of the overall dataset. The coefficients of the 

chla algorithms included in the switching scheme were thus re-calibrated solely with measurements 

included in the respective OWT group of the training data set. For example, in our OWT switching 

scheme, the OC2 algorithm was assigned for OWTs 3, 9, 10, 13, which combined constitute 511 

observations in the training set. Using these OWT group measurements of the training set, the 

Figure 4.5: OWT switching scheme of chla algorithms to derive TS. OWT clustering of the dataset 

was performed in Spyrakos et al. (2018). Chla algorithm selection was based on benchmark results 

from Neil et al. (2019) for this dataset and modifications undertaken in Simis et al. (2020). Each 

group of OWTs was assigned one chla algorithm. Algorithm coefficient calibration was performed 

on the respective OWT group training data and the re-calibrated algorithms were applied to the 

test observations of the respective OWT group. TS was derived from the retrieved chla value based 

on the TS class ranges defined in Table 4.2. 
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coefficients of the OC2 fourth-order polynomial were estimated using non-linear least squares fitting. 

We did not re-calibrate the coefficients of the Gons and Gilerson 2-band algorithms, as the number 

of required chla-specific absorption (𝑎𝜙
∗ (𝜆)[m2 g−1] measurements included in the respective OWT 

training groups was low and thus insufficient for this purpose. Chla from 𝑎𝜙(665)[1/m] retrieved by 

QAA Mishra was estimated using the equation by (Bricaud et al. 1998): 

𝐶ℎ𝑙𝑎_𝑄𝐴𝐴_𝑀𝑖𝑠ℎ𝑟𝑎 = (
𝑎𝜙(665)

𝒂
)

1
𝒃

, (4.16) 

where a and b were calibrated with training data included in OWT group 7. Unlike the meta-classifier 

that operated on normalised Rrs (see section 2.1), the chla retrieval algorithms were applied to non-

normalised Rrs at corresponding OLCI wavelengths. Each algorithm retrieved chla for the test Rrs 

measurements contained in the assigned group of OWTs. TS was subsequently derived from the 

retrieved chla concentration according to the TS class ranges depicted in Table 4.2. 

4.2.2.5 Performance evaluation 

To evaluate the base-classifiers independently of the meta-classifier and vice versa, we compared 

them to a separate support vector machine (SVM) classifier (Cortes and Vapnik, 1995). Identical to 

the base-classifiers, we used the same training and test sets and procedures to train the SVM. 

Figure 4.6: Hyperspectral Rrs (top, n = 567) and clustered OWTs (bottom, n = 12) of the test dataset. 
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For the evaluation of TS classifications either through meta-classification or derived via conventional 

chla retrieval, we calculated the following metrics: 

Overall Accuracy (OA). Accuracy of all reflectance instances 𝑥 correctly classified into each of the 

four TS classes 𝑀, divided by the total number of test samples (n = 567): 

𝑂𝐴 = ∑ 𝑥

𝑀

𝑖 = 1

/𝑛. (4.17) 

Average Accuracy (AA). Average classification accuracy across all four trophic classes: 

𝐴𝐴 = ∑ 𝑥

𝑀

𝑖 = 1

/4. (4.18) 

Kappa Coefficient (Kappa). Percentage agreement corrected by the level of agreement that could be 

expected due to chance alone: 

𝜅 = (𝑝0 − 𝑝𝑒)/(1 − 𝑝𝑒), (4.19) 

where 𝑝0 was the accuracy and 𝑝𝑒 was the probability of agreement by chance (Cohen, 1960; 

Congalton, 1991). 

OA and AA are not equal because each trophic class holds a different number of samples. Because 

of the dataset split procedure, the dataset suffers from an imbalance between the classes (see Table 

4.2). Using OA alone lacks precision because the smaller number of samples in the trophic classes 1 

and 2 have less impact on the final accuracy score than class 3 (eutrophic). Hence, we calculated AA 

for all classification models. Because the eutrophic class has the highest amount of samples, large 

differences between OA and AA may indicate a biased classification model. We included the Kappa 

coefficient to estimate the probability of a correct class assignment by chance alone. In the 

comparison of the meta-classifier against TS derived via OWT switching, we evaluated the results 

of the regression of chla retrieved from an algorithm (estimated (E)) versus the in situ chla values 

(observation (O)). We assessed the residuals of 𝐸𝑖 − 𝑂𝑖 with log-transformed metrics, as they enable 

a robust assessment of the algorithms over large concentration ranges of chla (O’Reilly and Werdell, 

2019; Seegers et al., 2018). 

Bias, which quantifies the average difference between estimated chla and the observed in situ value 

and is robust to systematic errors produced by an algorithm: 

Bias = 10𝑌 where 𝑌 =

[
∑ log

10
n
𝑖=1 (𝐸𝑖) − log

10
(𝑂𝑖)

n
] .

(4.20) 

Mean Absolute Error (MAE), which captures the error magnitude accurately but can be sensitive to 

outliers: 

MAE = 10𝑍 where 𝑍 =

[
∑ |n

𝑖=1 log
10

(𝐸𝑖) − log
10

(𝑂𝑖)|

n
] .

(4.21) 

Median Absolute Percentage Error (MdAPE), which is outlier-resistant. For each sample (𝑖): 

MdAPE =  100 × x̃ 
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where x ̃is the median of [
|𝐸𝑖−𝑂𝑖|

𝑂𝑖
] . (4.22)

Additionally, we provide the slope of the linear regression fit to enable comparisons with previously 

published results. We omit the coefficient of determination (r2) as it lacks a response to bias and is 

sensitive to outliers and thus subject to false interpretation (Seegers et al., 2018). 

Table 4.4: Chlorophyll-a algorithms included in the OWT switching scheme. Calibration coefficients 

for each model highlighted in bold. 

OWTs Algorith

m 

References Equation a b c d e 

3, 9, 10, 

13 

OC2 (O’Reilly 

et al., 

1998; 

O’Reilly 

and 

Werdell, 

2019) 

𝐶𝐻𝐿𝐴_𝑂𝐶

= 10(𝒂+𝒃𝑋+𝒄𝑋2+𝒅𝑋2+𝒆𝑋2) 

X = 𝑙𝑜𝑔10 (
𝑅𝑟𝑠490

𝑅𝑟𝑠560
) 

-

0.0

087 

-

1.98

03 

5.086

7 

1.004

3 

-

15.76

60 

2, 8, 11, 

12 

Gilerson 

2-band  

(Gilerson 

et al., 

2010) 

𝐶ℎ𝑙𝑎_𝐺𝑖𝑙 

=  [35.75 𝑥 
𝑅𝑟𝑠708

𝑅𝑟𝑠665
 

−  19.30]1.124 

     

1, 4, 5, 

6 

Gons (Gons et 

al., 2008, 

2005, 

2002) 

Chla_Gons = 

[(
𝑅𝑟𝑠708

𝑅𝑟𝑠665
) 𝑥 (0.7 + 𝑏𝑏)  −

 0.4 − 𝑏𝑏
𝒂] / 𝑏 

 

0.0

16 

    

7 QAA 

Mishra 

(Mishra 

and 
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2014) 

𝑎𝜙(665)  

=  𝑎(665)  − 𝑎𝑤(665)  

−  𝑎𝑐𝑑𝑜𝑚(665) 

𝑎𝑐𝑑𝑜𝑚(665)  

=  𝑎𝑐𝑑𝑜𝑚(443)(−𝒂(665−443)) 
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4.3 Results 

4.3.1 Meta-classification 

For the meta-classifier LGBM and XGBoost were base-learners. LGBM marginally outperformed 

XGBoost for all TS classes (Table 4.5). The overall accuracies (OA) were 80.56% and 79.15% for 

LGBM and XGBoost, respectively (Figure 4.7). Both classified a high proportion of the eutro- and 

hypereutrophic systems (classes 3 and 4) correctly (86.14% and 91.59% for LGBM and 85.54% and 

89.72% for XGBoost). 
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Figure 4.7: Classification matrices for predictions made by all classifiers on the independent test set 

(n = 567). The percentage of reflectance spectra assigned per TS class is shown. Yellow colours 

indicate high, purple colours low percentages per classifier. TS classes are denoted as 1 = 

Oligotrophic, 2 = Mesotrophic, 3 = Eutrophic, 4 = Hypereutrophic. 

Table 4.5: Classification accuracies of the different classifiers for the test set shown in percentages. 

The highest accuracy in each row is shown in bold. 

Class Class Name XGBoost LightGBM NN NB SVM Meta-

classifier 

1 Oligotrophic 52.77 55.55 61.11 55.55 61.11 66.66 

2 Mesotrophic 53.26 56.52 45.65 22.82 63.04 52.17 

3 Eutrophic 85.54 86.14 92.16 94.27 73.79 92.16 

4 Hypereutrophic 89.71 91.58 82.24 68.22 92.52 90.65 

OA - 79.15 80.56 80.91 75.44 74.91 83.92 

AA - 70.32 72.45 70.29 60.22 72.61 75.41 

Kappa - 65.10 67.18 66.88 52.73 60.02 71.72 
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Both classifiers achieved moderate classification accuracies for the oligo- and mesotrophic classes 

(classes 1 and 2). For the oligotrophic class, 33.33% and 36.11% misclassifications occurred 

(assigned mesotrophic) for LGBM and XGBoost, respectively. For mesotrophic systems, LGBM 

misclassified 28.26% and XGBoost 22.83% of observations as eutrophic. LGBM and XGBoost 

performed similarly, with slightly higher prediction accuracies by LGBM across all classes. 

Differences were primarily due their distinct approaches to build the decision trees. Both models 

constituted balanced base-learners, without major prediction failures for any of the TS classes. 

Out of all the base-classifiers, NB classifications had the highest variance. While 55.56% of 

observations were correctly assigned oligotrophic (similar to the performances of XGBoost and 

LGBM), NB performed poorly (22.83%) for the mesotrophic class, predicting most water systems 

as eutrophic (68.48%). In contrast, NB classified 94.28% of the eutrophic observations accurately, 

outperforming all classifiers for this TS class. Although the other classes were not predicted with 

high precision, NB reached an OA score of 75.44%. This high OA score can be explained by the 

higher number of test samples in the eutrophic class 3 (n = 332) and the disproportionate impact on 

the overall accuracy metric. Consequently, AA becomes a more relevant metric because it 

incorporates the imbalanced dataset distribution. The NB AA score was approximately 15% lower 

at 60.22%. NB assumptions only applied to eutrophic and partially hypereutrophic waters (68.22%). 

For oligotrophic waters, the NB classifier performed comparable to the other classifiers. 

The base-classifier NN achieved the highest accuracies for oligotrophic systems (61.11%). 

Compared to LGBM and XGBoost, the results were inferior for mesotrophic (45.65%) and 

hypereutrophic waters (82.24%). However, as for the other classifiers, the NN scored high accuracies 

for eutrophic waters (92.17%). Whereas for oligotrophic and eutrophic waters the prediction 

accuracies by the NN were competitive, the model’s predictions were not balanced across the entire 

set of TS classes. It is to observe that higher accuracies for the oligotrophic class were accompanied 

by lower precision for mesotrophic waters. Similarly, the eutrophic class was retrieved with high 

precision, whereas less accurate predictions for hypereutrophic waters were made. Because the NN 

in this study is considered shallow, adding depth to the architecture may stabilise the predictions 

made across the TS classes. Therefore, more thorough experiments with different NN architectures 

need to be undertaken than they were exercised in this study. For exemplification of the meta-

classifier concept, the NN sufficed to add meaningful information to the ensemble of base-learners. 

The non-base SVM classifier scored the highest accuracy for mesotrophic waters (63.04%, 6.52% 

more accurate than the highest base-learner prediction by LGBM (56.52%)) and hypereutrophic 

waters (0.94% compared to LGBM predictions). SVM predictions were 10.87% and 1.87% more 

accurate than from the meta-classifier for these two classes, which in sum represents a significant 

performance gain. However, the SVM misclassified a large proportion of the eutrophic class (73.79% 

compared to 92.16% by the meta-classifier), reducing all performance metrics significantly. 
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In the present study, the SVM functioned as a standalone comparison model which therefore could 

not be incorporated into the ensemble of base-learners. However, given the performance gains of the 

SVM over other base-learners for mesotrophic and hypereutrophic waters, the addition of the SVM 

to the ensemble should be investigated. Before adding the SVM, it needs to be clarified whether the 

eutrophic misclassifications are a primary consequence of the model’s more accurate mesotrophic 

and hypereutrophic classifications. If included, it is furthermore important to validate if the lower 

accuracies for eutrophic waters can be accurately handled by the meta-classifier without an overall 

performance loss for this class. Only if the meta-classifier can discard misclassifications accurately, 

performance gains of the SVM for mesotrophic and hypereutrophic waters would improve overall 

meta-classifier accuracies. Inclusion of the SVM into the ensemble of base-learners would also 

require to re-train the meta-classifier NN. 

The meta-classifier achieved the highest classification accuracies across all performance metrics 

(OA: 83.92%, AA: 75.41%, Kappa: 71.72%) and the oligotrophic class 1 (66.67%). In comparison, 

the base-classifiers’ average accuracy for oligotrophic waters was 56.25%. The meta-classifier 

improved on this score by 10.42%. Compared to the oligotrophic class, the meta-classifier did not 

improve over the most accurate base-classifiers for mesotrophic waters. The decision-making 

process of the meta-classifier to prioritise a reliable base-classifier became increasingly complex in 

the case of strongly differing base-classifier predictions. For mesotrophic waters, the meta-classifier 

had to discard the poor performing base-classifiers NB (22.83%) and NN (45.65%) in favour of the 

more accurate XGBoost (53.26%) and LGBM (56.52%). The meta-classifier was not able to entirely 

dismiss the NB and NN classifiers compared to the most reliable performance achieved by the base-

learner LGBM. Despite the poor performances by NB and the NN, the meta-classifier scored 52.17% 

prediction accuracy for mesotrophic waters. Since the selection of a base-classifier for a reflectance 

was learnt using the training data, choosing incorrect classifiers for a reflectance of the test set was 

an expected outcome in heterogeneous classification scenarios. 

In contrast, the meta-classifier generated highly accurate results for eutrophic and hypereutrophic 

waters (92.16% and 90.65%, respectively), which were significantly higher than for the oligo- and 

mesotrophic classes. Confusion by the meta-classifier between these two classes was below 10%. 

4.3.2 Optical water type switching of chla algorithms 

Figure 4.8 illustrates the performances of the chla retrieval algorithms included in the OWT 

switching scheme for the assigned group of OWTs on the test dataset. The observations contained in 

the OWT groups of the Gons and Gilerson 2-band algorithms represent 78% of the test set (442/567). 

The Gons algorithm retrieved chla with low MAE < 0.33 [mg/m3], MdAPE < 20% and a small 

negative bias (-0.04). Higher residual errors (MAE of 0.61 [mg/m3] and MdAPE of 37.21%) were 

produced by the Gilerson 2-band algorithm for the respective observations included in the OWT 

group test set. 
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QAA Mishra overestimated the values of extremely high chla, turbid waters (positive bias (0.52)). 

Nonetheless, the overestimation had no negative impact on the TS class assignment, as all retrieved 

chla values were > 100 [mg/m3] and thus the TS class assignment was 100% accurate (chla values 

> 56 [mg/m3] are hypereutrophic). The impact of QAA Mishra on the overall hypereutrophic class 

was low, as there were only 24 measurements included in the OWT 7 test set. 

Out of the four chla algorithms, the OC2 algorithm performed accurately for low chla concentrations, 

but struggled to predict higher chla waters (MAE of 0.79 [mg/m3], negative bias (-0.19)). The OC2 

stagnated at approximately 14 mg/m3 of chla, which can be explained by the limit of the polynomial 

(expressed by its coefficients) to calculate higher chla concentrations. The same stagnation can be 

observed in the algorithm’s application to the training data it was calibrated with (grey hexagons in 

Figure 4.8, metrics not shown).  

 

Figure 4.8: Performance evaluation of chla retrieval algorithms included in the OWT switching 

scheme: OC2, Gons, Gilerson 2-band and QAA Mishra. Coloured circles represent algorithm 

retrievals for measurements included in the respective OWT test groups (n = 567). For illustrative 

purposes, grey hexagons represent algorithm retrievals for the respective OWT training groups, that 

the algorithms were calibrated with. Metrics are shown for test data. 

The failure of the OC2 algorithm to retrieve chla accurately for higher concentrations is an expected 

outcome, since the OC2 algorithm was designed for clear waters, where phytoplankton dominates 

the optical properties. The retrieval result of OC2 indicates that the blue and green areas of the test 

Rrs were not only changing as a function of phytoplankton. Thus, the blue/green ratio of the OC2 

algorithm led to inaccurate retrievals. 
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TS derivation following the chla retrieval through OWT switching is shown in Figure 4.9. The 

accuracy of the OWT chla algorithm switching approach to derive TS for the test dataset was 79.54% 

(OA), 68.66% (AA) and 63.38 % (Kappa). As for the meta-classifier, the largest errors occurred for 

oligo- and mesotrophic waters, whereas the retrieval was highly accurate for eutro- and 

hypereutrophic waters (> 85% accuracy). For oligotrophic waters, the meta-classifier was 12.38% 

more accurate (66.67% versus 54.29%, respectively) and 5.83% more precise in the classification of 

mesotrophic waters than derived through OWT switching of chla algorithms (52.17% and 46.34%, 

respectively). Our classification approach was slightly more accurate for eutrophic (4.12%) and 

hypereutrophic waters (4.67%). Using the AA metric that incorporates the imbalance of samples per 

TS class, the meta-classifier was on average 6.75% more accurate than the OWT switching of chla 

algorithms (75.41% and 68.66%, respectively). 

4.3.3 Misclassifications of oligo- and mesotrophic classes 

Both the meta-classifier and OWT switching scheme misclassified a high percentage of oligo- and 

mesotrophic reflectance spectra. Here we investigate the misclassifications of the meta-classifier that 

are higher for both classes when derived through OWT switching of chla algorithms. 

The meta-classifier misclassified 19.44% reflectance spectra of the oligotrophic class as mesotrophic 

and 38.04% reflectance spectra of the mesotrophic class were falsely classified as eutrophic (see 

Figure 4.7). None of the oligotrophic and mesotrophic test waters were misclassified as 

hypereutrophic. To investigate the misclassifications, we plotted the distributions of the OACs per 

TS class of the training and test sets (Figure 4.10). Based on the TS definition and the split of 

Figure 4.9: Classification matrix for TS predictions on the independent test set (n = 567) derived 

from OWT switching of chla algorithms. The percentage of reflectance spectra assigned per TS class 

is shown. Yellow colours indicate high, purple colours low percentages. TS classes are denoted as 1 

= Oligotrophic, 2 = Mesotrophic, 3 = Eutrophic, 4 = Hypereutrophic. 
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measurements into training and test sets after each Rrs was assigned a TS class, the two datasets 

showed almost identical chla concentrations within each class. Greater variation occurred only in the 

hypereutrophic class for which a maximum chla [mg/m3] concentration was not defined. In contrast, 

TSM [g/m3] concentrations and 𝑎cdom(443)[1/m] strongly varied between the oligo- and mesotrophic 

classes. Since chla concentrations were low for both the oligo- and mesotrophic classes, TSM was 

dominated by inorganic particle loads, leading to highly turbid and strongly scattering water 

properties. 

Based on the constituent medians of the OACs, the optical properties of the oligotrophic class in the 

training set were mostly dominated by phytoplankton chla, as 𝑎cdom(443)[1/m] (0.30) and TSM 

[g/m3] (1.97) induced scattering concentrations were low. In contrast, the oligotrophic test set was 

characterised by high 𝑎cdom(443)[1/m] (5.77) and turbid waters with high TSM [g/m3] concentrations 

(7.04). 

For the mesotrophic class, the meta-classifier assigned 35 out of 92 test reflectance spectra to the 

eutrophic class (38.04%). The medians of chla [mg/m3] and 𝑎cdom(443)[1/m] for all reflectance 

spectra in this class were comparable between the training and test datasets, however the test TSM 

concentration was twice as high as the training dataset counterpart (13.6 [g/m3] in the test set 

compared to 6.71 [g/m3] in the training set). For the 35 misclassified reflectance spectra this 

difference in TSM persisted with a median of 12.78 [g/m3]. 

Figure 4.10: Histograms of Chla [mg/m3], TSM [g/m3] and acdom(443)[1/m] measurements included 

in the training (green) and test (blue) sets of the oligotrophic, mesotrophic and eutrophic classes. 

Dashed lines indicate the class median (𝑥̃) of the parameter, 𝜇 and 𝜎 the mean and standard 

deviation, respectively. 
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The misclassified reflectance spectra of both the oligotrophic and mesotrophic waters reflect the 

influence of high sediment loads (Figure 4.11). The Rrs vectors of misclassified oligotrophic 

instances (19.44% as mesotrophic and 13.89% as eutrophic) do not reflect a significant reduction in 

Rrs values at 560 nm to 620 nm that characterises correctly assigned oligotrophic class observations. 

Moreover, misclassifications show high reflectance values in the red to near-infrared part of the 

spectrum. The reflectance spectra are similar in shape and magnitude compared to the training data 

of the mesotrophic and eutrophic waters. A comparable pattern can be observed for the 35 

misclassifications of the mesotrophic class (classified as eutrophic), wherein both shape and 

magnitude are similar to the training vectors of the eutrophic class. 

The reflectance spectra contained in the test sets of the two lowest TS classes were influenced by 

higher concentrations of absorbing 𝑎cdom(𝜆) and/or concentrations of scattering particles than 

represented in the provided training data. Consequently, the corresponding Rrs vectors were 

substantially less present in the training sets, which influenced the learning of the classifier. Without 

appropriate representation of these waters, the classifies were unable to adjust their class decision 

boundaries accordingly. For the classifiers in the training stage, the corresponding Rrs vectors were 

more similar to those abundant in higher trophic classes, which consequently led to incorrect TS 

predictions on the test set. 

Figure 4.11: Confusion matrix of remote sensing reflectance spectra. Shown are the classification 

results of the meta-classifier. Colours of the Rrs vectors correspond to training observations (grey), 

correctly classified (blue) and misclassified observations (orange). The percentages are identical to 

those in Figure 4.7. 
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4.4 Discussion 

4.4.1 Meta-learning 

The prediction accuracies of the base-classifiers and the SVM strongly varied across the four TS 

classes. With high precision, the meta-classifier was able to identify correct and incorrect TS class 

predictions made by the base-classifiers, resulting in accurate TS predictions overall. The 

performance gains of the meta-classifier over individual base-classifiers and the separate SVM 

classifier validate the stacking theory. Training an additional classification algorithm on the 

predictions of base-learners can result in significant prediction improvements and reduces the 

dependency on individual algorithms. The procedure of meta-learning also decreases required 

knowledge about the performance of a single retrieval algorithm prior to its application to unseen 

observations. Inherently, the meta-learner has access to the prediction performance of each base-

learner through the provided level-zero predictions. Independent of the encountered water type, the 

meta-learner can thus decide when to employ a specific base-learner during the application to unseen 

observations. This feature of the presented learning scheme might hold great potential to overcome 

single algorithm application limitations. 

4.4.2 Direct trophic status classification 

For the training of the base-classifiers, Rrs with previously assigned TS classes were utilised. Since 

the TS class ranges in this study were a function of chla, the base-classifiers learnt this functional 

relationship indirectly. Notably, the chla values used to define the class ranges were unknown to the 

classifiers during the training process. Corresponding reflectance vectors were treated by the 

classifiers without knowledge about the concentrations of OACs. Consequently, the classifiers learnt 

to represent a TS class in their feature space through the provided Rrs vectors, whereby the input 

features corresponded to the values at the band positions of OLCI. Additional bands may be added 

to the Rrs vectors in the training stage to improve the optical separability of the TS classes. 

Through direct TS classification, the presented method avoided some of the issues inherent to TS 

derivation via chla. For example, the meta-classifier was not confronted with the task of scaling 

𝑎𝜙(𝜆) to chla correctly. Naturally, phytoplankton is part of TSM and produces dissolved organic 

matter. Indirectly, certain water bodies favour specific phytoplankton groups, and also cluster by 

turbidity or dissolved organic matter loads (e.g. due to riverine influence). When higher or lower 

phytoplankton absorption efficiency is correlated to changes in 𝑎cdom(𝜆) or 𝑎nap(𝜆), the classifiers 

can incorporate the resulting influence on the absorption budget in their decision-making through the 

varying contribution of these IOPs to the Rrs vector. 
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4.4.3 Adaptation of the classification framework 

In misclassified, turbid oligotrophic and mesotrophic waters, high inorganic particle loads dominated 

the optical properties of the water bodies. Turbid water properties weakened the established 

relationship between chla and the Rrs vectors that defined the TS class assignment. However, 

scenarios where biological productivity is light-limited due to high suspended sediment loads are 

common in natural waterbodies (e.g. rivers) and must thus be better incorporated into the presented 

classification scheme. To adapt the classification method to turbid waters, one may employ other 

optical parameters for the TS class assignment. For example, the TSI definition by Carlson (1977) 

enables to relate transparency (in the form of zSD measurements) to TS, which is inversely related 

to turbidity. The TS class assignment would then be based on the relationship of transparency to Rrs. 

However turbid, oligotrophic and mesotrophic waters only constitute a small proportion of our 

dataset. Therefore, the adaptation requires to define an optical criterion that enables to switch 

between chla and zSD in the TS class assignment. The use of other optical or water colour indicator 

parameters to classify Rrs directly into TS might require a different TSI definition than used in the 

present study. For example, acdom(𝜆) could also be included in the TS assignment, however the 

relationship of this IOP to a TS class is not as clearly established as it is the case for chla and zSD. 

In addition, acdom(𝜆) is not as commonly measured as chla or zSD. 

4.5 Conclusion 

The present study serves as the first demonstration of direct Rrs classification into TS. We enabled 

the presented classification scheme through stacking of unique base-classifiers in a meta-learning 

scheme, trained with a large in situ dataset of co-located Rrs and chla measurements (n = 2184). 

Application of the developed approach to test observations (n = 567) demonstrated that direct meta-

classification of TS can significantly outperform indirect TS derivation via OWT switching of chla 

algorithms. The meta-classifier estimated eutrophic and hypereutrophic waters with > 90% 

prediction accuracy, making the proposed method a reliable tool to assess and monitor eutrophication 

of inland and nearshore waters. Although the meta-classifier was able to improve retrieval accuracies 

for oligo- and mesotrophic waters over OWT switching of chla algorithms by 5 - 12%, accurate 

classification of TS from low - moderate biomass waters influenced by high TSM concentrations 

and/or 𝑎cdom(𝜆) remains a primary challenge to solve. 

The classifiers of the present study were trained with 80% of the dataset. A future version of the 

developed approach can be based on the inclusion of additional base-learners such as the SVM and 

the re-training of the classifiers with the entire dataset. In addition, the TS class assignment may be 

based on other optical TS indicators. Performance improvements for the oligo- and mesotrophic 

waters are therefore likely. In this work we exemplified the algorithm on the multispectral resolution 

of Sentinel-3A OLCI. After resampling of the training dataset, the algorithm can, however, be 
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applied to other sensors such as the Multispectral Instrument (MSI) of the Sentinel-2 satellite to 

enable cross-mission retrievals of TS with the same method. 
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Chapter 5:  Synopsis 

The synopsis features the main findings of this dissertation, a conclusion on phytoplankton remote 

sensing in oligo- and mesotrophic lakes and a topical outlook. 

5.1 Main findings 

The main findings are structured according to the three chapters and the investigated research 

questions in Chapter 1.6.2. 

5.1.1 Characterising retrieval uncertainty of chlorophyll-a algorithms in oligotrophic 

and mesotrophic lakes and reservoirs 

Chapter 2: Werther, M., Odermatt, D., Simis, S.G.H., Gurlin, D., Jorge, D.S.F, Loisel, H., Hunter, 

P.D., Tyler, A.N., Spyrakos, E. (2022): Characterising retrieval uncertainty of chlorophyll-a 

algorithms in oligotrophic and mesotrophic lakes and reservoirs. ISPRS J. Photogramm. Remote 

Sens. 190, 279 – 300. 

 

In this chapter, 13 recently developed and well-established algorithm configurations were tested on 

a large in situ dataset (n = 346) compiled from oligo- and mesotrophic lakes. While the results 

confirmed previous studies reporting high uncertainties over these water types, this study identified 

and measured the effect of different variables on the observed retrieval uncertainties.  

 

This overarching research question of this chapter was: 

• What are the reasons for the chla retrieval uncertainty of established and recently developed 

algorithms in low – moderate biomass lakes? 

 

We found that retrieval uncertainty in low biomass lakes is algorithm-specific. For blue/green band 

ratio approaches, dominating CDOM and NAP absorption was related to low retrieval accuracy. 

Since most of the reflectance magnitude and shape variability originated from these two IOPs in the 

blue-green, the OC algorithms were unable to distinguish between the contribution by phytoplankton 

and the other substances present in the water column. Similarly, the uncertainty of the MDN HICO 

and OLCI algorithms was also related to CDOM and NAP absorption. The retrieval uncertainty of 

algorithms using mainly red and NIR bands (G11, Gons05, MPH) was expectedly not related to 

CDOM and NAP. However, the uncertainty of red-NIR algorithms was related to phytoplankton 

absorption at 673 nm, as well as low phytoplankton peaks in 𝑅𝑟𝑠(𝜆) that could be effectively related 

to chla. While SAA approaches overall accurately accounted for CDOM and NAP absorption in their 

inversion, these algorithms revealed issues prone to their parameterisation. Current SAA 

parameterisations are static, whereby 𝑎𝜙
∗ , the slope of CDOM S and other parameters are pre-defined 

or derived from a dataset. Current SAA implementations are based on generalised IOP 



 

 

143 
 

parameterisations, which can only be adapted to a system through in situ measurements. This feature 

of SAA seems to be difficult to overcome, as IOP datasets of low biomass lakes are even more sparse 

than OAC measurements accompanied by reflectance. The uncertainty analysis in chapter 2 revealed 

that SAA chla estimation issues were related to phytoplankton absorption variability and intensity in 

the red, a spectral area in low biomass waters prone to low signal-to-noise ratios. Furthermore, SAA 

algorithms only estimate 𝑎𝜙(𝜆) indirectly through scaling to chla. Accurate retrieval of chla through 

SAA therefore relies on a clear correlation between the two variables in a specific system. Chla and 

𝑎𝜙(𝜆) at 443 and 673 nm in the compiled in situ dataset of chapter 2 was weak - moderate (see Figure 

2.7). Thus, even if 𝑎𝜙(𝜆) is accurately estimated by the algorithms, the relationship to chla is at most 

moderate. The relationship reported for this dataset is different to datasets collected in the ocean 

where 𝑎𝜙(𝜆) was found to correlate well to chla (Bricaud et al., 2004, 1998, 1995). 

5.1.2 A Bayesian approach for remote sensing of chlorophyll-a and associated retrieval 

uncertainty in oligotrophic and mesotrophic lakes 

Chapter 3: Werther, M., Odermatt, D., Simis, S.G.H., Gurlin, D., Lehmann, M., Kutser, T., Gupana, 

R., Varley, A., Hunter, P.D., Tyler, A.N., Spyrakos, E. (2022): A Bayesian approach for remote 

sensing of chlorophyll-a and associated retrieval uncertainty in oligotrophic and mesotrophic inland 

waters. Accepted for publication in Remote Sensing of Environment. 

 

The two following research questions guided the third chapter: 

• Do Bayesian neural networks (BNNs) improve the estimation of chla in oligo- and 

mesotrophic inland waters over reference algorithms? 

• How can the provided uncertainty be used to improve chla products? 

 

BNNs were specifically developed for Sentinel-3 OLCI and Sentinel-2 MSI to enable improved chla 

quantification over both large and small lakes. Five different assessment strategies were carried out 

to evaluate the newly developed BNNs. Accuracy gains by the OLCI and MSI were found > 25% 

over established chla algorithms for oligotrophic waters on randomised and regional observation 

assessments of in situ data. The accuracy gains decreased with increasing biomass, whereby for 

eutrophic waters other algorithms such as Gons05, MDN and G11 were competitive or more 

accurate. The algorithms were then evaluated using different AC algorithms combinations over Lake 

Geneva. OLCI AC through Polymer was accompanied by the most accurate retrievals by all tested 

algorithms. For C2RCC the chla estimation accuracy decreased for all algorithms. Yet, POLYMER 

produced negative 𝑅𝑟𝑠(𝜆) in wavelengths longer than 665 nm for 21 OLCI and 12 MSI match-ups. 

Consequently, C2RCC was favoured to produce chla and uncertainty products. For MSI the overall 

accuracy over Lake Geneva was worse by all algorithms compared to our BNN, independent of the 

AC. The produced time series over Lake Geneva showed seasonal variations in in situ measured 

phytoplankton abundance. While chla less than 5 mg m-3 were estimated accurately by the BNNs 
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throughout the years, a spring bloom in 2020 was not captured well by the OLCI BNN. In contrast, 

the MSI BNN through POLYMER captured the rise and fall of this bloom. A recent study by Gupana 

et al. (pers. comm.) found that the peak at 681 nm creates ambiguity in this band due to non-

photochemical quenching (NPQ), whereby the same peak height can correspond to a large range of 

chla. The 681 nm is not available on MSI but included on OLCI, which could explain this 

phenomenon. It is to note that Lake Geneva in situ data was not part of the training dataset, thus 

enhanced retrieval for these conditions is expected during re-training of the BNNs with the entire 

dataset.  

Besides estimation improvements, the BNNs produced an uncertainty estimate alongside chla which 

covered the reference in situ chla value in > 80% of the cases. This chapter introduced a set of metrics 

to measure the uncertainty calibration in remote sensing of lakes. Further analysis of the uncertainty 

calibration revealed that while the provided chla uncertainty covered most reference in situ chla 

values (PICP > 75%), the uncertainty was not consistently well-calibrated (Sharpness > 3). Finally, 

a range of chla and uncertainty OLCI and MSI products were generated for lakes in Europe, Canada, 

Africa and New Zealand. BNN products of chla and associated uncertainty were spatially consistent, 

and examples from Canada and Lake Turkana (Kenya) were used to demonstrate the added value of 

providing an uncertainty estimate alongside chla. Specifically over Lake Turkana, AC was 

challenging due to complex atmospheric and IOP compositions. Both C2RCC and POLYMER ACs 

independently produced erroneous 𝑅𝑟𝑠(𝜆) for January 2020 over Lake Turkana. Using the BNN 

uncertainty estimate, the products were successfully merged by retaining the observation with the 

lowest chla uncertainty. The resulting product enhanced the overall product quality and opens new 

pathways to switch between ACs depending on estimated chla uncertainty. 

5.1.3 Meta-classification of remote sensing reflectance to estimate trophic status of 

inland and nearshore waters 

Chapter 4: Werther, M., Spyrakos, E., Simis, S.G.H., Odermatt, D., Stelzer, K., Krawczyk, H., 

Hunter, P., Tyler, A. (2021): Meta-classification of remote sensing reflectance to estimate trophic 

status of inland nearshore waters. ISPRS J. Photogramm. Remote Sens. 176, 109 – 126. 

 

For this chapter two research questions were posed: 

• Is it possible to estimate trophic status of a water body directly from 𝑅𝑟𝑠(𝜆)? 

• Can an ensemble of classification algorithms improve trophic status estimation over 

conventional switching of multiple chla algorithms per OWT? 

 

Phytoplankton contains the chla pigment, its concentration is conventionally used as an indicator for 

TS. However, as the two previous chapters showed, accurate remote sensing retrieval of chla 

concentration is a challenging endeavor in lakes. Therefore, the question explored in this chapter was 

whether TS, a high-level indicator of phytoplankton biomass, can be estimated from 𝑅𝑟𝑠(𝜆) directly. 

Since any TS is a classification system, the task can be framed as a supervised classification problem. 
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To enable the classification, the entire LIMNADES dataset of lakes and nearshore waters was used 

(at the state of 2020). Each 𝑅𝑟𝑠(𝜆) in LIMNADES was assigned a TS class depending on recorded 

chla concentration and the class definitions from Carlson and Simpson (1996). Thereby, chla 

concentration retrieval could be circumvented, and a relationship between 𝑅𝑟𝑠(𝜆) and TS established. 

Several studies have previously shown that a combination of algorithms may overcome the 

limitations of individual candidates (Eleveld et al., 2017; Moore et al., 2014; Neil et al., 2019; Smith 

et al., 2018). This chapter explored the theory of stacking individual algorithms to form a strong 

single learner (herein called ‘meta-learner’). The study had several outcomes. First, the classification 

results on an independent test set (567 observations from 47 systems) confirmed that 𝑅𝑟𝑠(𝜆) can be 

directly classified into TS by framing the task as a classification problem. Second, stacking of base-

learners outperformed the individual base-learners > 5% across all TS classes. More importantly, 

classification through the meta-learner was more balanced across the classes than from any of the 

individual base-learners and a separate SVM used for comparison. Third, the classification accuracy 

for eutrophic and hypereutrophic classes was much more accurate (approximately 40%) than for 

oligotrophic and mesotrophic waters. The design of the training and test sets in this study was 

undertaken through prior separation of the included water bodies by their name. This strategy differed 

from the employed assessments in Chapter 3, as the dataset was neither randomised nor specifically 

split per region. For oligo- and mesotrophic waters a dataset shift occurred, whereby the oligotrophic 

class in the training set was low in CDOM (mean 0.30 m−1) and TSM (mean 1.97 g m−3), but high 

in both CDOM (mean 5.77 m−1) and TSM (mean 7.04 g m−3). Therefore, the waters in the test set 

can be considered turbid and rich in humic substances, whereas the training set consisted mostly of 

clear lakes. A similar dataset shift occurred for mesotrophic waters, whereby TSM concentration was 

doubled in the test set. It is thus to conclude that the results reported in the study for the two classes 

may be viewed as the lower end of the performance range, as for eutrophic and hypereutrophic waters 

the training conditions were equal to those in during testing. Moreover, the results suggest that an 

estimate of uncertainty is crucial to detect limited performance when dataset shifts occur. Lastly, the 

study showed that the meta-learner outperformed switching of chla algorithms through OWTs by 5 

– 12% depending on the considered TS class. 

5.2 Conclusions 

This thesis demonstrated improved phytoplankton remote sensing in low biomass lakes through 

machine learning. Prior remote sensing research on the estimation of low biomass conditions was 

focussed on individual regions such as the perialpine Italian and Swiss lakes (Bresciani et al., 2011; 

Giardino et al., 2014, 2005, 2001; Odermatt et al., 2010; Pepe et al., 2001), the U.S. Great Lakes 

(Binding et al., 2013; Gons et al., 2008; Sayers et al., 2015), northern European (Kutser et al., 2016, 

2012), South African (Kravitz et al., 2020; Matthews and Bernard, 2013) or New Zealand lakes 
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(Lehmann et al., 2018). For this dissertation, multiple available in situ datasets were gathered and 

compiled into larger collections to enable a representative analysis of uncertainties and algorithm 

development across multiple nations. Through the uncertainty analysis in Chapter 2, the results 

clearly demonstrated that estimation uncertainty is not specific to a certain region or type of low 

biomass lakes. Whether clear alpine systems with high euphotic depths or boreal lakes where CDOM 

and NAP dominate the optical properties, estimation of low phytoplankton biomass was the most 

uncertain for chla concentrations below 5 mg m-3 and became steadily more accurate towards 10 mg 

m-3. The results of the uncertainty characterisation furthermore revealed that chla retrieval 

uncertainty is algorithm-specific. Chapter 2 showed that neither SAA nor the empirical band ratio 

approaches tested, using all kinds of band combinations, were able to accurately estimate chla. This 

finding allows to draw two main conclusions.  

First, a specific set of multispectral bands or their combination favourably suited for the chla retrieval 

is currently unknown. The results of Chapters 2 and 3 show that hyperspectral resolution can lead to 

improved chla estimation. In Chapter 2, the MDN and GSM algorithms in the hyperspectral HICO 

configuration resulted in an increase in accuracy between 10 - 20%. In Chapter 3, the OLCI BNN 

(12 bands) were only slightly more accurate (MdSA 1.44 - 20% depending on the assessment 

strategy) than their MSN configuration (7 bands), but their uncertainty was better calibrated. These 

results suggest that hyperspectral resolution has the potential to significantly improve the accuracy 

of chla estimation in lakes. However, MDN and GSM in the HICO configuration were not the most 

accurate algorithms for estimating chla. The uncertainty characterisation in Chapter 2 revealed 

problems of these algorithms that cannot be solved by solely increasing the information 

dimensionality.  

Moreover, the growth of the feature space of the input data must be accurately covered by increasing 

the available training observations to overcome the curse of dimensionality. Otherwise, the 

generalisation of the ML algorithm is limited and a large estimation uncertainty is to be expected.  

The available in situ training data is sparse and likely to remain so. Therefore, an important aspect 

of future work will be to experiment with new approaches and synthetic datasets to increase the 

available observations for ML algorithms developed for hyperspectral sensors.  

Second, while physics-based SAA accurately accounted for CDOM and NAP absorption in their 

inversion, these algorithms revealed issues prone to their generalised IOP parameterisation that is 

not system-specific enough. SAA are suboptimal for satellite application over low – moderate 

biomass lakes for which in situ measurements are unavailable or the optical properties strongly vary. 

Large-scale in situ datasets that covered a wide variety of optical properties and geographical regions 

enabled to develop the OLCI and MSI BNNs and meta-classifier. The underlying statistical models 

were constructed with a full set of OLCI and MSI bands, thereby overcoming the restriction to 

specific bands typically characterising band ratios. In addition, the ML models did not require 

system-specific IOP parametrisations. While the developed approaches demonstrated that for highly 

complex low biomass lakes the independence of IOP parametrisations was beneficial, dataset shifts 
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partially affected the ML approaches. These shifts are similarly affecting band ratio and SAA 

approaches. In a dataset shift scenario, the underlying statistical model is forced to extrapolate into 

unknown feature-target dimensions. At best the result is comparable to a scenario included in the 

training data, but most often estimation uncertainty will rise. To deal with dataset dependency, the 

BNNs and meta-classifier incorporated retrieval uncertainty. The BNNs expressed uncertainty 

associated with chla estimation. In dataset shift scenarios and when uncertainty was introduced 

through AC or a dataset shift, high uncertainty was observable. The BNN uncertainty estimate was 

successfully used for the removal of uncertain observations and a merging of AC-dependent chla 

products. Through the meta-learner, uncertain base-learner estimates could be identified and 

discarded, thereby resulting in accuracy gains. Whereas meta-learning does not decrease the model 

dependency on data, it did overcome limited applicability of a single algorithm. 

5.3 Outlook 

In situ data collection is becoming more automated and through citizen science projects also more 

accessible. New low-cost sensors are investigated, developed, or already deployed. In situ and 

satellite observations of lake water quality, both in terms of volume and their spectral, spatial, and 

temporal characteristics, are expanding at unparalleled pace. It is therefore expected that ML 

developments, depending on large datasets, will attract continuous scientific interest. 

The word uncertainty is negatively connotated, but it is a very powerful indicator. Uncertainty may 

hold information about previously unconsidered phenomena that influence the retrieval algorithm 

performance. Algorithm development should therefore put larger emphasis on the provision, 

visualisation, and characterisation of uncertainties. It is crucial for any scientific research to 

understand how an approach works and where limitations occur. Approaches such as SHAP or the 

provision of retrieval uncertainty should become standard practice.  

Water quality remote sensing, especially over low - moderate biomass lakes, has seen great 

advancements over the last decade. However, significant challenges for the development of accurate 

remote sensing products remain. Firstly, there is a need for further characterisation of the bio-geo-

optical properties, with respect to seasonal and spatial differences between and within low - moderate 

biomass water bodies. The full range of (specific)-IOP values should be better incorporated in the 

inversion of phytoplankton biomass algorithms in order to avoid significant uncertainties in 

estimated chla. The uncertainty analysis in chapter 2 revealed that retrieval uncertainty is related to 

limited incorporation of phytoplankton variability and the influence of CDOM and NAP. Therefore, 

besides exploration of new algorithmic approaches, greater emphasis should be on the understanding 

of underlying phytoplankton absorption and backscatter variability, IOP heterogeneity both on 

vertical and horizontal scales as well as the variation in the relationship between phytoplankton 

absorption and chla in low – moderate biomass lakes. Improved remote sensing of primary 



 

148 

production, phytoplankton types and structure will be key elements to fundamentally improve the 

retrieval of phytoplankton estimates in oligotrophic and mesotrophic lakes. Moreover, whereas prior 

studies demonstrated optical ambiguity of ocean colour inversion (Defoin-Platel and Chami, 2007; 

Sydor et al., 2004), the ambiguity in CDOM and NAP dominated systems and its effect on OAC 

retrieval is still not well-understood. 

The meta-learner in this thesis was solely based on ML as base-learners. Future advancements should 

combine physics-based and ML algorithms to explore synergies between them. The meta-learner in 

this study was designed for a classification problem, therefore analytical approaches could not be 

incorporated. It is a priori not possible to know which algorithm is best performing for an 

observation. However, OWT switching or blending schemes of algorithms require knowledge about 

the best-performing algorithm per OWT. This is a cumbersome task because many algorithms need 

to be evaluated before their inclusion in OWT schemes (Neil et al., 2019). Moreover, the prior 

evaluation of algorithms depends on the dataset used to derive the OWTs. A regression meta-learner 

does not require an OWT pre-classification. Instead the meta-learner can decide per individual 

observation which base-algorithm to employ. Meta-learning overcomes the problem of algorithm 

evaluation and selection through a decision on the base-algorithm per observation. 

Oligo- and mesotrophic lakes are most precious water resources but at the same time highly 

threatened through global warming and anthropogenic activities. Only through timely and recurrent 

monitoring activities, changes in lake ecosystems caused by environmental pollution and global 

warming can be addressed. Fundamentally, the provision of uncertainty is critical for such efforts in 

order to inspire faith in the offered remote sensing products among lake managers, environmental 

authorities, and policymakers. When the constraints of remote sensing as an information tool are 

clearly stated, it is an invaluable information source. It is therefore critical that uncertainty provision, 

visualisation and use-cases of it become a bigger focus in the remote sensing community focused on 

lakes and other optically complex water environments. As a result, remote sensing products of lakes 

will be a dependable data source that can be used in combination with in situ observations and 

hydrodynamic modeling. Combining many data sources will allow us to gain a better understanding 

of the complicated picture of water component fluctuations on horizontal, vertical, and temporal 

scales. 
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