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ABSTRACT
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Previous studies of the influence of personality on
behaviour in experimental games have provided conflicting and
inconclusive results. The present investigation was designed to
search on a broad front for perscnality correlates of behaviour
in a two-person bargaining game, the one used being a derivation
of the Deutsch and Krauss Trucking Came,

Five personality tests, covering fifty-three personality
traits, were administered to 192 undergraduate students attending
courses at The University of Stirling, and from these the
experimental groups were randomly chosen, the only constraint
being the sex of the subjects. The tests were The Sixteen
Personality Factor Questionnaire, The Guilford/Zimmerman
Temperament Survey, The Study of Values Test, The Ldwards Personal
Preference Schedule, and The Test of Social Insight.

The trucking game was played for 30 trials by two groups
of subjects, each containing 24 male dyads and 24 female dyads,
under $wo experimental conditions: Condition I, where subjects had
access to full information regarding the other's payoffs, and
Condition II, where only incomplete information of the other's
payoffs was available,

It was hypothesized that behaviour in the game would be
influenced by (i) amount of information available about the payoffs
of the other; (ii) sex of the players (comparing single-sexed dyads) ;
anl (iii) players' personality.

No differences due to either amount of information
available about the other*s payoffs, ar sex of the players, were
found. An analysis of the data provided by the combined experimental
groups, however, successfully located indications of personality
effects on behaviour in the game, as measured by total joint payoff
summed over 30 trials, total time taken, the number of concessions
made to the other player, and first strategy-choice on individual

trials.



The personalitly variables concerned were Imotional
Stability and Radicalism/Conservatism, (Factors C and QL of The
Sixteen Perconality iactor Questionnaire); Personal Relations,
(Factor P of The Guilford/Zimmerman Temperament Survey); Theoretical
Value, (T scale of The Study of Values Test); Exhibition, ('exh'
variable of The Edwards Personal Preference Schedule); and
Cooperativeness, (Scale III of The Test of Social Insight). It is
suggested that the relationship of these personality variables to

game-playing behaviour should be the subject of further investigation.
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The aoeription of importance to group participation in
decision-making situstions in the world of practical affairs hes been
accompanied by a proliferation of bocks and erticles in the psychological
titerature. Diverse theoresical, technical, and exvnerimental approaches
to the decision-making process are represented in this proliferation.
One source of constributions has been the exp:srimental research on
behaviour in small groups (cf. Hare, Borgatta, and Bales, 1955
Strodbeck and Hare, 1954; Raven, 1959; and Terauds, Altman, and
McGrath, 1960). Here = tempts have been made to study under controlled
conditions aspects of decisicn-making long studied by case history.

In the experimental study of small groups, one well-
defined precise approach has resulted from the development of the
theory of games, and during recent years there h=ss been considerable
attention given to "mixed-motive" games (behavioural situations
in which individuals must choose between responses which are
assumed to serve different motives - that is, situations in which
the goals of the players are partically coincident and partially
in conflict).

The selection of such situations secms to be b sed on
both theoretical and practical rersons. The major theoretical reason
is that much research in this area stems from theories of small
group behaviour in which a fundamental assumption is made that
mutually cooperative behaviour between members leads tc the
formation and maintainsnce of groups, and mutually competitive
behaviour results in the disruption of groups.

The major practical reason for emphasis upon cooperation
versus competition in the game situation is the interest by
researchers in this field in problems of business and industrial
economics, and internstional politics. The fundamental assumption
B R L T T

1. These notions have been expressed by Thibaut and Kelley (1959),
and by Homans (1961).
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made here is that cooperation leads to the resolution of conflict,
whereas competition leads to its continuation and intensification.
On the business cconomics scene, this is amply illustrated in
everyday life by the cut-price "wars" that rage between supermarkets%
At the internationsal luvel, it is perhaps best ¢pitomized in the
"arms race" between the countries commonly referred to as world
powers, This arms race is, in many ways, another vorsion of the
prisoner's dilemma gamc. There is no escapc from paradox, but that
the 'dilemma' is realized to exist and its implications understood
is obvious. “he late President John F. Kennedy of the United States,
speaking of tne arms race between Russia and his own nation at the
Commencement, Americal University, Washington, D.C. in July 1963,
said:

"Today, should total war ever break out again - no
matter how, - our two countries will be the primary
targets. It is an ironic but accurate fact that the
two strongest powers are the two in most danger of
devastation..veesn,. and, even in the cold war ....
our two countries bear the heaviest burdens. For we
are both devoting massive sums of money to weapons
that could be better devoted to combat ignorance,
poverty, and diseasc.

We are both caught up in a vicious and dangerous
cycle with suspicion on one side breeding suspicion
on the other, and new wcapons begetting counter-
WEeanons s..ae

Both the United States and its allies, and the Soviet
Union and its allies, have a mutually decp interest
in a just and genuine peace in nalting the arms
race.,"

The rejoinder to this statement may well be found in
.IO..."Q.'.......OQ'IIQ....‘..‘l’.'.l....l.l.'.l'...0‘....!.9........

1. An analogous example is provided by Cassady (1957), who
recounts details of a price war which raged among taxicab
companies in Hawthorne, California in 1949, in his paper
"Taxicab rate war counterpart of International Conflict'.
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President Lyndon B. Johnson's Defence Message to Congress
(January 18th, 1965) :

"But all our experience of two centurics reminds us
that 'To be prepared for war is onc of the most
effectual means of preservingz peace! !

In short, the dilemma has long been recognized and

has boen reiterated time and time again.

The Development of Game Theory

The new mathematical approsch of game theory to the
problem of interest conflict is generally attributed to Von
Neumann in his papers of 1928 and 1937, although Frechet (1953)
has raised a question of priority by sugresting that several
papers by Borel (1955) in the early nineteen-twentics really
laid the foundations of game theory.l

hegardless of any debateable priority, the fact remains
that neither group of papers attracted much attention on
publication. Other than t.ose mentioncd, therc were almost no
other papers before the publication of Von Neumann snd Morgenstern's
book in 1944.2 For tw: decades much of the material lay
forgotten, and it is to their great credit that Von Neumann and
Morgenstern attempted to write their book in termstnat could,
with patience, be comprehcnded by the non-mathematical scientists.
The result was highly successful if one is o Judge from the

attention subsequently given to the theory.
.QD‘...C.OOUQI....QOO'..C'..0.....0.'.'..'.O.'......'.'..'O0.0..'...'.

1. These pasers have been translated into Bnglish and republished
with comments by Frechet and Von Neumann (1953).

2. The original edition of "Theory of Games =and Economic Behaviour"
appeared in 1944, but the revised edition of 1947 is the more
standard reference, and it includes the first statement of
the theory of utility.
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The Approach of Game Theory

The term "theory of games'" msy well be deeried as
nd
Raiffa, 1957; Rapoport, 1960; Shubik, 1964). Although for many

purposes the analogy is good, the word "game" carrics with it

2

misleading, and indeed has been by many authors (¢ege Luce

many undcsirable connotations. In the context of game theory,
"game" is not meant to imply the lack of seriousness which

might be associated with its usual meaning, but rather the ides
that so-called "parlour games", (more appropriately called

"games of strategy"), offer the purest examples of gituations
which are taken as prototypcs in this new theory of conflict. In
these situations "rationality" is central. A familiar example of
such rationality is seen in the way people play, for example,
chess. For each player there are three possible outcomes; win,
draw, and lose. A player prefers win to drew and draw to

lose, and s> does his opponent, except for the opponent the outcomes
are reversed. FEach player makes hie choice of moves on the basis
of reasoning which goes something like this: "If I do this he is
likely t» do that, in which case I will have a choice of this or
that ..." We consider a player rational who imputes rationality
to his onponent.

Ganes of strategyl offer a good model of rational
behaviour in situations where there are conflicts of interest
with a number of alternatives open at each phase of the situation,
and where people are in a position to estimate consequences of

their choices, taking into consideration the very important
..-.l..li.l.0!0..'..'.00..00'0..‘.0...‘.0‘.".'0'0..0.0....".‘.’.'.“

l. A gtrategy in politics (or business or war or chess) can
be defined generally as a general plan of action containing
ingtructions as to what to do in every contingency.
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ciroumstance thet outeomes are determined not only by one's own
choices but also by the choices of others, over whom one has no
control.

What exactly, then, is game theory ? Basically, it

provides & mcthod for the study of decision mating in situations

o

of conflict. It deals with human processes in which the
individual player (or decision-making unit)l is not in control
of other players (or units) entering int» the environment. It
is addressed to problems invslving conflict, cooperation, or
both, at many levels; and "the stage may ne set to reflect
primarily political, psychological, sociological, economic,
or other as .ects of human affairs." (Shubik, 1964). Boulding (1962)
has described game thecry as "an intellectual X-ray" which
reveals "the skeletal structure of those social syste.is where
decisions interact, and ... therefore, the cssentisl structure of
both confliet and cooperation.!

Although the concept of strategy is not relevant to
certain forms of competition, (Wamely, non-interactive contests
in which contestants match prowcss or skill, tut are not permitted,
or have no opportunity, to impede the efforts of their competitors,
and which therefore fall outside the scope of game theory), the
distinetion is not one of which non-specialists are aware.
Freguent mentions of game theory in vopular writings on
related subjects hive given the impression that = basis has
finally been found for uniting in a single conceptual scheme all
situations where partics vie for positions of sivantage or compete
for prizes: points in 2 parlour game, profits or shares of the
market in business competition, or, in the context of international
relations, the rcal or imsgined gaines in security, power, prestige,
R T T T

l. The decision unit may he an individual, a group, a formal or
an informal organization, or a society. "The distinguishing
feature of a player is that he or it has an objective in the
game and operates under its own orders in the selection of
its actions." (Shubik, 1964).
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and strategic advantage in future contests. Once game theory

is defined as the "scicnce of rational conflict" (Rapoport, 1964),
it is easy and tempting to conclude that » mastery of the theory
makes one a successful competitor.

Presented in this way, the widespread interest in a theory
which was first prescnted in an involved and abstruse mathematical
treatise beconvs understandable.

In am age of summit meetings, of action by the Joint
Chiefs of Btaff, of conferences within the Uaited Nations Security
Council, and of industry-wide collcctive bargaining with
countrywide impact, socizl scientists can expect the pressure for
knowledge concerning the decision-making process to increasc, and
it is not surprising therefore that game theory has attracted
widespread interest, especially in the United States where,
according to Rapoport (1964) that attitude of a faith in science
28 a tool for mestering the environment is prevalent. "iere
game theory seems especially pertinent, for it purports to be a

science of rational decision in conflect situations." (page 4).
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CHAPTER TWO : SOME PREREGUISITES OF A THEURY OF GALES




Utilit
The game situation essentially requires cach player to
choose one of a numbor of alternatives. In game thecry therefore, it

1s required thot the outcomes are specificd and thot each nlayer is

aware of his preference for one outcome over another - that is,
that he values cach outcome differently.

It is assumed in gane theory that all outcomes can
be represented by numbers. For example, if the only outcomes are
win, lose, or draw, 1 can stand for win, -1 for lose, and O for draw.
How these numbers are assigned is not the concern of game theory.

While the actual determination of the payoffs is not the
game theoretician's concern, he docs specify the scale on which such
determination should be made. In order to verify any rule produced
by means of the thecry, it is necesgcary to know the values (utilities)
which people assisgn to outcomes and the probabilities of all the
possible outcones associated with ecach choice of action. It is then
possible to compare the expected utility gain of the action taken with
the expected utility gains of other actionsg,

Expected utility gains are sums of products of utilitics
and probabilitics. This means essentially that utilities must be
assigned numerical valw.s, and not merely ordinal ranks. Von
Neuma.n and Morgenstern (1947) in compiling their treatise on gane
theory felt it necessary to put utility theory on a rigorous basig,
because numerical utilities played an essential part in the theory.
In teras of modern concepts of rigor, this meant that a procedure had
to be specified for ascertaining a given decision-maker's utility
scale. In order to specify such a procedure Von Neumann and
Morgenstern assum.d that sz preference can always be determined
between any two 'risky' outcomes. Their method has the advantage
of substituting preferences among probability mixtures of outcomes
for the task of assigning numerical valucs directly to outcomes,

and it is assumed that choice decisions of this sort can be obtained
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experimentally. If cnough of these choice decisions are elicited

and 1f they are consistent and transitive, then, in principle

a utility scale can be cstablished for = given individual relative
to some set of outcomes. 4s Rapoport (1964) points out

"Agsuming that this can be done, there is no necd to

add the exiom to the effect that risky outcomes with
greater cxpected utility are preferred, because the
utility scale is defined by just such preferences o.....
In short, the maxinmization of expected utility value
has been built into the very definition of utility."

From the point of view of parsimony, the advantage of the
Von Neumann/Morgenstern definition of utility is ungquestioned. The
difficult task of assigning numerical values to outcomes has b.en
replaced by a scemingly easier one of ordering outcomes. In taeir
scheme, people are simply assumed +to maximize utility. Specifically,
the existence of utility is assumed in game theory and also that
various outcomes (the results of choices among alternative
courses of action) have different utility values assnciated with
them. If the various outcomes are the different payoffs which may
accrue in a gamc, then the mathematical relation between the amount
of the accual payoff (if it is measurable) and its utility
constitutes the "utility function" of the individual concerned.
As already pointed out, gase theory also assumes that in every
game situation the objective of a "rational individual is to
maximize the utility expectation aceruing to him consistently
with the constraint of the situation - that is, to get as much
of this utility as it is possible tc zet, taking into accorunt the
efforts of all the other Wrational" participants of the game, who
are trying to do the same. Shubik (1964, page 9) puts it like this:

"The problems faced in game theory are more complex

than those of simple maximization. The individual must
congider how to achieve as much as possible, taking into
account that there are others whose goals differ from

his own and whose actions have an effect on alle The
decision-maker in a game faces a cross-purpose optimization
problem. He must adjust his plans not only to his own
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degires and abilities but also to the desires and
abilities of others.?

Rationality

A theory such as that undcr discussicn cannot exist
without assumptions about the individuals with which it purports to
be concerned. Onc assumption hes already been stated : that each
player chouses in such a way as to maximize his utility. A second
assumption of game theory is that ench player is cunsidered to know
the numerical utilities of the other players involved, and wnich they
are trying to maximize. (In other words, each player is assumed to
know the preference patterns of all the other players).

fhis assumption, and sthers about the player's ability
to perceive the geme situation, are frequently summed under the
phrase "the theory assumes rational players"l (Luce and Raiffa,
1957, page 5).

Though it is not always apparent, the term "rational"
is far from precise and the different models of ra .ional decision
theory can and do mean different things in different situations.
The models which nust be distinguished are the formal, the prescriptive
(or normative), and the descriptive (or empirical). Of these three
the descriptive model is that most nearly related to the behavioural
sciences.
S0 %88 0008000800008 000030008 0ee 000000 e e s rense0 e te o0t e neosnn0e e

l. Usually an individual is faced in = given situation with a certain
number of choices or alternative courses of wnction, each course
being likely to lead to a consequence or one of seversl possible
conseqguences. "We cal. an individual rational if he takes into
account the possible consequences of each of the courses of action
open to him; if he is aware of a certain preference order AMONT
the consequences and accordingly chouses the course of action
which, in his estimation, is likely to lead to the most preferred
course of ction that this individual will ch .ose but also on
courses of ~ction which other individuals will choose, over whom
he may have no control. In that casc the preferences of those
other individuals for the different outcomes may differ from his.
We usunlly think of an individual as rational if he takes these
motters into account". (Rapoport, 1960; pp. 107-108).

2. A descriptive theory secks to find principles which guide real
peoples! decisions. It must therefore rely on behavioural data.
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Probability

In arriving at a deccision (chnosing the optimal strategy)

a "rational" player nust consider not only the utility values of the
possible outcomes, but also the probability of occurence of those
outcomess. Probability is such a common word that its meaning

is wicdely assumcd to be clear, A "probability" is supposed to

carry a precise meanin:, and numerical values are frequently
assigned to probabilities. In such cases there is always a dang.r
of extrapolating the precision of & concept from an arcs where it

is justified to other areas where it is not. We may use the term
"probability" in scveral different scnses, but when we switch the
meaning, we must give notice of such chenge. For example, using

the argument of "insufficient reason", it might be said that the
probability of a particular face, say six, of a die coming up

after a single throw is 1/6. Here it is argued that thore is no
more and no less reason for a six to come up than for any other

of the remaining five faces. Thus we justify the assignm.nt of
equal probabilities to events that scen alike in every other
respect. Anotiier possible way of estimating the probebility of a six
coming up would be to throw the dic many times in succcession and
observe that the more times it is thrown, the more nearly 1/6 will
be the fraction of times six will come up. Since this vrocedure
regenbles an experimental test and appears to provide an operational
definition of probability, this method may appear more successful.
However it should ¥e noted that in using the term "the more nearly"
we have abandoned precis on. This attitude in many cases is
perfectly acceptable for it may be argued that the concept of
probebility is nceded only as a tool for msking decisions and

that we may trust our experience which showw that when a die,

whose "fairness" we have no reason to suspect, is thrown, each
number comes up with approximately the same frequency in a large

number of throws. However, it must be recognised that in so doing
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we heve given up the conaspt of prabability as something that has
an independent existence, and that if we wish to define probability
practically, that is, in terms ~F ¢xXperience, we nust define it in
terms of &n observed frequency. While such o restriction is
largely acceptable, thore are instances whure we are forced to give
yet another meaning to probability - for example, when we do not wish
to give up assigning probabilities to events which by their nature
can only occur once. (Such an event, for example, is the outbresak
of a nuclear war).

The probsbility of such an event enters many discussions
which sre indeed rational (as opposed to emotional). It is said thet
decisions involving the probability of the ocutbreak of a nuclear war
are based on "calculated risks" (woich ternm implies calculations
involving probabilities). Since the probability of such an event
can have nothing to do with its frequency of occurrence (since none
have yet occurred, and in all likelihood, oniy very few could occur),
then either the phrase "the probability of the outbreak of a nuclear
war'' is meaningless, or else Wprobability" has another meaning -

a sort of "degree of belief". Bernoulli (1713) was among the
first to define probability as degree of confidence in a proposition

of whose truth we cannot be certein. In his work Ars Conjcectandi

(The Art of Guessing) Bernoulli pointed out that since we cannot
generally know with certainty whether or not an event will occur, we
can only have a "degreec of confidence" in the truth of the
proposition that asserts its occurance. This degree of confidence,
identified with the probability of the event, and dependent on the
knowledge that the individual has at his disposal, has since beecn
expressed by many authors (e.g. De Morgan, 1847; Keynes, 1921;
Ramsay, 1926; Koopman, 19403 and Savage, 1954). It is illustrated
by the following example

"In 1952 many people believed that Eisenhower had a
bigger chance to be elected President than Stevenson,
and so it turned out. In 1948, many people helieved
that Dewey had = bigger chance than Truman, but it
turned out otherwise. The elections of 1952 and 1948
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were unigue events, and so their probabjilities could

not have been related to any froguencicse. Yet neither

belief was entirely unfounded, whether the final outcome

Justified it or not." (Rapoport, 1964, pages 25 - 26)

Since we have 1. deél with these degrees of belief in our
investigations of human affaire, the notion cannot be excluded from
our analysis of “rational docisions."

From all this it follows directly that the gquestion "What
1s the probability of an event?" has no meaning as it stands, since
probability has several different ncanings. It can mean a numbez
of possible cases. It can mean 2 number inferred from the observed
frequency of an event in many sunposedly "identical" situstions.

It can mean a degree of belief. Implicd in this degree of belief
is the notion that the probability of an event changes in the light
of what we know, and trerefore this kind of probability st least
cannot reside "in the events" as such. That is, the something we
call "the probability of an event" is not an objective property of
the event but depends on the way we define the context in which

the event is to be considered - this possibility depending on our
attitudes and policies of action.

In short, arbitary components enter all calculations of
probability. This is especially true when we have no information
at  all on which to base our estimates of probabilitics but are
found nevertheless to assign probabilities to events. From this it
may be concluded that the "probability of an event" becomes (for us )
the result of something we ourselves did - a result of a decision.
Rational decisions are based on choice preferences, and in this
light, probabilities which we assign to events become reflections

of our preferences rather than of our knowledge.

What constitutes a Game ?

When decisions are made under certainty, the player
(or decision-naker) has complete control over the outcome. Such

situations, however, are exceptional and usually a choice of action
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cen lead to a number of different curteomes w that is, when the
dceigion-meker faces an opponent who is also rational and informed
of all the relevant facts; who can also make choices affecting

the outcomes of the situation, but whose interests (that is, his
ordering of preferences of the outcomes) are not the same. Game
theory is concerned with problems of this type, thc associated
situations being called ganes of strategy.

In order to be described as a "game", these "associated
situations” must exhibit certain characteristics. Firstly, in a
game there must be two or more players (ducision-makers) with at
least partially conflicting interests. (Note that this immediately
excludes solitaires, in which there is only one player with an
"interest'. There is a second player, Chance, but this mey be
disqualificd as a bona fide player since Chance is indifferent to
the outcome - she is a dummy player. Games against Nature, such
as that of the "Commuter's chronic umbrella problem" cited by
Rapoport, 1964, p.p. 31 - 32, are 2lso thereby excluded).

Secondly, it is a prerequisite of =2 game that each of-
the players hrs a range of choices called strategies. (This
excludes playing & slot machine. True, there is a conflict of
interests, the man playing the machine against the "House", and

also, the slot machine is a bona fide player, but the man is not.

He is a dummy player since he cannot make choices, but merely
insert a coin and pull a lever). '

Thirdly, = play of the game consists of a single
simultanecus choice of a strategy by ecach of the nlayers, and
fourthly, when each of the players has chosen hig strategy, the
outcome of the game is determined. (This is a direct consequence
of the definition of strategy which allows the two-person game
to be represented as a matrix in which the rows are the strategies
open to one player, the columns are the strategies open to the

other).
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Finally to be degoribed as a game, the situation must
ave assnciated with esch outcome » set of payoffs, one to each

player.,

These five requirements constitute the scope of situations
which can in principle be represented as ZAMES

The mathematical theory of games distinguishes firstly
between games involving two pleyers and games involving nmore than
two players. Among the former, there is an important distinction
between zero-sum games and non-zero-sum gancs. The name "zero-sum"
derives from the fact that the sum of the payoffs accruing to
the players is zmero regardless of what the outcome of the gane is.
It follows that in two-person zero-sunm games, what one player wins,
the other necessarily loses. The same is essentially true in
"constant-sum" games, where the sum of the payoffs is the same in

1
all outcomes.

..'......O.‘I.."....l.'.‘..l....'0.....'.-.'..........O.l..'.l.“‘.'.'

1. Whether this sum is zero or not is irrelevant because the zero
point of the utility scale on which the payoffs arec determined
is arbitary anyway.
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CHAPTER THREL SRO-SUM GAMES, A DESCRIPTION,
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The simplest game is one with two players whose interests
completely coincide and who can comaunicate frecly. This case, while
championed by Marvell and Schmitt (1968) is trivial and rather
uninteresting to the game theorist, since the two can be treated as
one player (agszinst "the Worla”).l The next simplest case is where
there are two players whose interests are diametrically opposed.
This situation is called the two-person zero-sum game. Lts analysis
is the simplest, and, in the opinion of some, is the must basic
problem in game theory, since the whole remaining theory was
originally formulated on the basis of this analysiss

In such » game it is said that Players 1 and 2 are

strict adversaries ~f esch ~ther and hrve gtrictly opnosing preference

patterns for the ~utcomes of the mame. Many parlour games =re
strictly competitive in this sense - or at least the rules are
designed to make them strictly competitive provided each player
hag a preference onottern that coincides with some natural quantity
attached t. the sutcomes. As a morc serious exanple one might be
tempted to consider war as the most extreme exanple of interest
conflict, but as bLuce and Reiffa (1957) point out, =t the

global level war is probably not strictly competitive since both
factions would presumably vprefer a draw to mutual anmihilation.
However, an individual engagenent within the context of a war can
perhzos be considered a sgtrictiy competitive game.

From the point of view of seesking =n »ptimal strate
g Js ¥

00...0....6..0'0‘"‘.OO'O.C‘O‘.OGQO....0.lﬂ‘..ﬂﬁ...I...OIQIOOCOQOOOQOO

l. It is not meant . imply that these no-conflict games are devoid
of psychological interest - merely that they are trivial from
the game-theoretic point of view.
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there are two classes of two-person zero-sum games : those with

a saddle~point,1 and those without.

Two-Person Zero-Sum Oancs with Saddle-Points

Let us consider a sinmple example

There are two players, A and B. Player A has two choices
of action, 2, and a3 Player B also has two choices, bl and bz.
There are therefore four possible outcomes: the choice paire
(al, bl)’ (ag, bl)’ (al, b2), and (a,, bz). These outcomes can
be represented on & 2 X 2 matrix. Since in the Zero-sum game A
wins what B loses and vice versa, we need only enter A's gains
(or losses) in the matrix, understanding that B's gains (or losses)
will be the same numbers with the Opposite sign attached. Let
the payoffs for the four outcomes of our same Le as represented

in Matrix 1

bl b2
ay 5 p)
a 6 -4

MATRIX 1.

This means thrt if A chooses &y and B chooses bl’ A gains
(B loses) 53 if 4 chooses aq and B chooses b2, A gains (B loses) 3;
if A chooses 2, and B chooses bl’ A gains (B loses) 63 if A chooses
a, and B chooses by, A loses (B gains) 4. We see that the best
outcome for A is a gain of 6; the best outcome for B is a gain

of 3. Morecover A can guarsntee himself a gain of 3. 1If he

.........."‘....‘.....'0-...'0'.‘...‘.‘..‘I"....'........l."...‘.'..

le 4 saddle-point is an outcome in which the payoffs to both
players are the "best of the worst". The method whereby this
is arrived at is known as the "minimax" strategy, (since it
minimizes the maximum loss), and the outcomo gives a sort
of stable equilibrium.
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chooses &y he is sure to get at least 3 and possibly 5 if B is so0
foolish ag to choose bl. Of course, A would like to gain 6 which

is in the a? row but he knows it is freolish for him to choose a2

in the hope of B choosing b For why should B choose b,? On

1
because B is

1°
the contrary, A is certain that B will choose b?,
better orf with bz, no natter wiat 4 does. Being certain of this,

A chooses fqs because that is where he is best off, given that
B chooses b2.

Therefore we expect that (al, b2) will be the pair
chosen. A's gain is 3. He is assurcd this gain by the structure
of the game and there is nothing B can do to prevent it. The

best B can do is to make sure that A gets no more thon 3. He is

therefore also assurcd of the "best" possible outcome (the "least
worst" from B's point of view, bubt mathematically the same thing).
The game Just described is particularly simple since
B's choice is obvious. He is not even tempted to choose bg, hecause
there is nothing for him in that column which is not bettered in
the corresponding entry of the other column. Therefore B need not
even try to figure out what A is likely to do. A, on the other
hand, must resist the temptation of choosing as (with its luring
gain of 6 in bl).
The case where both players must resist tempbation is

given by the game shown in datrix 2

bl b2 b3
aq 9 -6 -11
By 1 -3 T
aB 5 -2 6

MATRIX 2
Here A faces the temptation of choosing s since his
greatest payoff (9) lies there. Likewise B might he tempted to
choose b3 hecause His greatest payoff (11) is there. If both
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yield to the temptation, then B's hopes are realized. However,
if B is rational, (which implies that he will impute rationality
to A), then he will not be tempted to choose b3 since he will not
assume thet A will yield to temptation. The risk for A in
playing 24 is %00 great. Taking the oppronent's reasoning into
account it becomes clear that 4 will choose a5 and B will choose
bg. Therefore (aB, bz) is an outcome that enjoys a certain
stability: various chains of reasgoning converge on it - it ig
the equilibrium point and the outcome is referred to as the

maximin solution of the game.

This notion of an equilibrium pair, though abstractly
arrived at, is not as might be suggested, " a figment of the
theoretical mind"; it has its counterparts in such practical
affairs as battles and military strategy. Two papers by Haywood
(1950, 1954) have outlined the relation between nilitary-decision
policy and two-person zero-sum game theory. An actual example
may befound in "the Battle of the Bismarck Sea, an incident

. . , . -, 1
which occurred in the course of World War Two.

Two-Person Zero-Sum Games without Saddle-Points

Games like Chess and Checkers, in which no choices are
concealed from anyone, arc called games of rerfeet informetion. It
is shown in game theory that the payoff matrices of zero-sum games
of this sort always have saddle-points. Gemes which are not of
perfect information mey not have any saddle-point in their payoff
matrix. In such cases, the straightforward choice of strategy
(the maximin), which constitutes the solution of the two-person
zero-sum game, cannot be applied, at least not in the same WaY e

’..Q...'.'........l...‘....0....'.O.-‘...'..Il..‘..‘.Q..'..'IO..“'.O'

1. The Battle of the Bismarck Sea has been cited by Haywood (1954)
and quoted by Luce and Raiffa (1957, pages 64-65).
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There is, however, a way of re-egtablishing the maximin solution
for a two-person zero-sum game, even if it has no saddle~-point.

Let us consider the game portraved in Matrix 3 3
f P i

bl bZ
8y 1 3
8y 4 -2

How should such a game be played ? Consider Player A's
point of view. He would like 4, so fp is tempting. But -2 threatens
there, For security's sake, a, is more attractive, it guarantees 1.
The maximin principle would indicate aq gince 1 is the better of the

two worst outcomes, and so it secems then that a. should be Player A's

1
choice.

Let us now consider Player B's viewpoint. He would like to
win 2, and so he would play bz, if he could be sure that A would
play By ¢ But he suspects that A will probably play 2K because
that is where A's maximin lies. If he were sure of A rlaying 2y

he would then play b At this point a further suspicion enters

l’
B's mind. Suppose 4 is aware of his (B's) reasoning so far.

Might not A then play a, and win 4 7 If B could be sure of that,

then he would play b2 aid win 2, the most he can win in the game.
However, suppose A has followed the argument right to this point,
will A not then play a,, (to save himself), so as to win 2 ? But
if A does this, then B should play bl crecscrsturcanss

At this point the argument becomes tautologous.
Ordinary logic will not be sufficient to establish a "rational®
strategy for either player. Su.sose, however, that each player
plays each of the available strategies at random, but in some
definite ratio of frequencies. Suppose A plays 2 35% of the time

and 2y 65% of the time. We say that he is mixing his strategiss
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in the ratio 35:65. Von Neumann's minimeax theorem (1928) states
that "there is a definite retic of strategy mixture for each player
which has all the properties of s maximin'". This will guarantee
the most each player can get in the sense of long-run expected payoff,
if the opponent follows the same policy and uses his maximin
strategy mixtureél

Like the game with a saddle-point, the two-person zero-
sum game without a saddle-point also has its practical applications.
Rapoport (1960, pages 159-161) cites as an examnple a hypothetical
military situsrtion in which a munitions truck runs the risk of
ambush. The truck passes over either of two roads every day.
The enemy sends a detachment to ambush the truck, the detachment
hzving the choice of blocking Rord 1 which is good, or Road 2,
which is ponr. Assessing the utilities of each side for esch
payoff, and assuming strict opposition of interests, Rapoport

suggests the following matrix to repr.sent the payoffs to the

truck
ENEWY
°1 €
THUCK tl -1 5
to 5 =5
WATRIZ 4

Since there 1s no gaddle-point, this is a2 g ame of mixed
strategy. The best strategy mixtures (or, as they are sometimes
called, "strategy recipes") are as follows : The truck should
choose the Roads 1 and 2 in the ratio 4:3. The ambush party should

choose the rosds in the ratio 2. The value of the gane to the
&
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l. It should be noted that if the opponent departs from the maximin
mixture, he can do no better, but may do worse, if the first
player sticks to hig meximin mixture.
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in the ratio 35:65. Von Neumann's minimax theorem (1928) states
that "there is a definite retic of strategy mixture for each player
which has all the properties of s maximin". This will guarantee
the most each player can get in the sense of long-run expected payoff,
if the opponent follows the same policy and uses hig maximin
strategy mixture.l

Like the game with a saddle-point, the two-person zero-
sum game without a saddle-point also hes its practical applications.
Rapoport (1960, pages 159-161) cites as an example a hypothetical
militery siturtion in which a munitions truck runs the risk of
ambush. The truck passes over either of two roads every day.
The enemy sends a detachment to ambush the truck, the detachment
huving the choice of blocking Rosd 1 which is good, or Road 2,
which is poor. Assessing the utilities of each side for erch
payoff, and assuming strict opposition of interests, Rapoport

suggests the following matrix to reprogent the payoffs tc the

truck
ENEMY
€1 s
TRUCK tl -1 5
t2 5 "'5

BATRIZX

Since there is no saddle-point, this is agame of mixed
strategy. The best strategy mixtures (or, as they are sometimes
called, "strategy recipes") are as follows : The truck should
choose the Roads 1 and 2 in the ratio 4:3. The ambush party should

choose the ronds in the ratioc 5:2. The value of the game to the
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1. It should be noted that if the opponent departs from the maximin
mixture, he can do no hetter, but may do worse, if the first
player sticks to his meximin mixture.
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truck is 5/7. In other words, these tactics, where each side
does its best, will in the long run pay off 5/7 utiles (whatever
these may be in the context of the zame) per run to the truck.
Neither the truck or the ambush party can improve their respective
chances.1

Beyond the two-person games just described, a second major
game class includes what are known as n-person games (that is,
games in which there are three or more players). N-person games
may be subdivided into two groups: negotiable (zero-sum games )

. 2
and non-negotiable” (non-zero-sum oamnes ).

Negotiable Ganes.

The main featurc of negotiablie games is that with
comnunication allowed, coalitions may be formed. Von Neumann and
Morgenstern's (1947) theory of the n-person game has been treated
egssentially in this context. Once & coaslition has been formed,
the remaining players can do collectively no worse and Zenerally can
do better if they also form a coalition. The n-person zero-sum
game then reduces to a two-person zero-sum geme, where the theory
is complete. The only new theoretical questions posed by the
n-person negotiable game are therefore concernced with the process
of coalition formation and the apportionment of $he Jjoint payoff

anong the members,

oa.Oo'o.’ll.’lilcoo“..coooo.uo.a-lotooooDlo0000000-00..0060..00¢0‘l00

1. The present author suspects Rapoport!s hypothetical situation
to be modelled on a real-life military situation involving the
protection of civilisn supply convoys in Malaya against attack
by communist terrorists, reported fully by Beresford and
Peston (1955) and cited by Shephard (1966).

2. N-person non-negotiable games are discussed in the succeeding
chapter.
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GHAPTER TOUR ¢ NON-ZERO-SUM G/AMES. & DESCRIPITON
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More complex in their analysis, and much more intriguing
are the non-zero-sum games (often referred to as mixed-motive
games), where the interests of the two players partially conflict
and partially coincide. There are two main eategories of non-
zero-sum games : the prisoner's dilemma game and related types;

and coordination games and related types.

The Priscner'!s Dilemma Gane

The prisoner's dilermma gamel is a typical illustration
of how lack of mutual trust, coupled with perfectly "rationsl"
considerations, leads to disaster.2 The dilemma which the
players face resides in their isolation and reluctant lack of
mutual understanding.

In one of the more common numerical representations of

the game shown in the following matrix

by oy
&, +5, +5 -4, +6
8'2 "}‘6’ "4 ’35 ’3

MATRIX 5.

Pleyer A realizes thst his a, strategy will zive him a
larger payoff than his aq strategy regardless of what Player B elects

to do. Similarly, Player B realizes that his b2 strategy dominates

....”C'...Q.'Dl.l.‘.‘........."..0'.‘.......‘...'..'."C....Q..‘..‘C

1. The name "prisoner's dilemma" derives from the anecdote,
originally ascribed to A.W. Tucker, which is frequently used to
illustrate the mixed motives which underlie the game. For a
complete description see Luce and Raiffa (1957, page 94ff).

2. This point of view is supported by the work of Rekosh and
Feigenbaum (1966).
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his b1 strategy. Kaoh player therefore selects his second strategy,
which plsces them in the a s bg, cell of the matrix. This results
in a payoff of -3 for each player. Luce and Raiffa (1957) have
maintained that this unhappy state of affairs is indeed the only
"rationsl sclution to the gone.

If the geme is played for a number of trials, the
"rational" solution is still a coisistent ay g b2 choice. Luce
and Raiffa however, dn not hHelieve that such behaviour would
actually occur. Over a series of trisls, even without communication,
a tacit agrecment, they claim, should develop to stay in the
fy bl cell. The recognize, nowever, that such an agrcement is
inherently unstable because unilateral defection from it will,
for the defecting trial at least, increcse the pay ff of the
player who defected.

Generally then the Prisoner's Dilemma may be described
@8 a two-person non-zgero-sum gone, played without communicstion,
for which the outcomes in the fcllowing matrix (Rapoport and
Chammah, 196%5a) 1

1 1

C, R, R s, T

D, T, 8§ P, P
MATRIX 6
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satisfy these four inequalities
(1) 2R » (s+71) p 2P
(2) T > R
Gy > s
4) » 3 st

The principle feature of this type of game then, is that
for both players, strategy 2 dominates strategy 1. It should be
noted that no nonambivalent normative prescription of strategy
choice is possible in such cases, and therefore, even consistent
strategy choices cannot be explained by rationality or non-rationality
of the players. A convenient index of behaviour (that is, a dependent
variable) in this sort of game is the relative frequency of
choosing strategy 1 (or alternatively, strategy 2). This frequency
can he calculated over a sequence of repeated plays of the same
game by the same pair of players, or over several players in a
one-shot experiment, or in a grand average over both plays and
players. There are obvious objections to calculating averages of
this sort, but the method can be defended on the ground of focusing

on some independent variables ot.er than experience or individusl

.'.....0.'0'..'.....‘0.DOI‘.0....'....'.....IQ.C‘C0.0Q.'.-Ol..Q..QCD..

l. Rapoport and Chammah mzke the following comment

"The letters representing the payoffs in the above matrix are
meant to be suggestive. R stands for reward; it refers to

the payoff each of the players receives asreward for cooperating,
S stands for suckep's payoff. This is the payoff received

by the player who cooperated while the other defected.

T stands for temptation, the payoff a player may hope to get

if he can defect and get away with it. P stands for

punishment, meted out when both players have defected,"
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propensity. For example, it allows for the study and manipulation
of experimental c-nditions, payoff matrices, gross differences
between populations of players, and so cn. Many such studies have
been reported in the literature. Oflparticular note are those
reported by Rapoport and Chammah (1965a).

Modifications of the prisoner's dilemma game are
gffected by dropping one or more of the four conditions outlined
earlier. In particular, the dominance of strategy 1 by strategy 2
can be dropped. Many exveriments on such "weaker" forms of the
prisoner's dilemma game have been reported. (Scodel et al, 1959;
Minas et al, 1960; Lutzker, 1960;). 4 further modification nay
be effected by dropping the symmetry requirement.l

Coordination Gemes

In a pure coordination game, the interests of the
players coincide. The problem arises from the fact that they
cannot communicate with each other, While this sort of problem
is not really directly related to the strategic problem with which
game theory is mainly concerned, such situations, nevertheless,
can be formally depicted rg games in normal form. 4s such they are
sometimes considered in the context of game--theoretical discussions.
Notable in such discussions has been the contribution of Schelling
(1960) who hos brought out the role of prominence as a guide
to strategy choice in coordination games. (When it is important
for buth players to "read each other's mind" in ordecr for hoth
to benefit, the prominence or distinctive character of certain

choices plays, or ought to play, an important part).

‘.'.‘....".0........'G...Q."..'.'....'l’.‘.OCO."l...‘..‘.!....."'.

1. The symmetry rcquirement in the prisoner's dilemma ensures
that the game "looks" exactly the same to both players.,
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As Shubik (1964) has pointed out, {page 289) :

"Considerations of this sort belong to the psychology

of 'tacit agrecments', and, as already noted, have little
to do with the principal concern of game theory. Still,
it has been maintained, perhaps with justification, that
in real-life situations which have been cast by strategic
analysis into game form, considerations of this sort do
play an important part. Therefore any method drawing

on game theory and purporting to deal with real-life
problems or with experiments in behaviour should include
considerations derived from the existence of tacit
agreements and 'telepathic communications! of this sort."

Beyond the two-person non-zero-sum games just described
are the n-person games usually called non-negotiable games.

Non-Negotiable Ganmes.

Non-negotiable n~person games are games in which the
players are not allowed to communicate and hence cannot negotiate.
(Thus no explicit coslitions with attending side deals can be made).
The principal theoretical point to be made about n-person non-
negotiable games is that there is a generalization of the minimax
solution which has been shown to exist for all n-person zero-sum
games, the so-called Nash equilibrium point (analogous to the
minimax) cannot be considered as a normatively prescribed solutinn
(since if a tacit agreement or coalition could be achieved among
two or more of the players, the members could generally improve all
of their respective payoffs by joint departure from the Nash
equilibrium point). It follows that the experimental treatment
of non-negotiable n-person games leads essentially to the same
sort of guestions which arise with similar trestment of two-person

non-zZero~sum games.
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CHAPTER FIVE SIMULALTON AnND GAMING.




- 34 -
A new technique which has grown up along with the
development of the use of formal models in the behavioural seienses

is simulation. As yet there is no gencrally accepted common

terminology, but Shubik (1964, page 71) provides the following
reasonable definition ‘

"A simulation of a system or an organism is the oneration
of a model or simulator which is a representstion of the
system or organism. From studying the operation of the
nodel, properties concerning the behaviour of the actual
systen are inferred.!

and goes on ¢

"Among the reasons for constructing a simulation are that
the model is amenable t0 manipulations which would be too
expensive, impracticable, or impossible to perform on

the entity it portrays.'

As Coe (1964) has cointed out, computer simulation is s
relatively new research tool. Like questionnaires, psychometric
examinations, etc., it has certain limitations, but also great
potential for the advancement of knowledge in social science. For
example, one of the ever-present problems in social science research
is control of variables. Simulation permits the examinstion of
two-variable or multivariable relationships with the effects of
confounding variables removed. Similarly, simulation permits rigor
and precision through simulated measurement rarely found in field
research. This, in turn, allows minute examination of complex
relationships which under ordinary field conditions might not be

separsble. A further point is that simulation programmes are

V.".'."'...’.‘.‘Q.......“l..".".....‘-..‘..'.Q.'...Q....O‘...'...’

1, The word "simulation" and the phrase "manipulation of » model"
are essentially synonymous, except that "manipulation of a model"
might be taken to include analytical methods, whereas
"simulation" is normally limited to operations by digital
computer or analog devices.
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perfuotly woliable in that they nroduco exactly the same results
every time. Finelly thore is the undoubted sdvantage of speed and
accuracy. Slmulated prograrmes are ca aoble of nroducing results in
a fraction of the tine required by ordinary research methods, and
apart from technical failure, the computer never commits mistakes
(apart from those introduced b & humen operator).

S
In addition to technical articles on computer simulations
and the problems involved, like those of Harling (1958) and Conway
et al (1959), in o swall bt growing body oi literature, one can
find references to studics of physical processes, traffic control,
and the like, but there are as yet relatively few good examples of

simulation in the social sciences.

Sinmulation Ganes

In the field of psychology Newell and Simon (1959) have
produced a programme for the simulation of human thinking, while
Gyr, Thatcher, and Allen (1962) have produced o programme on
cognitive organization. Within the realis of game theory a
considerable num vr of computer simulations and analog devices have
provided useful results. Specifically, Joseph and ¥illis (1963)
have produced an experimental analog to two-party bargaining and
lleeker ¢t al (1964) have used n computer-based experiment to study

the effects of threat on bargaining and negotistion behaviour.

I

aning is often confused with ginmlation, but there is &

s koot

!

considerable difrerence. Goming is a technigue which may or may not

make use of a sinulated environment but is, without exception,
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1. There are exceptions however, such as the study by Orcutt,
Greenberger, Korbel, and Rivliin (1961).
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toneernsed with human beh&viour.l While it has been common in the
past to use the words "geming" and "simulafion" synonymously, much
confusion can be caused by so doing. Generally, individuals in using
the word "simulation" in reference to o gane are rcferring to gaming
in a simulated environment. The reference may be to the simulated
role of the players, as for example when graduate husiness students
fill the role of union or company representatives in s simulated
labour dispute (Campbell, 1960; Bass 1966); or act the part of managers
of abusiness firm in a "market" situation (Hoggatt, 1959). A

number of studies have employed a simulated rather than a real

player. For example, (in relation t- the prisoner's dilemma game),
Scodel (1962) used a stooge who played = vpredetermined strategy.
That is, each subject actually played against a pre-programmad
set of responses sent to him, c¢ither by the stooge (in the study by
Scodel), or by the experimenter (in other studies by Soclomon, 1960;
Bixenstine et al, 1963; Bixenstine and Wilson, 1963, etc.), while
believing that he was actually playing against a real opponent.
There are, then, many types of gaming and many purposes
for which games can be used. All are of interest to the behavioural
scientist and many do not require computers in order to play then.
For example, some military games (mancevres such ag NATO exercises)
nake use of 2 real enviromment, others use an analog simulation for
the environment, such as a sand table. Several political gaming
situations have been designed to be played with paper and pencil
(for example, Ik1& and Leites, 1962) and numerous othcr games have

been used in recent experimental work within the framework of game

CIC.C'.C....’.'......‘0‘...‘0.'....'.'.....'C....l.‘..‘.O'."....l’...

le In a simulation, the behaviour of the components is taken as
given. Thus, while necessary to a gaming exereise, the actual
presence of individuals is not necessary to a simulation.
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theory, (For example, Hoggett, 19593 Jensen and Tewebinski, 1963;
Krauss and Deutsch, 1966)., In many investigations, as Shubik (1964)
points out, the behavioursl scientist is intercsted in three main
aspects ¢ (1) an adequate description of the environment in which

the activity takes place, (2) an understanding of the plans, strategies,
and motivations of the decision makers, and (3) an ability to

predict what will nappen if the decision makers carry out their plens,
given the environment. A simuletion takes the first two items as

given and provides a method for obtaining the third. Gaming in a
simulated environment nay he used as a method whereby the first is
taken as given, the outcome of the game is observed, and inferences

are made concerning the intentions and motivations of the players. This
is done in experimental gaming.

In operational gaming the environment may be tsken as given
and the players nay then proceed to try out different plans and
strategics in order to exemine their outconmes.

An alternative method of classifying games concerns the
degree of control and formalization in the structure of the game and
the levels of richness of the environment. As Shubik (1964, rage T4)
points out :

"Many of the psychologists! experimental games tend to be
extremely impoverished in environmental setting and highly
controlled with respect to the rules and manner of play.l
At the other extreme, games designed as operational
exercises for politico~d§plom&tic negotiations may be

very loose in structure. In the latter case, expert
referees may decide on rules and rermissible strategies

as the game progresses. The experinental controls nmay
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1. The Prisoner's Dilemma Game or the Game of Chicken (fully
described by Rapoport and Chammah, 1966) are examples of this
extreme.

2. Many collective bargaining games fall into this category - for
example, the studies of Campbell (1960), and ‘Tuckman (1964).
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be few or non-existent. The excreisec may have more
in common with a group psyehodynamic process than
with & formal theory of games."

Games as Predictors.

In the last few years simulations of diplonmatic-cum-
military systems have become common, gspecially in the United States.
One of the chief aims of this development is evidently to provide
some substitute for controlled experiment for the science of strategy,
which purports to deal with such systens. However, since the
connections between the simulations and the real processes are
missing, there is little hope of making simulation of diplo-military
procedures a useful tool for arriving at strategic decisions. In
fairness, however, it should be pointed out that the enthusissts of
simulation are well aware of this difficulty and that they evaluate
the positive contribution of the simulation method from an entirely
different point of view - the designers of simulations, gamning, and
scenarios2 are generally agreed thot the principal value of these
procedures is in furthering the development of theory, plans

evaluation, and as teaching aids.

.‘.............l.‘.l'".C......Q......‘..Ot..0.'0'II.l............‘l..

1. There is little evidence that such applications are in fact made
or recommended, although Schenck (1963%) suggests thet there is
cause for concern at the possibility.

2. Scenario - "a term introduced by strategists to designate
imagined situations (usually crises, wars, etc.) contrived for
exercising strategic decision-making snd to simulate the
invention of alternative outcomes and courses of action,"
(Repoport, 1964; pp 312 - 313)
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The application of gariing to training and its use as a
teaching 2id is of nuch more ancient standing than is the mathematical
theory of games. ,

By the sixteenth century many chess-like games had evolved
which reflected the tactical principles of the age, and by the
eighteenth century two French card games, onc dealing with combnat
operations and the other with fortifications were played as a
training aid in the begic instruction of military students. In this
era also, the view of war as an €xact sclence gained vogue. This
approach of mathematical exsctitude and its representation in games
irnevitably 1l«d t. successively higher levels of detail, complexity
of play, and sophistication in representation both of the combat
elements and the field of battle.l

By 1812 the elder Von Reisswits hed developed the first
game to use an actual terrain m.del built to scale and made of
plaster. TUsed as a toy by the Prussian Royalty, it was later adapted
by the younger Von Reisswitg to a scaled flat map, with refined
ruleg. In 1824 he convineed the Chief of the German Genersl Staff
that it was not a game &t all but a valuable trainer for actual

. 2
Cperations.
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1. For example, Helwig (1780) designed a game that included the use
of single pieces to represent entire military units rather than
individual troops, the representation of five terrain classes
which could be used to build up an arbitary battle-field,
differential rates of movement for the various types of arms,
and an independent gaite director rather than o player, to apply
the game rules to the player moves.

2. It is interesting to note that its main features were that
it was a closed game directed by an independent umpire, and
that the object of the gamne was not to win or lose, but for
the players to attain sound tactical techniques.
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Throughont the nineteenth century, the Von Reisswitzm
Krisgepiel went through cycles of complication and simplification
which eventually led to Germen recognition of the Rigid Kricgspiel
for low-echelon play, and the Free Kriegspiecl for higher level play,
both of which foatured an unpire who was expert in warfare snd war
geming. It is these games that have come down to us with little
change, except as required to introduce new weaponry, and new
documentstion techniques.

Naval war gaming hed its birth in the late 1700's in the
ideas generated by an Inglishman named John Clerk (1790) who used a
a number of ship models in various dispositions.l Naval authoritics
encouraged the use of gaming es a training tool, and by the 1890's
the English, Italian, and U.S. Nav.cs were meking use of the
"Maneuver Board", "Chart Maneuver",2 or "Naval War Game", as the
gane was voriously known. At the United States Naval War College,
Fleet-Tactical and Strategic Ganes were pl yed nore or less
continuously from that time until 1958 when they were superceded by
the Naval Electronic Warfare Simulator (NEWS).

The ganming of air operations had also becone widespread
since World War II, but any survey of this development is precluded

by secority considerations. It is sufficient to note thet therein
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l. The first formalized navel war game, however, appears to have
been invented about 1878 by Captain Philip H. Colomb of the
British Navy.

2. For example, see McCarthy Little (1912).
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lay the origin of the Lanchester Equations,1 and th~t, since World
War II, the gaming of air ovperations has beo et lerst as nctive as
that of land and sesn oonfliot°2

It is hardly necesaary to state that training games and
hap mancuvers rre in extensive use today for military and naval
training with verying degrees of sophisticated investments in

3

electronic computer support.

Yaines in Plans Fvaluation

The Germans used their Kriegspiel to fornulate and evaluate
war and campaign plans from thac Franco-Prussian War rigat tirough
until World War II., The most notable of these instances were :

1) The plan of railroad m-bilization and deployment of the Prussian
army against France in 18703

2) The Von Schlicffen Plan at the start of World Vier I (which almost
won it for them at the outset);

3) The invagsion of Poland in World VWar 171,

..‘I'..'....."....QO'....Q..O.....'..‘Q‘..l....‘.l'.OI.".IO'Q.'...O

1. Named after their originator, F.W.lLanchester (1916), the equations,
by expressing the relationships between victory, numerical
superiority, and the superiority of firepower, predict the
outcome and effectiveness of two opposing sides in a military
situation.

2. Johmson (1968) - personal communication.

3« The NEWS facility occupics three floors of the centre wing of
Sims Hall at the U.S. Naval Tar College. The complex electrical
circuitry has over 4000 miles of wire and 13,000 clectronic
tubes installed., It represents an investment of approximately
10 nillion dollars. seventy persons sare assigned full-time to
the var Gaming Department, which is responsible for the
operation and maintazinance of the NuWS
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4) Tho proposcd inveosion of England in 1940 (the game sh - wed up
the difficulties involved); and

5) The invasion of Russia in 1941,

Not all of these operations were successful, but in nost
cases the gsming rccurately indicated the events that ensued.

Both the Allicd Forces and the Japanese did extensive
gaming in suppcrt of war plans too, the most significant applications
being the Invasion of Normandy snd the attack on Pearl Harbour.

Again, owing to security restrictions, it is not possible
to cite the post-World War II role of gaming in plans development
and evaluation., That it continues to have sn historical role
ie indicated by the revelation of the late Senator (then M )

Robert Kennedy in 1963 that the Bay of Pigs operation in Cuba was
war gamed, and by the steady trickle of reports issucd under the

auspices of the several military research establishments.
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As has already been pointed out, geme theory was conceived
by mathematicisns, and since the publication of Von Neumann and
Morgenstern's treatise (1947), has been developed almost exclusively
by them. Indeed, the theory can be correctly vicwed as a self-
contained branch of pure mathematics - a system of theorens built
up from a set of postulates. As such, the theorems are logical
consequences of the postulates and can only be wrong if errors have
crept into the deductions. Thus, when the validity of the theorems,
solutions, etc., has been checked, such a purely mathematical theory
is practically immune to criticism.

However, as soon as the theory is proposed as pertinent to
some =spects of the real world, (for example, as a basis for
constructing models of human behaviour in conflict situations), an
evaluation (as opposed to only a formal check on logical validity)
is required. In such gz situation, however, it is hardly proper to
cribicize a theory for not having accomplished something that it
did not set out to accomplish. Our examination must be directed only

towards the applications ofy, and the claims made for game theory

by the non-mathematical scientists.

There have been many objections of both a theoretical and
practical nature tn the use of game theory in psychological inquiry,
and in this connection, many of the theory's requirements have been
brought into question. The theory assumes that the players in a game
will act rationally (in the economic sense) - an assumption which isgs
open to question. Even in the 2 X 2 prisoner's dilemma~type game,
would the two players really be able to work out the "rational"
solution to their dilemma 7 If it is possible that they might not
manage this deduction in the simple 2 X 2 game, i® it not even more
unlikely that the players would be able to identify the "rational®
outcome in a 3 X 3 game, or in a game requiring the use of mixed

strategies ? Even if a player did in all these cases recognize
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the "rational" solution, there is mo guarantee that he would im
fact act rationally in this economic sense, A player might deliberately
meke an "irrational" choice. For example if the game 1is reiterated
over a large number of trials, he might well become bored and change
his strategy simply for the sake of change. Again, it is conceivable,
for example, thot a chess~-player would rather risk losing a game
than settle for a draw.

The requirement of game theory that all outcomes be
specified numerically and thrt rationality is the maximization of
these by the player, can quickly becone a psychological pi6fall.
If, for example, the payoffs are in cash, it is gquite possible that
their worth to the player does not correspond to their numerical
values. To win £1 in a poker game may, to a given poker player,
be worth more than twice as much or less than twice #s much as to
win 10/—. Since the magnitudes of the payoffs play a part in
defining the experimental game, such a game in reslity remains
undefined if we do not know what payoff values are assigned by the
players to the various outcomes, even where this is specified in
monetary terms. Another illustration of this point is the problem
of the player who does not wish to maximize his "economic! payoff.
A father playing dominoes with his young son, for instance, may
have the ability to defeat him, but may allow the child to win.

In this case the father's self-evalued payoff would possibly be
deemed greater to him in the satisfaction of seeing the child's
pleasure in Winning,‘rather than in playing rationally in the
game-theoretic sense,

In short, game theory describes "rationality" only in
the economic sense, wiereas human players may redefine rationality
for themselves in entirely different terms. That is, the goal-
directedness of players may be towards a psychological goal, real
enough for the players involved, but entirely different from the

game-theoretic principle of economy maximization.
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This criticism that the player's actual goal may be
different from that assuned by the theory hss even deeped implications
for reiterated versions of experimental games. Many persons who
have experimented with games have made the assumption that 30
iterations of a game are merely 30 repetitions (or trials) of the
same choice situntion. It can bhe argued, and I think reasonably so,
tnat this is not the case. It seems reasonsble to assume that a win

(or loss) of 5 numerical points will be pgychologically greater

to the player when he holds only 10 points than it will when he holds

210 points, and that the reinforcement he receives from a particular

outcome will thus vary in degree according to the point in the game

where the outcome obtains. Such a conclusion would lead to an

expectation of sequential dependency of response; and, on the face

of it, invalidate the results of experiments utilizing an iterated

game. However, while it may be reasonably assumed that learning

takes place in iterated plays (if the outcome of each play is known

to the subject), there is evidence that subjects do not really

"get the hang" of the game until they have played it a hundred

times or so, with an opportunity to compare the results of different
”strategies”.l In addition, as Rapoport (1968) has pointed out,

experiments with one-shot (non—iterated) plays present a problem

of design efficiency. Since a decision in a 2 X 2 game takes only

a short time, it is extremely inefficicnt to confine such an experiment

to one play only - that is, to recruit a pair of subjects, give them

instructions, etec., and only allow them to actually perform for a

few moments.

.....".0”..0.."‘.."........".....‘..C.’..0"....."""..’..i.l'.'

1. In this instance, "strategies" are understood to mean not
simply the two choices available in the 2 X 2 game, but the
different sequences of choices.
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A natural way out is to gather d-t=z from the same
pajr of subjcects on several different games, each played once.
Thi: however, raises other prcblemsl although these in turn may
he solved.

Despite =211 the foregoing objections it can still e
argued that the theory »of gancs in the form of the two-person
non-zero-sum game does provide a method of studying mixed-motive
conflict in the context of controlled laboratory experimentation,
And it has been argued theat such mixed-motive games provide a
particularly useful model, answering a long-felt need in social
Psychology for a well-controlled interaction siturtion with an
easily quantifisble and unambiguous dependent variable (the number
of cooperative - or competitive - responses made by each subject),
in addition providing an excellent framework within which problems
of motivation, decision-making, personality, and person-perception
can be studied.

Gallo and McClintock (196%, page 70) have further argued

thet s "Perhaps even more important is the fact that the decisions
that have to be made by the subjects in the game are very
similar to decisions thet are madc in real-life bargaining
and conflict situations. The players have a real stake in
cooperating, and yet at the same time there are realistic
Teasons why they should compete. Many rescarchers see the
decisions and strategies in the Prisoner's Dilemma as
prototypes of the nmore complex decisions and strategies in
labour-management bargaining and internationsl negotiations®

'O........0.."'.000...‘.......l....‘.'.i.’."Q..'.‘Q..QO....QO."‘O'Q

l. If the results of each play are fed back to the subjects, they
may develop some "principles of play" abstracted from the results.
If these principles are applied across all the plays in the
experiment, the responses may contaminate each other,

2. Several texts dealing with these areas of study have appeared
over the last two decades - by Chamberlain angd Kuhn, who published
their "Collective Bargaining" in 1951; by Williams, whose "Compleat
Strategyst" arpeared in 1954; and by many others, such as Blackwell
and Girschick (1954); Dunlop and Healy (1955); Rapoport (1960,
1964); and Foursker and Siegel (1963).
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As is typically the case, the advantages of tractability
and control are offset by the artificiality of the laboratory
environment. Extrapolation of laboratory results to conclusions about
real life are always hazardous, and ss Rapoport (1968, page 461) has
pointed out, it is not only the lack of realism of the situation
depicted in the laboratory which makes the extrapolation unwarranted,
but also the limited range of the results thained.l

The more sceptical critics of experimental gaming may go
so far as to arguc that the artificiality of the experimental game
mekes nonsense of such research. It is undisputed that the experimental
situation is artificial. That it is unrealistic is, however, open
to debate. Harnett (1967) referring to business games, has argued
that although the experimental environments and subjects may fail
to correspond with business reality, behavioural laboratory
simulation of market processecs does possess unique advantages as a
reseasrch strategy, often while retoining its relevance to natural
settings.

There are few who would contend that laboratory simulation
of bilateral monopoly and oligopoly are full-fledged representations
of similar real world markets. Fouraker and Siegel (1965) were fully
cognizant of the problems of applying conclusions based on laboratory
simulations to more complex situations. There arc indeecd formidable
problems associated with such extensions. Nevertheless, Harnett's
view has been reiterated by many, including Johnston and Cohen (1967)

who argued that the rationale for viewing properly designed and
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1. Even in the simplest case of the 2 X 2 game, there are at least
eight independent variables within the game matrix. If we give
each payoff just three distinct values, (low, medium, and high),
we must perform 3% (that is, 6561) experiments to get a body of
date for a comprehensive description of how the choices are
influenced by the payoffs.
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motivated laboratory cxperiments as effective means of studying
economic behaviour is similrr to that of the construction of abstract
enalytical models. The inability of the investigator to encompass the
real world with eithor theoretical models o1 laboratory simulations
forces him to utilize these simple, but useful, tools in his search.
Ag Johnston and Cohen have noted

"The weaponry of science embraces such 'simple! technigues

rather than sone hypothetical, non-existent method whereby

the complexity of the world can be grasped in its full
splendour . ™

Both these authors endorse the conclusion of Schenitzki
(1962) that the process which is found to operate in 2 'minimsl!
social situation might well prove to be a basic mechanism operating
in natural situations.

The further criticism that any results obtained fronm
experiments utilizing university and college students ss subjects
nust be invalid because of differences in age, and pussibly educational
level and vocationsl orientation, as well sg in Occupational status,
between such students and those who, in real life, are engaged daily
in negotiations, has been refuted by Siegel and llarnett (1964} who
found that the behaviour of business and student subjects was
essentinlly similar in all important respects; both groups exhibited
similar bi ding patterns and conformed to the predictions based on
the theoretical models. Bartos, however, (1967) has stated that it
does not seem profitable to conduct simple experiments with subjects
who are not professional negotiators and generalize from their
behaviour to that of professicnals, if the code of behaviour (which
he claims to be the most importent) is missing from the experiments.
Bartos concedes however, that the procesgs of professionalization,
the developnent of norms, and beliefs about negotiation itself can be

legitinmately studied in such experiments.,
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Games heave alsc been used extensively in the study of
international negatiationsl wherce participants usually represent
countries, and where they may be encouraged to play the "role" of
the country, neting as they believe the country would act, or where
they may inply be instructed tb act in the best interests of the
country they represent. As with war gaming, such games may be organized
for research purposes, or as training, to sive students experience
in the complexitics of international politiecs. Such games, organized
for the benef.t of students due to their particular suitabilitv for
bringing out tie complexitieg of international politics and
negotiations, arec by no means limited to this end in their usefulness,2

While the more abstract angd stylized games cannot pretend
to provide experience in the practice of international negotiations,
they may have a place in the theory. A geme nay be useful in
revealing the structure of conflicts rather than the details. One

kind of gane may be used to elucidate a theoretical model, annther
to show its limitations,

Perhaps a more basic criticism of the application of game
theory to psychological problems has been the argument that while
the "drama" of gaites of strategy is strongly linked with the
psychclogical aspects of conflict and cotperation, gmme theory is not,
but is rather concerned only with the logical aspects of strategy.

It has been further argued thst, in prescribing the same line of
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1. 4 critical evaluation and overvi.w of current psychological
methods for studying international relations hrg been given by
Tedeschi and Malagodi (1964).

2. This usefulness has becen questioned by seversl authors, (by
Singer, 1963; Harris, 1964; Haas, 19683 and by De Leon, MacQueen,
and Rosecrance, 1969), all of whom have advocated the use of
"'situational analysis! (the investigation of fctual events) in
order to avoid the pitfalls of contemporary qualitative
analysis commonly encountered in the examination of laboratory
simulations.
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play =gainst = master as it docs Against a beginner, when a
strategic game is conpletely anslysed by game-theoretical methods,
nothing is left to the game. This, however, is not so. As
Schelling has cxplained

"iven the most austere and economical theoretical model
is unlikely to be fully determinate ...... among the
processes that it leaves indeterminate will be some that
inherently involve the intraction of two or more
declision centres.
For this reason there is likely to be, cven within the
simplified model, some scove for 'frec activity' for
bargaining, for the reading of understandinss and mig-
understandings, for accomodatiocn and cooperation, and
for conjectures about each other's decision processes,
value systens, and informations.!

(Schelling, 1961, pages 48-49)

This scope for “free activity" is an important insredient
of such mixcd-motive situations, for it permits the functioning of
psychological factors which in real life situations are now Zenerally
adnitted to be of considerable importance.l Until recently, when it
became apparent that - areat deal more was involved, bargaining
was considered only in the context of legal and economic cons.derations.,
However, rccent work hrs shown this view 4o be in error. Hoffman,
Festinger, and Lawrence (1954) postulated that an important motivation
in a bargeining situstion wes the individual's concern about his
status in the activity relative o other members of the group and his
desire to equal or surpass them. In substantistin. this hypothesis,
Hoffman ¢t al found that the strength of the motivational factors
involved depended not only on the degree of comparability between

the group members, but also, in part, upon the importance of the
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1. A fact recognized by Stagner who in the course of interviewing
workers, union officials, and btusiness executives, was very
much impressed by "the emotional colouring of many facts in the
minds of both workers s=nd executives," (1948, page 139)
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. . . 1
task tc the individuals involved. Deutsch (1960) conducted an
experiment to assess the effect of threat on bargsining in an
experimental game, and concluded that a bargaining situation was

a _complex gacial situetion in which the manifest suhstantive or

economic metters ot issue mizht, in certain circumstances, have little

importance in determining the behaviour of +he bargainers. Speaking

of industrial strife, Cyriax and Oakeshott (1960) have commented
that strikes are as nuch social or even political phenomena as
economic ones; and Deutsch (1961) has explained this notion in
terms of "threat to face"

"Whenever g bargaining situation has become 'rathological!
- that is, whenever bargainers are unable 1t~ reach 23ree—
ment despite the clear existence of a2 potential agreement
that would leave the bargainers in a better position than
their position of no-agrecment - one may suspect that

at least one of the bargainers feels that his face has
been threatened and that an agrecment would lead to loss
of face. "

The argument here is that, in effect, "threat to face" under certain
circumstances may transform a nixed-motive situation into s

competitive struggle wherein behaviour is regulated antagonistically
, . 2
rather than normatively.
To help prevent such s detericration in the bargaining

process, there are no real formalized rules, but there is a generally
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1. This view is supported by Garfield and Whyte (1950a) who
commented that those who look at bargsining simply in legal
and econmmic terms fail to recognize that bargaining deals
in the emotions of people as well as in logic and economic
interests.

2. While the escalation of international conflicts nay here spring
to mind as the most glaring example, it should be realized that
this notion holds true to an equal extent in industrial
negotiations.
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accepted modus operandi which should be followed. 1In this connection,

a series of papers, (1950a, 1950b, 1950¢, 1951),

have contended that the bargaining process itself hos a ceremonial

Garfield and Vhyte in

£y

function which serves g major role in bringing about an effective
adjustment and rcsolution of conflict. This notion has been reiterated
by Miller (1959), who, in considering the attitudes of an industrisl
union and menagement after g prolonged but setisfactory negotiation,
reported that these attitudes of satisfaction reflect an ihstitutionali-
zation of a5 set of role expectations.

That conjectures about the other's decision processes,
value systems and information occur in real life situstions is certain.
The first steps in bargaining involve an exploratory process on hoth
sides. In the preliminary "fencing', the bargainers size up the
people across the table ang try to sense the relative importance of
each issue to the other party.

"Out of this process comes the working consensus which,
in its minimal form, specifies the general rules to be
observed within the inter-ction, e¢stablishes the identity
of each of the participants, =nd delimits their arcas
of choice of lines of action.m 4

(Weinstein and Deutschberger, 1964).

Ikle (1964) has provided us with a set of pointers for sizing up the
bargaining reputation of the opposition - Is he a bluffer ? Ig he
]

. y 1 . _
firm Does he avoid tests of strength 77, and reminds us that the

opponents view of our reputation is equally important. A reputation

for not bluffing works much like n commitment: 1t creates o vested
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1. International negotirstions are akin +o those of industry in many
ways, and tests of strength, bluffing, propagands, and other ploys
are commonly used. Spanier and Nogee (1962} and Nogee (1963) have
suggested that such "gamesmanship" has beoen the major practice of
disarmement dehates - "the negotiations were characterized by a
richness of moneuver that was st times crass end at times
extrenely subtle." (Nogee, 1963, page 521 CR, 615 4C) - though
Jensen (1963%) has disputed thisc.
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interest in being consistent. If the opposing party takes you up on
your threat, then the disadvantege of carrying it out is outweighed
by the long-tern damnge to your reputation that would be caused hy
your failure to do so. Knowing this, your opponent may not challenge
your threat.l Secondly, in negotiation, it is an advantageous ploy
to make your opponent believe that he might just as well accept your
terms since they will not become any better for him.2 His expectations
a8 to whether or not your position will remain firm denends not mly
on his image of your customary behaviour and your reputation for
firmness in the past, but also on your interest in your future
reputation. The more you can convince your opponent that giving in
would impair your future bargaining strensth, the more he will conclude
that it is in your interest +o have no agreement rather than to
lessen your demands (even if, in the particular instance, 'softened!
terms woull be better for you than no agreement).

In short, what this means is that the involvment of your
bargaining reputation can serve as a commitment to your negotiation
position. The more you enjoy a reputsation of always remaining firm,
the more convincing to the opponent 1s the commitment. In a similar
way, the mointainiag of a reputation of strength is equally important
in preserving a bargaining reputrtion. If you are the negotiator,
you know that the other side's actions will be zoverned in part by

his anticipations of our reactions. He bases these anticipations on
I y o
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l. A government acquires a reputation in much the same way an
individual dves. On the basis of its previous psrformances, other
nations will impute to it a diplomatic style, mntives and objectives,
certain attitudes towards the use of force, and other attributes
of power.

2. "It is what we think the world is like, not what it is really like,
that determines our behaviour ..... we act according to the way
the world appears to us, not necessarily according to the way

phe wopld
YR (300l ding, 1959, page 121).
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his image of you, concerning such sttributes as your attitude toward
risk-taking, ysur tendency to bluff, your evaluation of your own
strength and his, your tendency to hold fast to s position, and so
forth. WNaturalily, your opponent will assume & certain continuity
in these attributes and bese his estinmates of then partly on your
verformance in previous negotiations. Knowing this you will act in
every negotiation not only so as to sbhtain = favoureble outcome at
that time, but also s ag o preserve or iaprove your negotiating
strength in the future. Ais Ikle (1964, page 77) has emphasised :

"The fact that these two considerations freguently conflict
adds an important complicrtion to the negotiating process.!

(It is to be noted that this his relevence to reiterated
plays of experimental games and lends credibility to the idean of
sequentiazl dependency of choices in such gones ).

Ikle continues that the influence of the bargsining
reputation can be abstrected in the language of gamo theory: =an
internstional negotintion is never n self-contained "game", but is an
instance vagucly related to an ever-comtinuing "suvergame".

Although each instance yields its own payoffs, the tactics used in it
affect the other party's caleculstions in subsequent instances, and
hence influence subsequent payﬁffs.l This "supergane", says Ikle,
comes tu an end only under exceptional circumstances : a government
whose existence is ot stake and which expects no continuity with its
successor may contemplate the losing situation (but not the winning

one) as the cud of the superganc.
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1. This endorses the vicw of Pruitt (1962, page 17) who saw
international relations ag " g special case of 'inter-sctor relations'
i.e., relations between gsocisl units (tactors') at any level.

e relationshipn between two actors can be treated »s a larger
gane conslisting of many individual subgzmes, an example of the
latter being negotistion on a single issue.
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Howewver, in the words of Quandt (1961, pazes 71-76)

"In applicatione of game theory ..... modols of this

kind are quite far removed from the reslities of
international relations ceeeeoeo.. gaming models and other
metanmndels are thus left with basically two uses :

(L) to test particular hypotheses about models: and

(2) to enlargze the catalogues of possible oubcomes and
strategies. It is not possible, in general, to proceed
from metamodel t reality."

Schelling (1961, nage 49) has concurred with this viewpoint, stating
thot the theoretical model is usually not a comprehensive specification
of how the participants behave, but rather of the framew rk within
which they pursue certain objectives according to certain criteria.
What the model leads to in terms of peheviour of the participants is
usually beyond the reach of straight-forvard analysis. Schelling
gualifies this conclusion however, by saying that the game itself may
be a fruitful way of developing a working acquaintance with a
theoretical structurec.

In svamary, then, it may be seen that there are indeed
many legitimate objections to the current usage of experimental games
in pesychological inquiry, but at the same time, the game-theoretical
model is an sttractive and potentially useful one. There is much to
be learncd about the dynamics of inter-ction in the playing of
experimental gaucs, (not least in the playing of iterated 2 X 2
games ).

In view of the foregoing discussion and critique,
nowever, we must conclude thoat, ot present, it scems desirable to

obtain this knowledge by o study of such ganes in thedir own right
& ¥ N : s

postponing for the time being the question f h w relevant this
knowledge may be to an understanding of mixed-motive conflicts in

real life. To ask this question in conncction with every experiment
nay lead either to unwerranted conclusions, (by illogical extrapolation)
or to a premature discruragement and rejection of the grme-theoretical

method of experimentation. What is worse, is that viewing the
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laboratory method in terms of sinmulation of real-life conflicts leads
to designs which are nnt guided by the logic of o systematic

investigrtion. The value of the laboratory expiriment in the context
of the simple 2 X 2 gmme is in the opportunity it gives for building

a systematic theory of that siturtion. Whet relation thst theory

nay heve to real life conflicts mly time can tell. It can not be
achieved until the concepts emerging from the descriptive theory
of the 2 X 2 gane have become stabilized as concepts of proven
theoretical power.

Finally, while "realistic" simulations nf conflict in
the leboratory, such as disarmament games, "realistic" simulations of
nuclear deterrence, and graes which simulate "pacifist resistance",

are all valusble for demonstrating situations of +his sort, the

present author concurs with the sentiment that = substantial portion
of exporimental zaming effort should be devoted to the simplest

1 . ; C .
formats™, which alone can make possible the systematic build-up

of a theory.

..0.....0...'...0'0...lll'.l‘......0"‘.‘.0.....".!l"."'..’....."..

1. That is not to say, however, thet in adhering to the simplest
formats, researchers should thereby be limited to the investimtion
of only one or two specific games in order that research in the
area might be cumul~tive. Assessment of comparability among
experinental gsme studies have heen aided by & two-dimensional
geometric classification systen (Rapopart and Guyer, 1966) for
all 2 X & ganes "which lock the same" up to a linear transformation
to the two players. Harris (1969) has shown that Rapoport and
Guyer's taxonomy is easily adapted to the classification of games
on the basis of any interval-scale property of interest.
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PART THREL 3  INDIVIDUAL DIFFERENCES TN GAME-PLAYING BEHAVIOUR
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CHEPTER SEVEN : PURSON PERCEPTION AND INDIVIDUAL DIFFEREICES
IN Gadls PLAYING BEHAVIOUR
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Having examined the arguments vresented, it is clesr that
the behaviour gencreted by cxperimental zames, snd in particular
by the two-person non-zero-sum games, cannot be adeguately dealt with.
within the framework of normative rational decision theory without
disregerding sone of the more interesting aspects.

One of the more interesting (and inportant) features of
these game situations is the fact that the individuals involved
heve some form of contact with cach other, (even if only through
knowledge of the other player's choices). ‘There are obviously
large individual differences in the charscters and personalities of
the players, and, even though we may be partly, or totelly, unaware
of it, these individual differe-ices must o some extent at least
affect the way in which the individusnls play the gane.

We may, of course, tend to discount these differences.
Much of one's life is spent in what appears to be fairly well
coordinated intersction with other people, and the relative smoothness
of operation in day-to-day living reflects the fact that a person
is in some degree aware of what snother person does, feels, or wants
to do. Asch (1952, page 139) has said that :

"To act in the social field requires a knowledge of

social facts - »f persons and groups. To take our place

with others we nust perceive esch other's existence

end reach » measure of comprehension of one ancther's

needs, emotions, and thoughts."

This measurement, or "sizing-up", of other people,
important as it is in our existence, is largely automatic - one of
the things we do without knowing very much zbout the "principles”
in terms of which we ouverste. Regardless of the degrec of skill a
person may have in evaluating others, he does so most of the time
without paying much attention as to how he goes about it.

How people perceive or know their human environment
and how these processes are related to action are little understood

in the scientific scnse. In the analysis of interpersonal behaviour



- 62 -

this leck of knowledpe is stronoly felt. Despite this, however, the
problem, central to t.c whole of social psychclogy, hrs not been
directly and systematically attacked until relatively recent times.
While Allport (1937) and others hesve been stressing its importance
for some thirty Jears, no bock had been written on the subject in
English until the appearance of that by Tagiuri and Petrullo in
1958. Until then nearly all contributions consisted of occasional
Journal articles or brief discussions in texts devoted to other
issues.

What is person perception really about, and what do we
mean by the term ? Through information gained via percention, we
infer properties and potentialities that are not imnediately given.
When we speak of person perception it is %o our observations of
these properties in peonple (intentions, attitudes, emotions, ideas,
abilities, traits, etc.) that we mostly refer - things that are
inside the person., We make these observations as we follow the
actions of persons, but we formulate the actions in strictly
psychological terms. Ve rarely describe a persons bodily movements
Aa¢ such ¢ rather we describe the person as friendly, fearful, hesitant,
agaresive, and so on. On the besis that we know orp assume & person
is capzble of watching, perceiving, remeabering, snd waiting for
opportune circunstances, we can experience the pecrson as Giretting

himself towards us, with intentions, attitudes, and feelings.

‘.."....‘..‘I..O..0.0.".I..O"......l.".b"ll.l“.'...v'l‘.l‘..l’..

1. Allport (1937);Lindzey (1954); and Lsch (1952), have all devoted
chapters in their texts to this problem, and the 1958 edition
of Headings in Social Psychology by Maccoby, Newcomb, and
Hartley also contains a section on person perception. More
recently, new texts completely devoted to social perception
have appeared in print - for example, that by Toch and Smith

(1968).
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These conditions of perception form the basis for the
internction between one person and another, and in this case both
the perceiver and the perceived have phenomenological represent:tion
of the environment., Esch observes that the other direccts nimself
towards him ; esch can maxe known to the other that he is sensitive
to the other's dircction towards himself. These operations provide
the basis for what has been called the "mutually shared" ficld of
interaction hetween people - a prerequisite of all really social
processes. Thus, hy his own presence and behaviour in the situation
the perceiver may alter the perceptual charscteristics of the other
DErson.

It is clear from all this that in dealing with the
problem of person perception (and hence, indirectly, with any inter-
action process) the actual personalitics of the individuals must be
taken into account, since personality must o' viously affect not only
how one person perceives another, but also how he himself is
perceived by the cther verson (or persons).

It is not surprizins therefore that within the framework of experimental
social psychology, a considerable amount of research has been under-
taken in those aresas wiere interaction ¢ mes to the fore - vig: risk-
aking, decision-mnaking, and small group behaviour. Gentile and

Schipper (1966) looking at the behaviour of college students

preselected on the personality variables need Achievement and

manifest anxicty found th + neither personality varisble showed a

¢ nsistent relationship to probability learning, decigion-making,

or risk-taking behsvicur. Townsend and Smith (1964), however,

concerncd with the prediction of decision-making behaviocur, administered
a battery of personality tests (inoluding the California Psychological
Inventory) to a group of 66 subjects and found thet in predicting
'gaodness of decision! in n gencral situation, Intelligence, lack
R

1. This aspect of the problem can of course be experimentally
isclated by placing the perceiver bhehind s one-way vision screen,
although Taguiri and Petrulls (1958) have puinted out that such an
expedient may create more difficulties than it solves,
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of Dwminanoe, and Comsclentionencss, appeared to be those cognitive
and personality factors most clearly inv.lved. Despite the fact
tiot the results ~Ff their study «ere filled with significant
correlations, they concluded that H

"one must not neglect the fact that correlations can

be sigmificantly different from zerc, but of little
bractical value in immediate rrediction. It is the
Opinion of the authors thrt in well-comtrolled studies
using normal, &bove-average-intelligance sub jects,

(who, by the way, seem to he the noet important decision
makers in our society) high correlations cnsistently
obtained between versonality varishbles and decision
naking are most igprobable .... it appears that

nornal people in normal situstions tend 49 act in a
rational, logical, and zoal-oriented way, and thus

make decisions which are little influenced by personality.”

On the other hand, Comeron snd Myers (1966) investigating
the <ffects of personality on risk-taking behaviour, found that

subjects high in exhibiticn, azgression, or dominance, (as

neasurvd by the Edwards Porsonal Preference Scnedule) tended o
orefer bets with high payuff and low provability of winning, while
subjects high in autonony or ¢endurance  tended to prefer bets with
low payoff snd high probebility of winning. Block and Petersen (1955)
investigetid the genersl hyprthesis that perscrality varisbles were
relevant for an understanding of decision comfidence and decision
time, and found o number of personality correlates of decision in g
psychuphysical situation. Werner (1955) found positive correlatioms
between leadership, environnent, and decision-making, while Gibby

et al (1967) discovered relations.ips hetween dominance-needs and
decision-makin:r ability. Many attempts hrve also buen made %o relate
measures of personality cheracteristics of individusls to their
behavicur in interacting small groups, (e.z. Pepinsky et al, 19503
Ossoric and Leary, 1950; Haythorn et a1, 1956; Marlowe, 1959;
Hoffman, 1959; Tuckman, 1964)01 As Toobert (1966) has pointed out,
...............a...,............................................,.....

l. For an oversil view of such early work, see Mann (1959).
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however, significant correlaticns have not been high, and while
some of the directional trends have becn consigtent, personality
variables have not seemed to account for a large amount of the
variance relating personality to interaction in groups. Although
Toobert's own work revesled that emotionally stable, reality-centred
individuals (as measured by the Guilford/Zimmerman Pemperament Survey)
are less likely to enter into contending relationships in the small
group, while emotionally unstable individuszls who test reality poorly
are more likely to enter into such relationships, he concluded that,
in general, porsonality measures sre not stable predictors of
behaviour in small groups.

Nevertheless, the work of Lieberman (1960), Marlowe (196%),
Dryman (1966), and cthers, looking at bhehaviour in game situations,
has suggested that factors other than those ordinarily considered
relevant by game theorists do exert an influence on decision-making
in a game situation. The analysis of bargeining behaviour within
the context of two-person games hrs been the subject of considerable
research in recent years; and in contrast with the early concern with
econcmic and mathematical considerations (McKinsey, 19523 Luce and
Raiffa, 1957) the more recent investigations have emphasized the
interpersonal aspects of the game situstion. These studies, viewing
bargeining as a special instance of social interaction amenable to
analysis within the framework of experimental social psychology, have
investigated the possible effects of several non-mathematical,
non-economic (in the game theory sense) factors. For example, Siegel
(1957), Crowne (1966), and Kahan (1968), looking at "level of
aspiration' in relation to an experimental bargaining situation found
definite relationships between the level of aspiration of the
subject and his beheviour in the game; Kahan concluding (page 159) that:

"the level of aspiration of a subject, which will
normelly vary considerably from individual +o individual,
is a critical factor in the determination of hew he will
behave in the bargaining situation.”
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Krauss (1963, 1966) and Hersanyi (1966) concerned themselves
with motivational aznd attitudinal f:ctors. Krauss (1963) hypothesized
that where the subject's motivational and sttitudinal orientations
were in c¢ nflict, (that is, competitive-positive or cooperative-
negative ), tho strength of involvement would determinc the extent
to which the attitudinal orientsation would affect interaction. His
results provide evidence for the independent effects of both the
motivational and attitudinal factors, o long with the predicted
interaction. 1In the further study Krauss (1966) postulated that
interpers mal conflict creates a ootential situation of intrapersonal
cenflict, an'! confirmed his esrlicr findin thot conflict between
behaviour and attitude leads eithcer *o attitude caange or to a
reorientation of behaviour so as to restore balance, while Harsanyi
(1966) concluded thet anong all the non-economic motivational variables,
striving =fter socisl status might well he the most important. Thibaut
and Faucheux (1965) examined the effects of gitress on the maintainance
of & mixed-motive dyadic relztionship, while the effects of unilateral
and bilateral threat upon the ability of persons to reach agreement
in a simulation game have been investignted by Deutsch and Krauss
(1960, 1962), Bora (1961, 1963), and Shomer, Davis, and Kelley (1966),
all using & grme developed by Deutsch; and also by many others such
as Mecker, Shure, end Moore (1964), Kelley (1965), and Hornstein
(1966). The experiment conducted by Deutsch and Krauss (1960) was
¢ meerned with the effect »f the availability of threat on bargaining
in a two-person experimental hergaining game, where threat was defined
as the expression of sn intention to 4> something detrimental to the
interests of another. Three experimental ¢ nditions were employed s
No Threat (neither player could threaten the other); Unilateral
Mhreat (only one of the players had a means of threat available); and
Bilateral Threat (both players could threaten the other). The
results indicated thit the difficulty in reaching an agreement and

the amount of (imaginary) money lost, individually as well as
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colleetively, wes .rectest in the Bilateral Threst condition and
least in the No Threat condition, (the only condition where players
made an overall profit). In the unilateral threst condition, the
player with the threat capability 4id better than the player without
it. Comprring the Bilateral and Unilateral Threat conditions
nowever, Deutsch and Krauss found the results indicated that when
facing & player who had threat capability ocne was better off not
having than having the capacity to retaliate in kind. ‘''his finding
fits in with the results of Meeker et al (1964) who found that
"bargainers who resist the use of threats show the most favourable
Joint outeones. "

Borah's study (1963) first replicated the Deutsch and Krauss
experiment snd indicated that the earlicr results were probably due
to the spurious effect of the length of n longer pathway and the
lack of comparability between cunditians.l In a seco nd experiment
Boren frund that the introducti m of an electric shock - whether
interpreted =s a means of coercing the other to yield, interpreted
a8 & means of threatening future unpleasantness, or given no
interpretation, « did not significantly change the oute mes for
the bargainers.

Meeker, Shure, and Moore (1964) utilized a computer for
real-time experimental countrol and assessment of subjects at critical
points during hargaining situations, in an investigation designed to

study bargeining and neg tistion behaviour, especially the dynamic
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le In addition t, Borah's .eriticism, the Deutsch-Krauss experiments
have been challenged by several authors, (e.7. Borah 1963%;
Kelley, 1965; Gallo and McClintock, 1965), who heve pointed out
various difficulties surroundins the Deutsch-Krauss results with
respect to threat.

In devising a new test of the threat-dfficiency relationships,
Froman and Cohen (1969) attempted to avoid, as far as possible, the
pitfalls sointed out by these authors. However their hargaining
game (similar to the type used by Siegel and Fouraker, 1960) still
produced data which strongly supported the proposition of Deutsch
and Krauss, that the availability of threat reduces bargaining
efficiency.
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interaction nrocess that tokes place in mixed-metive (nun~zero~sum)
bargaining situations. Tre project goal was to develop a general
computer-based ex;erimentszl vehicle which would provide unigue
opportunities to study bargaining and negotistion behaviour and to
relate it to social-psychological factors, (for example, threat,
trust, cocperation, status, power), perscnality variables, snd
gane strategic characteristics and tactical moves. Apart from the
result already mentioned, Mecker et al found thnat g significantly
lower mean joint payoff was earned by those pairs who used the
threat bilaterally than by those pairs where one or both subjects
avoided the use of threat; and that this appeared to be primarily
related to the pairing of subjects with pregane cooperative
dispogitions.

"Rather than spiralling hostilities, a posture of firmness
and determinstion expressed in 2 consistent and rapid
response to threat with counter-threat may contain a
belligerent player. ILack of resnlution, as expressed in
delay and oscillations in employment of counter-threat to
an ageressor, may significantly increase the likelihood of
escalation of conflict." (page 123).

Gallo (1966) has investigated the effects of increased
incentives upon the use cof threat in bargaining while Shubik (1963)
has outlined some of the important theoretical issues involved.
Scodel, Minas, Ratoosh, and Lipetz (1959) and Minas et al (1960)
examined bargaining behaviour in a two-person game under varying
communication ¢ nditions, payoff values, and opoponent strategies,
while work of a similar neture hns been carried out by Daniels (1967).
Deutsch (1958, 1960) and Loomis (1959) related bargaining behaviour
to the variables of trust and suspicion; while Solomon (1960) and
Komorita, Sheposh, and Brauer (1968) have investigated the influence
of power relationships and the use of power on bargaining strategies.

Generally the focus in the majority of these studies has
been on the degree to which s person will cooperate with or exploit
an opponent under varying stimulus conditions, and in general these

investigations seem to indicate that unless cooperative strategies
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are Tostered through special cxperimental ‘nsitrnctions or inter-subject
communication, subjects will choose to compete with one another and

4

will play in such a way as to maximize the difference between their
own and their partner's payoffs.

Foliowing the recent trend toward viewing econonic
bargaining as a form of social interaction, it has been only natural
t seek personality and attitudinal ¢ rrelates of bargaining
behaviour, and such work hess been attempted by a anumber of investigators.
Using » two-person game of the Prisoner's Dilemma type, Deutsch (1960)
reported that authoritarians (as measured by the F-scale) tended to be
less trusting of the other player and to make more uncooperative
choices. Marlowe (1963) found that passive-dependent persons were
disposed to respond to unconditionally cooperative behaviour with
cooperation on their own part. Lutzker (1960) reported that
internaticnally oriented subjects as compared with isolationists
were mose cooperative in a two-person game, and this finding has been
c nfirmed by McClintock, Harrison, Strand and Gallo (1963). Oskamp
and Perlman (1965) found no consistent relationship between
cooperation and friendship, and a similnr findine was reported by
lMarlowe and Strickland (1964) in an unpublished paper. In a further
study Oskanp and Perlman (1966, page 226) found the level of
cooperation in a mixed motive geme to be a complex phenomenon which
was sensitive to a number of situational influences. Their results
showed that under some circumstances friendship may lead to high
co peration and disliking to low cooperation, but under other
circumstances very close friendship may allow a strongly competitive
rivalry to develop.

Marlowe, Gergen, and Doob (1966 ), seeking to continue and
broaden the emphasis in the s.cial asnects of the bargaining
situstion by concentreting on two variahles basic to most sociel
relationships (opponent's personality, and expectation of future

interaction), found that when no personal information regarding the
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other player was available, and this »ther played a predominately
cooperative gamec, there was a greater tendency to exploit this other
when not expecting a later confrontation. However, when personal
informetion was available regarding the other, the role of the
confrontation variable (expectation of future interaction) was
reversed ¢

"Specifically, when the other perscn is perceived to be

egotistical and self-centred, he is more likely to be

exploited when future interaction is anticipated than

when it is not." (Marlowe et al, 1963, nage 211).

Another persconality variable thst nay be related to
game-playing behaviour is the measure of "flexible chicality"
developed by Bixenstine, Potash, and Wilson (19%3). This scale
measures the extent to which an ethical hero is approved on reasonably
workable grounds (N) or on the basis of rigid and unreasoning
obedience to ethical values (F). The actual measure it N minus F.
Bixenstine et al (1963) found th=t subjects high in (N - F) made
significantly more cooperative choices than those who scored medium
or low in this measure., In = follow-up study (Bixenstine and Wilson,
1963) the relationship of this variable to behaviour reached only
the 0.10 level of significance, while a still later study by Bixenstine,
Chambers, and Wilson (1964) failed to demonstrate any relationship
between this variable and behaviour. It is to be noted however
that the latter two studies were quite complex and that the second
used an assymetric ganme.

In a previous study (Mack, 1967) I have already shown that
pers-nality factors operate in the extreme Prisoner's Dilemma. The
reinterated prisoner's dilemma game was played (in true form) for
300 trials by three groups of subjects, each containing 12 single-
sexed pairs: a group of high-dominance pairs, another of low-dominance
pairs, and the third of mixed pairs. It was found that high dominance
pairs, but not low-dominance pairs, locked-in sooner than mixed pairss
and that they had a larger proportion of competitive responses and

of locks-in on the competitive choice than either mixed-dominance or
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low-dominance pairs. Sermat (1968) has also investigated the
effect of dominance-submissiveness (as measured by the M.M.P.I.
Dominance Scale) on competition in a mixed-mntive game. He concluded
that the personality charscteristics of the subject and those of
his partn.r may interact to influence the subject's game stratety.

On the results of an carlior study »f 3-person games,
Rapoport, Chammah, Dwyer, and Gyr (1962) commented that

"The more subjects vne runs with the Prisoner's Dilemne

type game, the more one becomes aware thot personality
factors have much t» d5 with the subject's behaviour ...
eseveeees In general we are led t- suspect that individuals
have cooperative or non-cooperative patterns of behaviour
that might be related to measurable personality patterns.”

This suspicion is the subject matter of the investigation

reported in the following chapters.
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SECIION TWO = AN ACCOUNT OF THE INVESTIGATION UNDERTAKEN
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CHAPTER EIGHT : UHE EXPRRIMENTAL BARGAINING GAME.
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Despite the faoct that findings relating personslity to
behaviour in exporimental bargsining situstions are relatively few in
nurber, there remains o substantial body of consistent evidence
indicating that relisble differences in behaviour in such situstions

re assoclated with the personalities of the players involved.

]
0

o

N

The present investigation was initiated to investigate
this finding »n as broad a front as possible, attemnting to relate
versonaiity factors to bargaining behaviour in a sinple exnerimental

Zame situation,

The Two-Persnn Bargaining Gane

The validity of gaming as a research tcchnique in
psychology has, as already statcd, often been attacked in the past,
not only by psychologists, but also by economistse Among the nmost
cersistent of their criticisms of the theory's application is tha
the game has little or no bearing on reality, and, as an entirely
artificiel situation, can only produce misleading results. Their
argument 1s usually bascd on three nmain factors firstly that the
atmosphere attempted by the experimental situstion requires a
great deal more imaginstion than the subject can provide - tha
that the subject is gencrally unable to play adequately the role the
ex erimenter requires of him; secondly, that the experimental
situation is unreal in the sense thet it gencrally remains constant
for the duration of the game, wherecas in real life, the situation
is constantly changing - less demand for gs0ds, increased rates of
interest for loans, and so ony thirdly, that the amount of information
available regarding the other player is also unreal. (In experimental
gaming the subject has normally either complete kn-wledge of the
other's payoffs, or no information at all. Critics contend that

both these situations are unreal). Given these constraints on the
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experiments]l gitu.tion in zddition to those required for bargaining ,
1t can be seen th-t the development of a satisfactory brrgeining game
is in itself difficult.

The gome employed in the present investigation is a
veriation of the Deutsch and Krauss Trucking Geme devised by Morton
Deutsch (1960) in corrcboration with H.M.Krauss. Deutsch and Krauss
devised an ingenious two-person experimental game which answered at
least some of the earlier objections to the use of game situations in
hargaining simulation, =nd which has been used in numerous
experimental hargaining studies since, (for example, Borsh, 1963;
Shomer, Devis, and Kelley, 1966; Krauss and Deutsch, 1966). In
this game, subjects werec asked to imegine themselves to be in charge
of a trucking (road haulage) company, carrying merchandise over a
road 1o a destinztion. For each trip completed they made 60 cents,
minus thelr operating expenses which were calculated at the rate of
L cent per second. So, for example, if it took 20 seconds to complete
a particular trip, the player's profit was (60 - 20) cents - a net
profit of 40 cents. Mach subject was assigned a name, ACMHE or BOLT.
As the 'road map' indicates (See FIGURE 1), both players start from
separate points and go to different destinations. For part of the
way, however, they have a common route. This is the section of rosd
labelled "one lane road", which is only one lane wide so that two
trucks, heading in opposite directions, could not pass cach other.

If one moves back, the other can move forward, or both can move bhack,

or both cen remain in position, blocking the road. There is another

.Q.t.t’t'ollaoaeo&oo.oeOOODOGQOGODOOOOODOBQOOeo-qooooouow.o.oolaoloooo

1. "The essential features of a bargaining situation exist when:
1. Both parties perceive that there is the possibility of
reaching an agreement in which esch party would be better off,
or no worse off, than if no sgreement were rcached.

2. Both parties perceive thnt there is more than one such
agrecment that could be reached.
3. Both parties perceive esch other to have conflicting
preferences or opposed interests with regard to the different
agreenents that might be reached."

(Deutsch #nd Krauss, 1960, page 181).
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way for each sulject to reasch the destination on the map - the

"alternative route’. The paths of the players do not cross on

this route. Subjects are told that they can expect to lose at least
10 cents cach time they use the alternate route.

The Deutech and Krauss study was concerned with the
effect of thrcat on interpersonal bargainingl, and to provide the
threat potential, a system of gates was introduced into the basic
situation outlined above. At either end of the one-lane section of
road, was a gate under the control of the player o whose starting
point it was nearer. By closing the gate, one player could prevent
the other from trovelling over that section of the main route.

In the present game however, a game matrix was presented
in plece of & road map., The idea of presenting the bargaining
situation in terms of a 3 x 3 matrix came initially from the work
of Walton snd MNcKersie (1966), but more specifically from that of
Gallo (1966). Walton and lcKersie were interestcd in developing
more corréspondence between the characteristics of real-world
mixed-motive situstions and the game structures which were treated
as their analogues. In order to find an apvropriste abstraction
of the dilemmas created by such real-world conflict situations, they
investigated behaviour in several on-going social settings. Their
tentative answer to the problem wns in the form of a game natrix.

Gallo (1966), also interested in the effects of threat on
bargaining in expurimental situstions, in a logical analysis of the
structure of thc Deutsch and Krauss Trucking Game, indiceted that in
the no-threat condition, (described on pages 75 - 76 of this thesis),
players are actually faced with only three basic decisions : at any
given time the player must decide cither to go down or stay on the
short one~lane rcute; to wait at the start or back uo to the start on
the one-lane route so that the other player's truck can go first; or
to teke the alternative route to tre goal. Thus, by this analysis
T I T

1. The findings of this study have been discussed elsewhere in the
present thesis.
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Fic. 2. The road map used in the game.
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the game cnr he renrecented by a 3 X 3 matrix. The game actually

used by Gallc incorporated such a gane matrix (See MATRIX 7), used

in conjunciicn with a road map which had been suitably amended to

identify with the locality (Southern California), (See FIGURE 2).
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Brery atteunt wez mode by Gallo t5 keep the behavioural alternatives
Y D y b

identical o *hoso rvailable in the original pame. However the fact
that the two ganes arc logically equivalent does not autimatically

be actually equivalent in terms of motives and

'_.J

ensurce that they wil!
behaviours produced, since gane~playing behaviour can be influenced
by such non-logical factors as mode of presentation, timing, etc.
Gallo therefore undertosk a pilot study t dtermine whether the
new procedure would replicate the earlier results of Deutsch and
Kravss. He found that his results indicated

"a pattern of play +hsat was in close correspondence to
thet obtain.d by Deutsch and Krauss.!

The behavioural alternatives havi & becn kept identical to those
available in e original game, Gallo decided that the revised game
was "a suitable vchicle to use." (1966, page 16).

In the proesent investigation the rosd map is omitted and

-

the game matrix is sresented alonc. In addition, the ganme!

0

"background atmosphere” is moved from rosd haulage to rail transnort.
In this new version of the game, cach subject is asked to play the
role of owuer of a manufacturing ¢ompany. The companies have each
gained a comtract to deliver its o50ds to & buyer in the south

of Eagland. Profits on the contract depend entirely on how guickly

the gouds are doelivered - the gqulcker the delivery, the higher

the profits. Only two suitable ways of transporting the gocds are
avallable : by Freightliner, which is a fast, efficient container
service; and by normal Goods Train which is slower and less reliable.
While it is thus to the financial sdvantage of both companies to

send their goods by Freishtliner wherever possible, there are,
however, not envugh containers aveilable to convey both companies!
goods by Freightliner =t the same time. Should both companies attempt
t send their goods by FPreightliner at the same time, then, because

therc arc not enough containers svailable, a blockage will occur.
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This blockage 117 faevitably mean a delay will ensue, and since
profits depend on gpeed of delibery, the blockage will mean a lowering
in potential profit. Dach company may thus opt for the third choice -
to wait and allow the other company to consign its goods by Freight-
liner first, before sending ifs OWIe This@choice neans that the
company making it will gain an intermediate amount of profit (less
than when goods arc sent directly by Preightliner, but greater than
when they are consigned by Goods Train). Should both companies decide
to wait, however, a delay will also occur and again profits will be

lowered. The general matrix is given below (MATRIX 8) :

Player 'B'

FREIGHT GOODS
LINER WAIT TRAIN
Hot
enough Goods Goods
FREIGHT containery delivered ldelivered
LIN:R - CHOOSE
AGATH
Delay and
blockage -
Player 'A° WAIT | Goods - croosy  |G00ods
delivered P delivered
AGATN
. . Goods Goods Goods
%gg?g delivered § delivered ldelivered

HATRIX 8.

When a blockage occurs, the players are required to make a
further attempt at sending their goods, when the payoffs will be lower
(because of the supposed delay in delivery caused by the blockage).
This further attempt is presented in a second matrix which shows
the new docreased payoffs. In keeping with Gallo's experimental
design, six attempts (ohoices) are permitted per batch of goods.

Six matrices are thus required, each succossive matrix havine a
1
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smaller payoff than its predecessor. If at the end of six choices
the players hove not reached agreement (that is, they ¢ ntinue to
block one another) then the triasl is terminated snd each player
suffers a considerable loss. -Since the present experiment is not
specifically cincerned with the role of threat in bargaining, the
gates and barriers used by earlier experimenters have been omitted
from the experimental situation. The actual payoff values available

to each wlayer on each attempted delivery are given in TABLE 1 :

PAYOFFS

ATTEVPT NO. FRII GHTLINER WALT GOODS TRATN

1 20 15 10

2 15 10 5

3 | 10 5 0

4 5 0 -5

5 0 -5 -10

6 -5 -10 -15
PLNALTY WOR BLOCKING ON Tl SIXUH ATTEMPL : = 25

TABLE 1.
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The natrix layout for the first attempt on each trial of

this game was thus as follows (See MATRIX 9)

Player 'B°
PREIGHT GOODS

LINER WAIT TRAIH
Hot
PRUTOTT enough
iigwé ‘ containersl 20, 15 | 20, 10
- ~ CHOOSE
AGATIN |
Delay and
blockage
Player 'A! WAIT 15, 20 - ClIC0SsE 15, 10
AGATH
GOOD |
TRATN 10, 20 10, 15 10, 10

MATRIX 9,

This presentation, allowing each subject complete

information as to his own and the other player's payoffs, is the one

normally used in experimental bargaining games. Where this is not the
case, one often finds that the game is played with a complete lack of
information about the other player's payoffs. The present investigation
disregarded this latter course, and instead manipulated the payoff
nmatrices of the game just described in such a way ag to create a gane
of imperfect information with respect to the payoffs of the other.

This new game (which we shall call "GAUE IIV) ig played under the

same rules as that previously described (which we shall call "GANMD ")
but under the new system the payoffs % crueing to Player !'B' are
uncertain to Player 'A', and vice-versa. The present author feels that
this situation of imperfect information regarding the other's payoffs

approximates more closely to real-life
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than &7 those situ~tioms which incorporate complete information,
or complete lack of such information.

Im real-1ife situations it is gencrally reasonable 1o
suppose that one company can estimate approximately the probable
profit of ancther in the same line of business on a given comtract.
However, il is unrealistic to suppose thet the company can estimate
this profit exactly (as is inferred from the presentation of the
payoff matrices normally used). It is much more reas nable to
assume that this cestimation will be only sapproximate. That is, it
seems much more likely that while & company can roughly estimate
another's profits on the basis of the company's own experience in
the market, it is unlikely that a company will be able to say

whether the other w

=3

i1l make more or lesgs profit than the company

itself would make on the same contract - simply because the exact
fisures (production coss, overheads, etc) of the other company
are unavailable,

In GAME IT then, the subjcct is given some idea of the
other's payoffs, but he does not know whet they are and cannot
establish them definitely. While in actual play the payoffs to
both subjects are in frct exactly equal (as in GAME 1), the subjccts
are given imperfect information as to the payocifs of the other by
intr ducing into each matrix cell three possible payoffs for the other

player, one payoff being equivalent to what the subject himself would

larger than the player's own possible payoff on the same choices
and a tuird payoff being smaller than that which the player himself
would receive on the same cioice.

The payoifs possible to the other player on each

attempted delivery (as presented to each player in the game ) are
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given in TABIH 2 :

ATTENPT 10, i PCSSIBLE PAYCHES TO OTHER
fREIGHTLINER WATT GOODS TRAIN

1 25 or 20 or 15 20 or 15 or 10 15 or 10 or 5
2 20 or 15 or 10 15 or 10 or 5§ 10 or 5 or O
3 15 or 10 or 5 10 or 5 0r O 5 or O or =5
4 10 or 5 or O 5 or 0 or =5 0 or -5 or-l10
5 5 or O or -5 0 or -5 or-10 -5 or-1l0 or-l5
6 O or -5 or-l10 -5 or=10 or-15 | =10 or~15 or-20

PEHALTY IOR BLOCKING ON THZ SIXTH ATTLIIPT ~25 |

TABLL 2.

The matrix layout presented teo Player 'A' for the first

attempt on each trial of GAME II was thus as follows (1IATRIX 10)

Plazer '8!

PREIGHT GO0DS

LILER WAIT TRAIN
o

FRUIGHT &
i?géGH containers| 20, 15 | 20, 10
: ~ CHOOSE 10 ;
AGAIN
25 Delay and 15
Player 'A! WAIT 15, 20 {blockage 15, 10
15 - CHOQSE 5
AGATHN

25 20 15
%gzgg 10, 20 [10, 15|10, 10
15 10 5

NATRIX 10.
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The equivalent matrix for presentation to Player 'B!

ig as shown +n MATRIX 11

Player '3
FREIGHT G00DS
LINLR WATT TRATH
Hot
enough 25 25
FRIETGHT containersi 20, 15 20, 10
LINER - CLOORE
AGATIT 5 15
Delay and
20 blockage 20
Player 'A? WAIT 15, 20 | - CHOOSLE | 15, 10
10 AGATIN 10
15 15 15
GOODS
TRAT 10, 20 | 10, 15 | 10, 10
5 P, >

MATRIX 11.

et



CHAPTER NINE  : THE PuSQIALITY 1lST BATTERY
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The making up of the test battery proved difficult, though
the *rpslk woe wnde somewhat ensier when several criteria of suitability
were imposeds firstly, a large numher of subjects was required by the
experimental design. This made individual testing impracticable and
group test administration wag thus considered a first essential. This
ruled out any use of the M.M.P.I. (Individual Form) and all the other

obvious Individual Tests. Secondly, tests which required interpretation

in scoring were considered unsuitable, since scorer's inexperience
could lead to mistakes, or, equally inadmissable, scorer's prior
acquaintance of a subject might lead to 2 "halo" (or other) effect.
(The new University of Stirling in 1967-1968 had only 165 enrolled
students, and only a total of 283 in 1968-1969. Acquaintance with
a number of subjects was therefore inevitable). Factors such as
these meant that the use of tests like the Thematic Apperception
Pest, Rusensweig Picture Frustration Study, or the Rorschach
Inkblot Test were undesirable for the purposes of the present

investigation. Accordingly a short-list of possible (and available)

tests for battery use wis compiled ss follows
i) Bernreuter Personnlity Inventory,
ii) Cattell's Sixteen Personality Foctor Test,
iii) Bdwards Pers-nal Preference Schedule,
iv) Guilf@rd/Zimmerman Pemperament Survey,
v) M.M.P.I. (Group Form),
vi) Minnesotn Personality Scale,
vii) Study of Value Test,
viii) Test of Social Insight.
From this list, on the bases of usefulness, administration time,
and availability, the Bernreuter Personality Inventory, the
H.MeP.I., and the Minnesota Personalityv Scale were omitted. The
Bernreuter test was omitted on several grounds ¢ it has a
cumbersome scoring system, and reviewers have been consistently
sceptical about its value. Veldman (1965) described it as
representative of another era in test construction. Considering that

the normative data wrovided with the manual are dated 1938 and that
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the most recent attempt at scale revision included in the manual
is a 1935 factor analysis of the form scales, it is not surprising
that Veldman considered the inventory as "no more than a landmark"
in the development of personality assessment techniques. Tyler
(1953) pointed out that scores can be easily faked by intentional
bias on the part of the respondent, and this view is reinforced by
the findings of Wesman (1952), Shaw (1962), and many others. Becker
(1965) found all these to be grounds for criticism of the test,
"besides its failure to dc anything well enough to Jjustify its
existence." (page 345).

The M.M.P.I. was omitted from the test battery hoth on
the grounds of administration timel, and on the basis of its
inadequacy =2s a general test of personality, (Lingoes, 19653
Benton, 1949). As Adcock (1965, page 31%3-314) has explained,

"(The M.M.P.I.) does not pretend to provide basic
personality dimensions but to predict the currently
accepted psychiatric categories. These may be basic in
their own right but this is beside the point ..... Because
the test is one of the few multi-dimensional tests, some
people have thought of it as o useful test for a general
survey of personality. For this it was not designed.

It may draw attention to possibly disabling degrees »f
mental disorder and indicate the form of such disorder,
but whether the pattern of disorder tendencies has any
significance when none of the scores falls outside the
normal range is another matter altogether."

Of the six remsining tests, the Minnesota Personality
Scale was omitted on account of its length, the administration time

involved, and the fact that a more comprehensive test of general
ll‘...tlﬂ.'....‘.o...!i.tl.bl.'.O‘.Dl‘li..li"l.......‘00"'.‘00'00'0'9

1. Although "untimed", the test commonly takes well over one
hour to complete. Eysenck (1949) has cited cases where
administration time was a much as five hours.
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perscnality (the Coattell Sixteen P.F. Questionnaire) remained for
use in the test battery. In addition, the test was not readily
avallable to tie author. Thus the five remaining tests, which
together made up the test battery used in the present investigation,
were the Sixteen Personality Factor Quéstionnaire, the Guilford/
Zimmerman Temperament Survey, the Test of Social Insight, the
BEdwards Personal Preference Schedule, and the Study of Values Test.

A

A bricf descrinbion »f each tcst is given below.

The Sixteen Personality Factor Guestionnaire.

The 16 P.F. Questionnairc is, according t- the manual,

the psychologist's answer, in the questionnaire realm, to the
demand for a test giving fullest informaticn in the shortest time
about most personality traits. Being not merely concerned with
gsome narrov concept of neuroticism or 'adjustment', or some special
kind of ability, it sets oubt t» cover planfully and precisely all
the main dimensions along which people can differ, acc rding to
basic factor analytic research. The test covers 15 personality
factors: reserved v. outgoing (4); affected by feelings v.
emotionally stable (C); humble v. assertive (B); sober v. happy-go-
lucky (F); expedicent v. conscientious (G); shy v. venturesome (H);
tough-minded v. tender-minded (I); trusting v. suspicious (L);
practical v. imaginative (il); forthrizght v. shrewd (¥); placid v.
apprehensive (0); conservative v. experimenting (Ql); group-
dependent v. self-sufficient (Q2); casual v. controlled (Q3);
relaxed v. tense (W4); and also purports to give a measure of
Intelligence (B).

Despite the fact thet Harsh (1953) found it unlikely
that the 16 P.F. c uld give an assessment of personality much
superior to that of other multi-factor waper tests, and Lubin (1953)
reported it as having no known validated use, it has been generally
well received., Wittenborn (1953), recognizing the test's limitations,

concluded thot the guestionnaire as it stood was not a finished tool,
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yet represented a very worthwhile and amhitious beginning. Since
then the test has heen revised and extended to three forms and an
ever-increasing wealth of data about the predictive significance of
its scores has hecome available. Keeping this in mind, and given the
fact that the test is not unweildy, and is easy to administer and
score, Adcock (1959) predicted that the 16 P.F. was likely to become
the standard questionnaire-type personality test of the future.

fnd Lorr (1965) grudgingly admitted it to be "the best factor-based
persooality inventory aveilable" (page 368), declaring it to be

"still primarily a research instrument."

The Guilf@rd/Zimmerman Temerament Survey

The stated purpose of this survey was to combine the
findings of the Guilford series of personality inventoriesl into a
single battery and thus obtain scores on 10 personality traits from
the administration of a single booklet,

The traits are : general activity (G), restraint (R),
ascendance (A), sociability (8), emotional stability (B),
objectivity (0), friendliness (F), thoughtfulness (T), personal
relations (P), and masculinity (i). The reliability with which each
of the traits is assessed is shown to be of the order 0.80; and their
intercorrelations are, cs the authors say, "gratifyingly low", the
implication being that all are approximately orthogonal in factor
terms, (that is, that 'unique traits' are involved).

The test has met with some degree of indifference. For
example, Saunders (1959), while admitting that

"it seens fair to say that studies using this survey
have done much to demonstrate the potential advantages of
the fector-analytic approach to personality measurement',
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1. The Nebraska Personality Inventory (SEM), the Guilford-Martin
Invent-ry of Factors GAMIN, the Guilford-Martin Personnel
Inventory (O Ag o), and the Invent ry of Factors STDCR.
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found the instrument itself to be "neither fish nor fowl" so far
as practical applicaticns were ¢ .ncerned, Nevertheless, the test has
overall been well received since its inception. Schaffer (1950)
commented that as the outstanding omnibus instrument based primarily
on factor analysis, the survey would be useful for gcreening, rapid
evaluation, and research.
Stephenson (1953) found the survey, its data, and supporting norms
to be adequate, thorough, and factually orientated, and concluded
that for the purposes for which such inventorics were used it was
probably better than most; while Van Steenbers (1953), reviewing
the Survey found it to give (page 97) :

"a very favourable impression of = well rounded, carefully
worked out method of evaluating an important portion of
the total personality. It is easy to administer and to
score, and if interpretation of the obtained measures

is difficult, it is a function of the complexity of
personalities rather than a function of the survey."

The Study of Valucs Test.

The Study of Values Test aims to messure the relative

importance of six basic interests or motives in personality : the

theoretical, economic, agsthetic, social, political, and religious.

The classification is based directly upon Spranger's "Types of Men"
(1925), a work which defends the view that the personalities of men
are best known through a study of their values or evaluative
attitudes.

Despite the fact that Spranger may be said to have held
a somewhat flattering view of human nature in that he did not allow
for formless or valueless perscnalities, nor for those who follow an
expedient or hedonistic philosephy of life, the Study of Values Test,
originally published in 1931, has been widely accepted as being of

value. Meehl (1949), reviewing the test, reported that
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"Considering its g _priori method of construction, the
problematic velidity of its theoretical foundation
(Spranger's types), and the relatively small number (45)
of items which are used to measure six value dimensi ms,
this seems to he a remarkably good test e..ee.s wWith
suitable caution as to its use with the less educated, angd
as to the intrustworthiness of the social value score,
this test can be recommended as one of the few structured
pers nality devices having considerable value." (page 200).
In 1951 the test was revised, increasing the diagmostic
power of the items, simplifying the wording and eliminating outdated
and over-specific cultural references. In addition the scoring
system was revised and shortened, fresh norms were provided, and the
reliability of the test as a whole was increased. The most important
improvement, however, was in the redefinition of the social value.
The old gocial value, which had proved unreliable because of
adherence to Spranger's excessively brond definition, was now
redefined in terms of altruistic or philanthropic interest. This
edition to0 was well received. Gough (1953%) found it to be a
"deoendable and informative instrument", possessing "considerable
merit and utility"; Schaffer (1951) described it as an "excellent
new revision"; and Gage (1959), looking ahead to the 1960 revision,
concluded that "for research on a wide variety of psychological
questvions, the test is already very good."
The 1960 edition made no further changes in the test
items, but presented improved norms. Thus, although Spranger's
value types have what Radcliffe (1965a) called an'armchair" rather
than an "empirical™ basis, and despite the fact that in some cases
the test may fail to distinguish between value and interest, the
Study of Values Test has remained a useful research instrument.
In 1965 yet another edition, standardized for use with a
British population, was formulated, and this latest (British)
edition has been employed in the present investigation. Since some
of the original items were not appropriate for people living in this
country, the British Edition uses a new set of items, though the

general plan of the original test is followed as closely as possible.



The Test of Social Insight.

The Test of Social Insight, developed oy R.N.Cassel in
1959, purports to appraise the characteristic mode of reaction the
individual uses in resolving typical adult interpersonal (social)
problems. A basic assumption underlying the test is that "social
insight" is related to intelligence (primarily through the ego
function), and to personality (through cognitive and emotional
activity). The test consists of 60 multiple-choice items, each
having five alternatives. Each alternative offers one of the
following modes of resclution of the problem expressed in the items
withdrawal, passivity, cooperation, competition, aggression. The
characteristic pattern of the individual is determined from the
frequency of modes of solution chosen.

The test has not, however, enjoyed the popularity
associnted with the other tests included in the present test battery.
Reviewers have generally been critical, (Black, 1965; and Pierce-
Jones, 19653 in particular), but even Black had to admit that the
items were well written and ingenious, and that the subscales
represented appropriaste categorizations of response tendencies in
human interactions. Pierce-Jones, despite his criticisms and
misgivings about the test's reliability concluded that it was a
promising effort to measure variables of obvious interest and
importance to research psychologists.

Despite the many criticisms of reviewers and the present
author's own reservations regarding the test's validity and reliability,
the test was incorporated in the experimental test battery since the
whole project was basically one concerned with interperscnal behaviour
and the scales of the Test of Sccial Insight are claimed to anpraise
the mode of reaction the individual uses in resclving such interpersocnal

problems.
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The Edwzrds Personal Preference Schedule.

The manual of this test states that it was designed
primarily as an instrument for research and counselling purposes,
to provide quick and convenient measures of a number of relatively
independent normal personality variables.

The items in the EPPS and the variables that these
itens measure have their origin in H.A. Murray's list of "Manifest
Needs" (1938); and the names assigned t- the variables are those
used by Murray. In addition to providing a measure of test
consistency, the EPPS provides measures of 15 personality variables :
achievement (ach), deference (def), order (ord), exhibition (exh),
autonomy (aut), affiliation (aff), intraception (int), succorance (suc),
dominance (dom), abasement (aba), nurturance (nur), change (chg),
endurance (end), heterosexuality (het), and aggression (age).

Many inventories have the drawback that subjects tend to
endorse desirable and reject undesirable items. The EPPS has attemnpted
to minimize this influence by means of a specific kind of forced
choice. Each item of the test consists of two statements. The subject
is forced to choose in each pair of statements the one which is most
characteristic of himself. The two statements in each pair represent

different personality variables, but they have at the same time a

comparable degree of social desirability. While such an arrangement

constitutes "a technically optimal practice" (Fiske; 1959), the
forcednoh@ice format does carry with it certain disadvantages : the
resultant scores are slightly interdependent, tending to have small
negative intercorrelations because the sum of the 15 scores is a
fixed quentity. This is a slight disadvantzge for those who wish to
use the several scales separately. Another consecuence of the
forced-choice technique is the narrow range of content involved in
the assessment of ecach variable. (In the test nine statements are
utilized for each variable, most of the statements being used three

times). The manual (and hence the test itself) has been criticized
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for lack of validating evidence by Gustad (1956), Bordin (1959),
Strickler (1965), Radcliffe (1965b) and 5thers. Nevertheless the
. schedule has the advantage of being based on a more sophisticated
theoretical formulatin than most inventories, and the fact that it
has bheen carefully constructed to minimize the natural tendency of
examinees to choose face-saving or socially desirable responses makes
it "an ingenious and novel instrument for personality assessment."
(schaffer,1955, page 156).

The selection of tests for inclusion in the test battery,
as can be seen, was not an easy task. The number of points for
consideration in the selection (viz: the factors measured, administra-
tion time, reliability, validity, availability, and soc on), meant
that some sort of compromise on one or more of these had to be
reached in respect of each test, Despite such compromises and the
best .ussible effort being made, the resulting test battery leaves much
to be desired. Discounting any faults inherent in the individual tests,
the battery considered »s a whole is unweildy in a practical sensec.
Taken together, the five tests constitute 817 items, rendering scores
on 54 variebles, and taking an average of 5% to 4 hours administration
time per subject. Several of the scales are duplicated (for example,
there are three measures of dominance, tw: of aggression, two of
emotional stability, and several dealing with sociability and
personal relations), and the information gleaned by many of the
remainder can only be redundant as far as the present investigotion
is cuncerned. That a test battery specifically oriented towards use
in experimental bargaining studics is needed is obvious. However,
since such a nmanufacture would in itself require considerable
research, the present author has had to be content with the battery

. 1
~8 constituted above.

OI."..‘.'...."'...‘..Q'........OQ.....'-..C."...."‘...'.0..0‘......"

1. A Personality/Attitude Schedule specifically designed to assess
the role of personality and attitudinal differences in bargaining
behaviour has been developed (by Shure and Meeker, 1967). Its use
was precluded in the current study, however, since many of the
items were applicable only to an American population, and, in any
case, publication of the test came after the present investigation
had been initiated.
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Hypotheses

The aims of the investigation were threcefold: to
investigate the effects of am-unt of information available about
the payoffs of the other on players' behaviour in the games to
investigate the effects of sex on game-playing behaviour; and to
investigete the effects of persenality on behaviour in the rame.

A. Information of the other's nayoffs.

With regard to the degree of information about the
other subject's payoffs, we must ask whether or not differences are to
be expected between behaviour in GAME T and behaviour in Galls IT.
Since the experimental situation in both games requires suhjccts
to maximize only their own payoffs, and this point is stressed in the
instructions given to both subjects; and since, in addition, a total
of six prizes are offered to those who make most profit, there is no
game-theoretic reason to suppose that any reference to the other
player's payoffs would be taken into account by subjects in the game,
regardless of whether this infarmation was complete (as in GAME I)
or imperfect (as in GAME II). However, it can he argued that the
additional uncertainty found in GAME IT because »f imperfect
information of the other's payoffs, might well have an effect on
behaviour snd that differences in behavi-ur in GAME T and GAME II
should be expected as a result.

As has already been nnted, almost all experimental studics
of gaming have ignored the possible effect of the gnount of inf rmation
about each other's payoffs on the decisions of the prlayers. However,
there have been a few exceptions. Shubik (1962) str.ssed the
importance of the information variable, but did not attempt to
manipulate it experimentally. Siegel and Fouraker (1960), who daid
manipulate the infermation variable, ran a study of bilateral monopoly
which confirmed the hypothesis that deviations from the Paretian

.1 . . .
optima™ are minimized as the amount of information about the payoff

'O".'..Q....'.O‘.‘C.‘.'.'OOQ’ﬂ'OQCOQQQ'OOQIQ..Q".‘..'........o&..‘.'

ls The set of prices which includes the best profit position of hoth
parties and from which it is impossible to move without worsening
the profit position of at least one of the partiese.
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matrices available to the bargainers is maximized. Swensson (1967),
attempting to duplicate Siegel and Fouraker's situstion using a prisoner's
dilemma game in which players were given assymetric information about
each other's payoffs, reached inconclusive results. Messick and
Thorngate (1967) on the other hand, showed that subjects playing a
two-person non-zero-sum game do more poorly (in terms of their own
gain) when they have knowledge of the other's payoffs than when they
only know their own payoffs; and their results are reinforced by
Amnon Rapoport's (1969) finding that as the amount of information
possessed about the payoffs of the other player decressed, the
percentage of cooperative choices incressed, as did the difference in
gain within dyads.

On the basis of these empirical findings then it might be
expected that thedegree of information available about the other's
payoffs would cause differential behaviour in the gsme situation. The
following hypothesis was thus formulated :

1. Vhere only partial inf rmation regarding the other's payoffs is
available to players in the game, more cooperative behaviour will
occur than when there is complete information.

B. Sex differences in game-playing behaviour.
The results of Vinacke (1959), Bond and Vinacke (1961), and
Uesugi and Vinacke (1963) have all pointed to sex differences with

respect to competitive spirit (men being more competitive than womenj.
While several experimenters, such as Lutzker (1961) and Sampson and
Kardush (1965) have found no sex differences in behaviour in game
situations, sex differences have been found by others. Rapoport and
Chammah (1965b) in an experiment involving 300 plays of the Prisoner's
Dilemma reported large differences in behaviour between male and
female pairs, the principal difference here being in the considerably
greater overall freguency of cooperative choices by men. In a
previous paper, (Mack, 1967), the present author has also reported

sex differences in game-playing behaviour, ascendant females being

more competitive than ascendant males. In view of these reports,
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a second hypothesis related to sex differences in game-playing

behaviur was postulated with resnect to the present investigation @

2. Male subjects and female subjects will behave differentially
in the gome gituation.

Ce Lffccts of Personality on game behaviour.

Since the investigaﬁion weg initiated on a broad front,
no hypctheses regarding specific personality measures were postulated.
On the basis of the literature reviewed, however, gencral hypotheses
regarding behaviour in the two-person bargaining game were formulated
=3 follows 3
3« The first strategy choice on the first run of the gane will be

dependent on the personalities of the players involved, as
measured by the personality test battery.

Regarding the effects of personality on behaviour in the
remainder of the ganme, three possibilities exist: that the effects of
personality will increase ss the game continues; that the effects will
decrease; or that they will remain constant.

The argument in favour of an increasing effect of
personality on behaviour =s the game proceeds is hased on the
assumption that while personality traits may occasionally be so marked
in an individual as to affect hehaviour when it occurs in isolation,
(as, for example, on the first strategy-choice point in the bargaining
game - see Hypothesis 3, ahove), they are rarely so grossly manifest,
and generally remain 'hidden' unt.l some sort of interaction takes
place. Given that personality choracteristics do operate in this way
and become manifest only with the advent of extended interaction, in
the present ex perimental situstion, while the interaction is
admittedly minimal, we might indeed nevertheless expect these
perscnality characteristics to develop and the effects of personality
to increase as the game progresses.,

On the other hand, however, it might be argued that,

while the dominating personality traits of en individual may have an
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initial effect on behaviour in the geme, the minimal interaction
situation, coupled with the "rational" solution provided by the
game and the constraints of the game itself, would prevent the
development of the underlying less dominant personality traits, and
th=t any initial effects thrt personality might have on game-playing
behaviour would be weakened by reinteration over a number of trials.

ind it might be argued thet both possibilities may occur.
That is, that for a certain type of player, (say one who scores highly
on the "theoretical" variable of the Study of Values Test), the
effects of personality would diminish as the game continued; while
for another type, (say one who scored low on the "theoretical® scale,
or highly on the "social" scale), the effects of personality would
increase as the game progressed. In either case we would not expect
the effect of personality to remain constant throughout the game.l

Up to this point it has been possible in the light of
published research and the literature reviewed to make directional
hypotheses regarding behaviour in the game. In the present instance,
however, the author could find no support in the literature either for
the argument that predicts an increase, or for that which predicts a
decreagse in the effects of personality on behaviour in the game. Thus,
since both these possibilities remain equally likely, no formal
hypotheses relating the effects of personality to behaviour in the
game subsequent to the first strategy choice have been formulated.
However, since the whole investigation was by its nature an exploratory
one, it was decided to look at behaviour over the 30 iterations of

the game in searcn of personality effects on behaviour.
000000D.QC..'..'O"OO..llot.OO..O.‘..Q‘.0..',..'0..!..0..0..‘.......‘.

1. Should no effect of personality be found, it is not argued
that the incresasing effect of some personality variables on
the one hand, and the decreasing effect of some other variables
on the other, have 'cancelled each other out', but rather
merely that none exists.
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Method

All subjects first completed the personality test battery
and were then randomly assigned to the experimental groups where
they were randomly paired with a member of the same sex.

Lach dyad played 30 iteretions o the two-person bargaining
game, the object for each player heing to gain as many points for
himgelf as possible. The number of points held by each player was
registered on a digital counter and adjusted after every trial.

A detailed record was kept of all the responses made by
both subjects in each dyad.

In order to provide incentive for the subjects to work for,
six prizes of £1 each were offered, to be given to the six subjects
who amassed the greatest number of points in the experiment as a

whole.

Bxperimental Groups

Two experimental groups were used in order to test
Hypothesis 1. Bach experimental group contained forty-eight pairs
of subjects, twenty-four pairs being male and twenty-four pairs being
female, Within these constraints subjects were assigned to the
experimental groups randomly, and within each group the dyads were
also assigned at random. (A1l subjects were listed alphabetically
and then assigned to one or other of the two groups by tossing a coin.
Within each group dyads were formed simply by pairing any two subjects
who were available at the same time to participate in the experimental
session). Since the groups were constructed by this random method,
no real differences of age and personality will exist between the
groups. However, because of the large number of variables involved
(55), it is to be expected that, merely by chance, some differences
will appear statistically significant. To demonstrate that these
expected "significant" differences do occur, and to establish which
particular variables are involved (so that account may be taken of
the fact in any later analysis of the game), a series of t-tests

were conducted by computer (See AVFPENDIX 1 for programme).
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The results of these are given in the following tables. (In each
case the figures presented are the obtained values of '¢', M and F
refer to mele and female subjects respectively; I and II refer to
GAME T and GAME IT respectively).

Apre

Pactor MI v. MIT FL v. FII

Age 0.5150 1.7347

No significant differences at 0.05 level

fABLE 3

Sixteen Personality Factor Questionnaire

Factor MI v. MII FI v. FII
A -1,4030 0.0000
B -0.2506 1.3015
C ~0.4204 0.5871
B ~1.7050 -0.0444
B -0.5261 -0.8859
G -1.3159 1.5020

~-1.0900 0.4126
I -0.0294 -0.4844

1.1838 0.4661
M 0.1347 0.243%
N -0.423%0 1.263%6
0 2.6109 -0.5770
Ql -2.2300 -0,0359
Q2 -0.,1989 -0.8295
Q3 -1.9072 1.0558
Q4 1.0646 -0.7047

TABLL .

+ Significant at 0.05 level




- 105 -

Guilford/Zimmerman Temperanent Survey

Factor ML v. MIT FI ve FII
G ~1.7115 -0.8741
i ~1.6442 1.5056
A “2.7922 =+ 0.1905
S -13717 0.6622
B -0.7814 0.1537
O -1.4781 0e3517
7 ~0.2101 06102
T -2.1741 = 0.1506
P ~-1.7226 043556
M ~-0.4408 0.3020

++ Significant at 0.01 level

+ Significant at 0.05 level

TABLE 5

Study of Values Yest

Factor MI vo MII ve. FII
T -1.0551 0.8425
B 1.9430 0.3951
A 0.6411 0.1125
S 0.7110 0.5259
P 0,1786 -1.2950
R -1.7720 -0.2437

No significant differences at
0,05 level.

IABLE 6
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Factor NI v. MIT FL v. PIL

W 1.3958 0.1526

P 1.0521 1.4178

C -1,2630 0.7874
Com -.0.1788 -0.7772

Ag -0.2279 ~2.6322 &
Total -0.%3159 -2.0482 =%

+ Significant at 0.05 level
TABLE

Edwards Personal Preference Schedule

Factor MI v. MII FTL v. FIT
ach -1.0926 0.5747
def 2.5080 & 1.8969
ord 1.5226 142762
exh -0.1057 -0.3477
aut -1.9751 -1.4526
aff 0.3258 1.3502
int -0.1469 1.1148
suc 0.9097 0.1026
dom -1.2734 -2.2452 %
aba 0.4164 0.2795
nur 0.7846 -0.1241
cha 0.0449 0.5639
end -0.6795 1.3579
het 0.6%69 ~1.6950
age ~1.2678 ~2.,4%314 +
con 0.4572 i ~-1.1208

+ Significant at 0.05 level

TABLE 8
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It can bs scen from these tables that male subjects and
female subjects in the two expoerimentsl groups differ "significantly"
on only five and four varisbles respectively : (Males on the '0' and
QL' factors of the Sixteen Y.F. Questionnaire, and 'A' and 'T!
variables of the Guilford/Zimmerman Lemperament Survey, and the
'Deference! scale of the hdwards Personal Preference Schedules Females
on the 'Aggression! and 'Total' scores of the Test of Social Insight,
and on the 'Dominance' and '4Aggression' scales of the Edwards Personal
Preference Schedule), 4 table giving mean scores and standard
deviations for male and female subjects on each variable measured
is listed in APPRNDIX 2. The computer programme for obtaining these

measures constitutes APPENDIX 3.

Subjects

Ninety six male and ninety-six female undergraduate
students, following courses at the University of Stirling, Scotland,
took part in the investigetion. Their help was enlisted by means of a
letter sent to 240 randomly selected students which outlined the format
2f the investigation and asked for their help in carrying it out.
"deminders" were sent out one month later. As & result of these
letters (See APPENDIX 4), 202 students volunteered to assist with
the project (a response rate of 84.17%), and of these 192 completed
all five questionnaires of the test battery and the experimental

segsion.

Experimental Situation

The expgrimental segsions were conducted in the
Communications Labosratory of the Denartment of Psychology, University
of Stirling. The lab ratory, specially designed for use in situations
where control of communication between subjects is required, contains
six cubicles with full facilities for handling up to twelve subjects
at any given time. (Each cubicle accomodates two subjects).

Each cubicle is semi-soundproofed and equipped with a

table and stool. The door of each cubicle accomodates a panel of
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shadow-glass which allows the experimenter to observe subjects without
himself heing observed by then.

The general plan of the laboratory is shown in FIGURE 3.

For the present experiment only two cubicles, (Cubicle 2
and Cubicle 5) were used. In addition to the table and stoel, the
apparatus reguired for the present study (nanely a microphone, a
headset, a matrix-board, and - four-digit counter - all controlled

from the experimenter's console), was positioned in each cubicle as

shown in FIGUHE 4.

The Console

The consonle, by means of which the experiment was conducted
y RY ¢

and controlled, is shown in FIGURE 5, and described briefly below.
Lgsentially the console provides the experimenter with a means of
communication (Qne—way or two-way) with all six cubicles, either
simultaneously, in any combination »f cubicles, or individually in
isolaticn from one another. 1n fecilitate these connections, four
separate communication channels are provided together with a
nicrophone and headset for the experimenter's use. In addition,

to facilitate the recording of instructions and data, two four-speed,
two-track tape recorders have been built into the console with
provision for the use of a third recorder should circumstences

demand it.
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The Maotrix-Boards

The matrix-boards provided far the subjects were of
elementary construction, being simply a wooden box with sloping front,
with six shallow compartments ecech painted while inside and fitted with
a 12 volt, 1 watt bulb. Lach matrix-board was fitted with a Derspex
cover and four holding clips, used to secure the actual game
matrices which were printed on paper and inserted over the perspex.

4 sketch diagram of the matrix-board is given in FIGURE 6.

The manipulation of the matrix-boards again required only
clementery electrics - namely a switch connected to each bulb so that
illumination of the comwartments could be achieved individually. The
wiring diagram is given in FIGURE 7. The switches controlling the
illumination of the matrix-boards were located on the console, as were
the switches for the four-digit counters.

A wiring diagram of the communications apparatus is not
included here because of its complexity, but some further explanstion

of its workings is given in the Procedure.

The Digital Counter

The digital counter provided in each cubicle was made-up
from four In-Line Digital Display units. ILsach single unit is canable
of displaying 10 different numbers. fach unit c ntains an assembly of
miniature incandescent lamps =t the bhack, 2z negative with an equal
number of message displays, a series of lenses, and a front viewing

screen. On lighting one or more of the lamps the corresponding part
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of the negative is illuminated and projected through the lens
system on to the viewing screen giving an image one inch hig

The displays =re¢ connected in assemblies and plug into a
housing mounted in each cubicle. This is permanently wired, with the
connection for the lamps extending to a series of one-channel ten-
way thumbwheel switches mounted on the console (one switch per display
unit).

Beyond the materials required for the persconality test
battery, and in addition to that described above, the only material
required was a supply of Data Recording Sheets mounted on = clin-

board. (A specimen Hecording Sheet is shown in APPENDIX 5).

Procedure

The expurimental procedures for GAMES I and II were
identical. In order to facilitate the administrstion of the experiment,
in both games the natrices presented to Player B (normally as shown in
MATHRIX 9 and MATRIX 11) were rearransed so th=t for all subjects the
presented matrix listed him (or her)-self to the left of the matrix
with the other player listed above. The layont of Player B's
matrices for the first attempt on each iteration of the games was
thus as shown in MATRICLS 12 and 13.

This feature facilitated the sdministration of the
experiment by allowing preciscly the same instructions to he ziven to
both players in every dyad, in addition ensuring that the visual
matrix display wes identical for every subject, regardless of whether

he (or she) played the part of Player 4L or Ilayer B.
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im boing introduced into the experimental situation
(See FIGURE 3} each subject was placed in a cubicle and fitted with the
headset provided. Both subjects were then asked to listen to a play-
back of pre-recorded instructions (See APPENDIX 6).

Having ascertained that the subjects understood the
workings of the matrix board and what w-s required of them, the
experimenter proceeded to conduct thirty runs of the game, recording
the choices of both subjects, and their payoffs on each iterationm,
Iizch subject's every attempt to deliver a batch of goods necessitated
severai manipulations of the communication channels Ly the
experimenter. Firstly, Player B was closed out of the communication
channel and Player A asked for his (her) choice of transport.

Player 4 then inf rmed the experimenter of his (her) choice (See
FIGURE 8a)., On receiving Player A's choice, Player A was then
closed out of the communications channel and the procedure repeated
for Player B, his (her) choice being asked for and received (See
FIGURE 8b). On receiving Player B's choice, the experimenter then
switched Player 4 back into the channel and informed both subjects
of their respective choices (FIGURE 8c). Buth players were then
closed out of the circuit (FIGURE 84) and the experimenter recorded
the choices (and payoffs where apropriate) of hoth subjects on

the Data Recording Shcet. (When a trial was completed the experimenter
adjusted the digital counters for each player appropriately to
register their new holdings; when an attempt was unsuccessful, the
illumination of the m trix board wes moved o0 the next matrix).
After this procedure had been completed anuther attempt (or trial)
was initiated. After 30 iterations the game was declared finished
and subjects were allowed (after being sworn to secrecy) to discuss
the experiment with the experimenter.

Finally, when all subjects had completed the experiment,
the data (listed in APPENDIX 7) was snalysed as described in the

following chanters.
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CHAPTER ELEVEN : RESULTS AND ANALYSIS




- 116 -
Results : The Measures Employed

As already stated, during the course of the experiment
strategy-choice on each step of the game and payoff on each iteration
(trial) was recorded for each subject in all dyads. From this data,
for the purposes of analysis, several further measures were
obtained for each dyad.

In view of the comprehensive study and treatment of
the original trucking geme given by Deutsch and Krauss in their
papers of 1960 and 1966, and the statistical treatments of the
derivatives of the original game given by Borah (1963), Gallo (1966),
and Shomer, Davis, and Kelley (1966), it was decided to analyse the
data following as closely as possible the methods previously employed
by the several experimenters mentioned above.

In the version of the trucking geme developed for the
present investigation, the best single measure of the difficulty
experienced by the bargainers in reaching agreement is, as with the
earlier versions of the game, the sum of each dyad's profits (or
losses) on & given trial. The higher the sum of the payoffs to the
two players on a given trial, the less time (fewer steps) it took them
to arrive at a procedure for sharing the Freightliner facilities.

(It was, of course, possible for one or both of the players to decide
t> send their batches of freight by "Goods Train" so as to avoid a
protracted stalemate during the process of bargaining. This, however,
always resulted in at least a 5 points smaller joint payoff if only
one player chose the Goods Train facility, than an optimally arrived
at agreement concerning the use of the Freightliner facility).

4 second, more gross, measure of the difficulty
experienced by the bargainers in reaching agreement is given by
the time taken (theat is, the number of steps required) to complete
the game. (By the structurc of the gawme, the more steps or choices
required to complete a trial, the smaller the payoff. Since, in the
economic sense at lerst, bargaining success is measured by magnitude
of profit, the time taken to complete the game must reflect the

difficulties experienced by the players).
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While this measure of time taksh, or number of steps to
criterion (30 iterations,, gives a gross messure of the difficulty
experienced by the bargainers, it is to be noted that during the course
of the game time may be lost by a player in two different ways. Time
is lost eithcr when both players choose to wait simultaneously
(strategy choice 2) or when they both choose "Freightliner" at the same
time. Borah (1965) used the "time lost in standoffs'" by players
in the game as a measure when c omparing his experimental groups. His
index was basically "the time spent by both subjects actively
insisting by their presence upon going first through the common section
of the shorter pathway." (page 40). Since in the present experiment
this is equivalent to a simultaneous "Freightliner" choice by both
members of the dyad, time lost in standoffs is represented in the
bresent analysis by the number of blockages on the "Freightliner"
choice only, this being a more precise measure of the difficulty
experienced by the subjects in reaching agrecment.

Thus, following the lines taken by the earlier users of the
varicus forms of the Deutsch and Krauss trucking game, the following
measures were obtained for each dyad from the data recorded during
the actual running of the experiment :-

1) Total Joint Payoff summed over 30 trials, (See APPENDIX 8);

2) Total Joint Payoff for each of 6 blocks of trials : 1-5, 6-10,
11-15, 16-20, 21-25, 26-30, (See APPENDIX 8);

3) Median Joint Payoff over 30 trials, (See APPENDIX 9);

4) Median Joint Payoff for each of 6 blocks of trials: 1-5, 6-10,
11-15, 16-20, 21-25, 26-30, (See APPENDIX 8);

5) Total Number of Steps taken summed over 30 trials, (See APPENDIX 10);

6) Total Number of Steps taken in each of 6 blocks of trials: 1-5,
6-10, 11-15, 16-20, 21-25, 26-30, (See APPINDIX 10);

7) Total Number of simultaneous Strategy 1 Choices ("Freightliner"
blockages) summed over 30 trials, (See APPENDIX 11);

8) Total Number of simultanecus Strategy 1 Choices in each of 6
blocks of trials: 1-5, 6-10, 11-15, 16-20, 21-25, 26-30, (Sce
APPENDIX 11),
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By way of summarizing the results, the Mean and
Median Joint Payoffs for each of 6 blocks of trials sre presented
in the graphs which follow, (FIGURES 9 and 10 respectively. )"

Analvsis of Results

For the analysis, it was decided to look first for
differences in behaviour between the experimental grouns due to
experimental conditions and sex, and then to investigate for possible

effects of personality on behaviour in the gamne .

The Search for Grouvn Differences

It is to be noted that the measures listed in the
previous section are all concerned with the joint performance of
players in each dyad and not with players as individuals. This is
because during the course of the game, the total time spent by a
player on any given trial (and hence his payoff) is partially
controlled by the other member of the pair. (It might be argued
that a player does have control over his own payoffs, since at any
point in a run of the game he can either choose to use the "Goods
Train" facility and aut-matically ensure successful delivery, or he
can choose to take the risk of non-delivery by opting for the
freightliner facility, using either the “Wait! or "Freightliner"
strategies. However, the present experimenter would argue that this
is no real choice since the "Goods Train" strategy-choice payoff is
always 5 and 10 points inferior to the "wait" and "Freightliner"
choices respectively, except, perhaps, on the sixth step of a trial
where it may be considered superior because of the threat of 25
penalty points on blockage).

Additional to, and perhaps more important than these
partial controls by the other on time taken =nd payoff, is the

possible effect of knowledge of previous choices in the game on
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behaviour. At any point in the game (except the very first strategy-
choice point) the strategy-choice of a player will almost certainly
be influenced by the previous choices made by both players on earlier
trials of the game. In short, there is interaction between the
players throughout the course of the experimental session. The only
point where this is not the case is the very first strategy-choice in
the first trial of the gane, when no choices have been mede and,
hence, no knowledge of any strategy-choices of the other can be
available to either member of the dyad.

In comparing the experimental groups for differences
in behaviour, it was decided to look first at the strategy-choice of
each player on the first step of certain trials of the game (in order
to test for trends in choice over time), in addition to investigating
the measures of joint behaviour. The trials chosen were the first
in the game, plus the last trial included in each of the six blocks
of trials - that is, trials 1, 5, 10, 15, 20, 25, and 30.

The frequency of each strategy-choice on the first step
of the first trial of the game for players in each of the four

experimental groups is given in TABLE 9, below :-

Group
Strategy
Choice MI MII PI FIT
1 30 32 31 26
13 13
5 5 3 8 13

TABLE 9

Since the F test requires at least interval measurement
of the variables involved, the analysis of variance technique was
not appropriate to the above data, and ir order to test for over-all
significent differences, a partition of chi square was nade,
following the method outlined by Winer (1962). This 2 X 2 X 3 chi
square is depicted diagramatically in FIGURE 11 :
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From the computations TABLE 10 was fermed :
‘ N— —h - A
Source | Ch; square daf X  critical value at o =0.05
- Total 18.500 11 19.680
A 0.0 1 C 3.84
B 0.0 1 5.84
C 72 .6563 2 5.99
AB 0.0 1 3.84
AC 0.2812 2 5.99
BC 4.0312 2 5+99
ABC 1.5313 2 5.99
TABLE 10

From the table it may be seen that a significant difference
is detected only with regard to variable C (the frequencies with
which strategies 1, 2, and 3, are chosen within esch of the groups).
By reference to the appropriate statistical tables it may he seen
that this difference is highly significant (beyond the 0.001 level).
It is to be noted, however, that this difference is expected,
since by the structure of the game, players should not choose each
strategy with equal frequency. No other differences are detected,
however, either between experimental conditions or between sexes.

A partition of chi-square for frequency of strategy-
choice on the first step of trials 5, 10, 15, 20, 25, and 30 in each
case revealed variable C as being highly significant, but as with
trial 1, no other differences were detected either between experimental
conditions or between sexes., (The strategy-choice frequencies and
computations of the chi-square for these trials are given in
APPENDIX 12).
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As already stated, the best single measure of the difficulty
experieneced Ly the members of a pair in reaching agreement is the
Jjoint payoff to the dyad. In order to test further for differences
between experimental c.onditions and between the sexes within each
condition, the Kolmogorév-SmirnQv Two-Sample Test (two-tailed) was
used in preference to either the x2 test or the median test
since it seems more powerful in all cases, (Siegel, 1956, page 136).
Since the two-tailed test is sensitive to any kind of difference
in the distributions from which the samples are drawn, including
differences in location, (central tendency), the test was used with
two separate measures: the total joint payoff (the amount earned hy
both subjects summed over all the trials) achieved by each group, and
the median joint payoffs (the median value for each group over the
30 iterations).

The results of this analysis are presented in

TABLE 11 :-

Measure Comparison D KD
MI v. MII 5/24 5

Total FI v. FII 6/24 6

Joint ’ .

Payoff ML v. FI 4/24 4
MIT v, FIT 1/24 7
MI v. MII 2/24 2

Median

Toint FI v. FII 4/24 4

Payoff MI v. FI 4/24 4
MII v. FII 4/24 4

IABLE 11
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Since for the two-tailed test, and N = 24, the critical
value of KD at o = 0,05 is KD = 10y, it can be seen from the above
table that no differences are detected either between conditions
or between sexes.

Since the Kolmogorov-Smirnov tests showed no sex differences
within either experimental group for either the total joint payoff
achieved by the dyads, or the median joint payoffs, the two sexes
were combined for an analysis of variance. The analysis was made of
(i) the mean total joint payoff scores, and (ii) the median joint
payoff scores; using in each case a breakdown of the data into six
blocks of trials (1-5, 6-10, 11-15, 16-20, 21-25, and 26-30) in order
to test for trends. The means for the 12 cells in the analysis of
variance of the mean total joint payoff for each condition by trial

blocks are given in TABLE 12 :

¢ | TRIALS
Condition | 1-5 6-10 11-15 | 16-20 | 21-25 | 26-30
I 114,90 | 105.73 | 114.90 | 111.26 | 118.65 126.04
II }105.83 } 122,29 | 119.90 | 126.46 | 123.13 | 120.94
TABLE 12

The analysis of variance, =»s computed from the above
table is shown in TABLE 13 :

% Source | WS I F
Experimental | 61.065 i 1.138
Condition ;
Trial Block 44.928 i <1
- Within Cells 53.649

TABLE 13



- 126 -

The medians for the 12 cells in the analysis of variance
of Median Jouint Payoff for each condition by trial blocks are
presented in TABLE 14

| TRIALS
Condition |  1-5 6-10 11-15 | 16-20{ 21-25] 26-30
I 121.00 | 116.00 | 129.58 | 125.31 | 130.00) 137.50

II 116.25 | 132.50 | 133.57 | 142.50 | 142.00| 131.00

TABLE 14

The computed analysis of wvariance is shown below in
TABLE 15 3

Source MS F
Experimental | 125.0721 2.2527
Condition
Trial Blocks 93 .5684 1.7127
Within Cells 54.63%5
TABLE 15
The critical value of the F distribution at a = (.05 for

the experimental conditions is 6.61 (df=1/5) and for the trial
blocks i1s 5.05 (df=5/5). From inspection of the F values in Tables
15 and 15 it can be seen that no significant differences between the
experimental conditions, and no trends over time within conditions,
are found for either the mean total joint payoff or the median joint

payoff to dyads in the game.
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Two further messures of behaviocur remasined, (the number of
steps required to reach criterion, and the number of blockages on
strategy-choice 1). Again the Kolmogorov-Smirnov Two-Sample test
(two-tailed) was employed bucause of its power-efficiency. Once again
no significant differences bhetween groups were found for either
measure. The results of the Kolmogorov-Smirnov tests are swmarized
in [ABLE 16 below. As before, where N=24 and a = 0.05, the
critical wvalue of KD for the two-tailed test is 10.

Measure : Comparison D KD
Number of steps MI v. MII 5/24 5
reguired to . 5 -
ronch FI v. FII | 6/24 5
criterion MI v. FI 4/24 4

MII v. FII j 6/24 6
Number of MI v. MII 6/24 6
blockages on .
strategy-choice 1 FL v ¥1I 6/24 o
MI v. FI 5/24 5
MII v. FII 8/24 8
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Combining the sexes for an snalysis of variance, and

again utilizing six trial blocks to test for trends, the means for

the twelve cells for the analysis of the mean number of steps

required to resch criterion are given in TABLE 17

TRIALS

Condition |  1-5 6-10 | 11-15 | 16-20 | 21-25 | 26-30
1 9.417 | 10.313 | 9.417'; 9.438 | 9.271 | 8.917
II 9.917 | 8.9581 9.271 | 8.604 | 8.708 | 9.042

The computed

TABLEL 17

analysis is presented in TABLE 18, below

F

Source M3
Experimental 0.4300 1.8893
Condition
Trial Block 0.2086 <1
Within Cells 0.2276
TABLE 18

*
.

The means for the 12 cells for the analysis of variance

of the mean number of Freightliner (strategy-choice 1) blockages for

each condition by trial blocks are displayed in PTABLE 19
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TRIALS
Condition 1-5 6-10 11-15 { 16-20 } 21-25 | 26-30
T 3.875 | 4.688 | 4,063 | 4.146 | 3.917 ! 34479 1
IT 4,208 | 3.438 | 3.938 | 3.333 5542 54583 {
TABLE 19

The analysis of variance is shown in TABLE 20 :

Source : | MS | ‘4F
Experimental 0.3770 2.1568
Condition
Trial Blocks 0.093%32 <1
Within Cells 0.1748
TABLE 20
The critical value of the F distribution at o = 0.05

for the Experimental Conditions is 6.61 (df=1/5), and for the
Trial Blocks is 5.05 (df=5/5). Once agein, from inspection of the
F values in TABLES 18 and 20, it can be seen that no significant
differences between the experimental conditions, and no trends
over time within conditions are found, either for the mean number
of steps required toreach criterion or for the mean number of
blockages on strategy-choice 1.

Thus the entire statistical analysis, using (i) a
nartition of chi-square to investigate first choice behaviour in the
game; (ii) Kolmogorov-Smirnov Two-Sample tests to test for differences

due to experimentsl condition or sex of the players in (a) Total
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Joint Payoff, (b) Median Joint Payoff, (c) Number of steps to
criterion, and (d) Huuber of strategy«choice 1 blockages; and
(iii) Two~Way Analyses of Variance to investigate for trends over time
utilizing a breakdown into trial blocks of measures (a), (@), (e),
and (d), all failed to find any inter-group differences due to
amount of information available about the other's payoffs in the game
were found. Additionally, no stafistioally significant intra-group

differences due to sex of the players were found.

The Effects of Personality on Behaviour in the Game

Since, in the foregoing analysis, no differences due to
either the amount ef information available about the other's
payoffs, or sex of the players in single-sexed dyads, were found,
the four experimental groups were combined for an investigation
of the relationship between personality (as measured by the test
battery) and behaviour in the game, as measured by (1) Total Joint
Payoff summed over 30 trials; (2) Total Number of Steps required
to reach criterion (30 trials); and (3) Total Number of Concessiens:

made to the other member eof the dyad.

‘..O"Q....Dl.‘..‘.‘.0.'."OGCIOll0"‘.‘O‘.ll'..'...‘.!‘.'..’ll..'..O.Q

1. This score more accurately represents the number of times
a player was '"bested" by the other member of the dyad - that
is the number of trials on which the other made s larger profit
(or a smaller less) than the player himself. It is to be noted
that such a criterion does not necessarily give a true "Number
of Concessions" score, since in a dyad playing optimally, the
choices of each player will alternate between "Freightliner"
and "Wait" and this "Wait" is not, strictly speaking, concessionary,
merely an optimal choice chosen to maintain the players own
payoff level in the extended version of the game.
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Since these measures of behaviour are not independent
measures of the performances of individual players, but rather by
the nature of the experimental situation are in some degree dependent
on the performances of both members of the dyad, only data relevant
to one member (randomly chosen) of each pair were included in the
following enalysis. Thus, in the search for personality correlates
of behaviour in the game, the total number of subjects was 96,
being made up of 24 from each experimental group.

Product-moment correlations of each of the three
measures of game behaviour with the scores obtained on each of the
variables ef the personality test battery produced correlations
which, when tested independently of each other, gave the following
'significant' values at a = 0.0% and « = 0.0l :-
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The Sixteen Personality Factor Questionnaire

Variable Total PayoffMeasurgumber of Steps Number of
to eriterion Cencessions
A
B
C
E * ()%
F
G
H
I
L
M
N
0
Ql (~ )% ok
Q2
Q5
Q4
TABLE 21
In the table above and in those which follow, # dindicates
significant at @ = 0.05, =#% indicates significant at o = 0.01,

and (-) indicates th t the ebtained correlation hes a negative value.
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The Guilford/Zimmerman Temperament Survey

Measure
Variable Total Numher of Steps Number of
Payoff to Criterion Concessions
G
R
A %
3
E
0
F
T
P
M ()% %
TABLE 22
The Study of Valges Tegt
J Measure
Variable Total Number of Steps Number of
Payoff to Criterion Concessions
T (=)4%
E
A
S
P
R

TABLE 23
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The Edwards Personal Preference Schedule

leasure
Variable Total Number of Steps Number of
Payoff to Criterion Concessions
ach
def
ord
exh (-)*
aut
aff

nur
chg *
end
het

agg

TADLL 2

The Test of Social Insight

None of the correlations between the variables of this

test and any of the three measures of behaviour in the game, when

regarded as independent, reached significance at the 5% level.

I'or the product-moment correlations performed, the
significance level employed was that appropriate to a two-sided
significance test, since no directional hypotheses were postulated

and no assumptions regarding specific personality variables made,
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due to the conflicting nature of earlier reported studies dealing
with personality and game-playing behaviour.
Using the 5% and 1% levels of significance for a two-
gided statistical test, and treating each significance test of a
correlation as an independent event, disregarding the existence of
all the other correlations while performing that test, we have the

following summary table of statistically significant correlations:-—

Statistically significant

lMeasure beyond
o = 0,05 o = 0,01
Total Payoff 3 1
Number of Steps to 5
Criterion
Number of Concessions 3 1

TABLE 2

A critical evaluation of these significances is presented
at the end of the present chapter.

These indications of personality effects on behaviour having
been found by correlation of the personality variables with the gross
measures of behaviour in the game taken as a whole, it was decided
to investigate beahviour more closely, examining first strategy-choice
behaviour on certain trials, for personality effects, using a one-way
analysis of variance technique. Once again trials 1, 5, 10, 15, 20,
25, and 30 were examined, and, as before, all groups were combined
and only that data relating to one member of each pair, randomly
chosen, was used in the analysis, (N = 96). The following

statistically significant differences were found:-
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The Sixteen Personality Factor Questionnaire

Trial
Variable 1 5 10 15 20 25 30

P

N

ool = = e B S I O B o

= =
*

Ql %

Q3
Q4
TABLE 26
In the above table and in those which follow, =*

indicates significant at o = 0.05, #** indicates significant
at a = 0.01.
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The Guilford/ximmerman Temperament Survey

Trial
Variable 1 5 10 15 20 25
G
R
A
S
E
0
F %
T %
P dode
M
TABLE 27
The Study of Values Test
Trial
Variable 1 5 10 15 20 25
. . )
E *
A
S %
P *
R

TABLE 28
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The Edwards Personal Preference Schedule

Variable

ach
def
ord
exh
aut
aff
int
suc
don
aba
nur
chg
end
het
agsg

TABLE 29

The Test of Social Insight

Variable

I
I1
IIL
Iv
v
VI

5 10

TABLE _3Q

Trials
15 20

Trial
15 20

t 3

25

Kok

25

30

%

30

Rk
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Thus, treating each significance test as an independent
event, the number of significant differences found in the investigation
of personality effects on the first strategy-choice on each of these

trials is as shown in TABLE 3] 3~

TRIAL Statistically significant beyond
a = 0-05 ¢ = 0,01

1 5 1

5 - -

10 3 -

15 3 2

20 3 -

25 1 1

30 3 1

TABLE 31

Looking at the statistical analysis carried out in search of
personality correlates of behaviour in the game, our conclusions must
depend on the light in which we view the investigation. On the one
hand, it can be argued that the experimental procedure has utilized
only one sample of subjects chosen from the general population and
that the personality variables represent no more than different
attributes of the members of this sample; and further, some of the
intercorrelations between the personality variables are high,
indicating lack of independence. Therefore, in examining the correla-
tions found, the usual significance levels are appropriate.

On the other hand, however, it can be emphasised that while
some of the intercorrelations between the personality variables
are high, slightly more than one third of them are less than 0.1;

and that, not only are the subjects sampled but so are the personality
attributes also., In this light, we would expect a number of significant

values to occur by chance - namely two or three at the 5% level, and
posgibly one at o = 0.01. Locking at the investigation in this

way, and treating the variables as independent, it can be scen from
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TABLES 25 and 31 that the actual number of correlations and variances
to reach this level of significance is not much more than that
which would be predicted by chance.

However, if we look back &t the primary purpose of the

investigation, it is seen that the aim was to search for any possible

effects of pergonality en behaviour in the experimental game, in

order to provide a pointer for further, more specific, research.
While the author inclines towards the latter, more "commonsense" view
of the significance testing outlined above, to accept the extreme

and severe view thst each variable should be treated as independent
(and thus discount all the apparently significant findings as
statistical artifacts) would be to defeat the whole purpose of the
investigation.

For the purposes ef reporting, therefore, it is felt that
at least we should accept as significant those values which reach
the 1% significance level - namely, factors C (FEmotional Stability)
and Q1 (Radicalism/Conservatism) of the Cattell Sixteen
Personality Factor Juestionnaire, factor P (Personal Relatiens) ef
the Guilford/Zimmerman Temperament Survey, the Theoretical Value
scale of the Study of Values Test, the Exhibitien scale of the
Edwards Personal Preference Schedule, and the Cooperativeness

trait of the Yest of Social Insight.
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CHAPTER TWELVE : DISCUSSION AND CONCLUSTONS
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Discussion
Looking overall at the analysis then, while thepe aight

appear to be some indicetion of personality correlates of game-playing
behaviour (notably dominance-ascendance and cooperativeness), the
investigrtion has failed to locate any differences in behaviour due

to sex of the players in single-sexed dyads, and has further failed

to show any effect of the amount of information available about the
payoff's of the other on player's behaviour in the game .

It may be that no differences due to either sex of the
players or experimental conditions exist. Should this be the case, it
calls into question the results of Messick and Thorngate (1967) and of
Amnon Rapoport (1969) who did find differences in game behaviour due to
the information variable. On the other hand, it may be that no
differences between the experimental groups have been found because
of the nature of the "Freightliner" game. In the version of the
trucking game used in the present investigation the measures of
overall behaviour are somewhat gross. In particular, the "fixed sum"
payoffs available through each choice may not have allowed sufficient
discrimination between the strategies adopted by the players, and
the magnitude of the payoffs (up to 20 points per trial) may have
rendered the game less meaningful to the players in that the
threat of blockage (with potential loss of 5 to 25 points) may not
have represented any real threat - especially to a player whose
holdings may have amounted to several hundred points. It may
therefore be that the lack of significant differences between the
experimental situation was of itself not altogether satisfactory.

Turning to the statistical analysis of the possible
influence of personality on behaviour in the game, we first note

that from the nature of the game, where profits depend on speed of
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delivery, we would predict an inverse relationsiiip between the
total paroff in the game and the number of steps required to complete
50 trials. The actual correlation was found to be - 0.8767. The
two measures are thus highly interdependent. In view of this, it is
only to be expected that where a statistically significant
correlation occurs between one of these measures and a given
personality variable, there is a tendency for a cerresponding
statistically significant or near-significant, correlation in the

opposite direction to exist between that personality variable and the

other measure of behaviour in the game. ‘This corresponding correlation
was found to reach the same level of significance in two cases out of
six, and to approach significance in each of the remnaining four.
Looking more closely therefore at one of these measures, the
"Number of Steps to Criterion', we find that the personality variables
which correlate, with significance beyond the 0.05 level, are the B and
Ql factors of the Cattell Sixteen Personality Factor Questionnaire, the
A and M factors of the ¢ nilford/Zimmerman Temperament Survey, and the
Dominance scale of the Edwards Personal Preference Schedule. OFf
these five significantly correclated veriables, three are measures of
dominance~ascendance, one is a measure of radicalism, and that
remaining provides a measure of masculinity.

Looking at what these variables represent psychologically,
their statistical significance might well seem plausible. A high score
on Factor Ql, for example, accordins to the test manual (pages 18-19)
indicates an inclination to experiment with problem solutions, and
less inclination to moralize. "The actual items express an interest
in breaking the crust of custom and tradition, and in leading and
persuading people ..... In group dynemics the Ql+ (high-scoring)
person contributes significantly more remarks to discussion, a high
percentage being of a critical nature."” Such an individual
we might well, in retrospect, expect to be dissatisfied with optimal-

choice play, and to try (by continued "Freightliner®" choices) to



- Y44 -

persuade the other to concede. 4dditionally, we might expect highly
ascendant or dominant players to choose "Freightliner" excessively in
an attempt to dominate the other, and hence the positive correlations
with "Number of Steps required to Criterion" and negative correlations
with Total Payoff might a wear to be satisfactorily explained. Looking
at factor M (masculinity), and noting thet a high score on this
variable gives a measure of how hardboiled and resistant to fear the
individual is, (as opposed to sympathetic, fearful, and emotionally
expressive) , we might conclude that this significance concurs with
those already examined.

However, before embarking on such a theory, we should
enquire into the independence or otherwise of these variables.
Since three of the variables are measures of the same trait
(dominance-ascendance) we would not expect them to be independent.
The actual correclations between the five variables are given
below in TABLE 32, (N = 192) :-

B Ql A M dom
B 1511 L6837 « 4419 «5518
Ql .1380 1276 +1086
A .4026 +5836
M +5380
dom
TABLE 32

From TABLE 32 it can be scen thet the three measures of
dominance-ascendance are highly intercorrelated (E ve A = 68373
E v. dom = .5518; and A v. dom = .5836). Additionally, it can be
seen that the M (masculinity) variable is fairly highly correlated
with all these three,

Out analysis so far, then, has uncovered statistically
significant correlations which at least give indications of the
effects of some personality traits (namely, factor Q1 of the Cattell
Sixteen Personality Factor Juestionnaire, and the Theoretical Value
scale of the Study of Values Test), on behaviour in the bargaining

game «
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From examination o f the further analysis employing first
8trategy-choice On certain trials as the measure of behaviour in
the statistically significant variances are found throughout those
trials investigated number 18 in all. Looking at what they mean
psychologically, it can be seen that, as with the statistically
significant correlations of personality with the three overall measures
of game behaviour, plausible explanations can be given to many.
Leoking at first trial behaviour, the following appear significant :-
factors C and Q1 of the Sixteen Personality Pactor Questionnaire, values
3 and P of the Study of Values Test, and the heterosexuality scale ef
the Edwards Personal Preference Schedule. Facter Q1 has already been
explained. The pessible relevance of factor C, (known as Emotional
Stability or Ego Strength), which is described as one of dynamic
integration and maturity as epposed to general emotionality, and
whose high scorers maintain better group morale and are far more
frequently leaders, can also be appreciated. Examinatien of the S
(Social) value scale of the Study of Values Test, showw the high
scorer to be one who prizes other persons as ends, and is therefore
himself kind, sympathetic, and unselfigh. Thus the factor's possible
influence on game behaviour is plausible, in that the persen seoring
high on social value might well preve less competitive towards the
other member of the dyad than might low scorers. High scorers en value
P (Political) are described as primarily interested in power and
leadership, and thus the relevance or this factor also could be
accepted. While any relevance of the heterosexuality score (en the
Edwards Personal Preference Schedule) to first trial behaviour may
seem obscure, the significances found for subsequent trials can
gen<rally be successfully interpreted. The possible influence of
measures of cooperativeness (the P scale of the Guilford/Zimmerman
Temperament Survey, and scale III of the Test of Social Insight,

where the high scorer is described as one who initiates an active
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and positive endeavour directed at tne solution of the problem), is
apparent. The possible influence of the Theoretical and Economic
values (The Study of Values Jlest), where the interests of the
theoretical man are described as empirical, critical, and rational,
and the economic man is characteristically interested in the
production, marketing, and consﬁmption of goods, «es.. and in the
accumulation of tangible wealth; aggression (the 'agg'® scale of the
Edwards Personal Preference Schedule); and acceptance of dominance
as measured by the F scale of the(}uilford/Zimmerman Temperament
Survey, should again, in retrospect, be obvious. The relevance of

the Exhibition scale of the Edwards Personal Preference Schedule

may seem somewhat less plausible, however, &s indeed may the

measures of deference and nurturance on the same test, and factor

M (absentmindedness) of the Sixteen Personality Factor
Questionnaire,

Nevertheless, indications of the influence of
personality on strategy-choice behaviour throughout the game are
clearly apparent. While no trends over time can be claimed
with confidence, it is to be noted that there is an indication
of an increasing effect of cooperativeness in the second half of the
game (first apparent on Trial 15) when the earlier effects of
emotional stability, radicaliem, agaression, and economic values
have all but disappeared.

Overall, then, accepting the 1% level of significance,
it can be seen that six different personality variables influence
behaviour in the bargaining game: Emotional Stability, Radicalism/
Conservatism, Personal Relations, Theoretical Value, Exhibition, and
Cooperativeness. From the foregoing discussion, the possible

relevance of the majerity of these factors is understandable.
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It iz sugsested that these should be the subject
of further investigation. It may be that some of these
pointers would, in the event, prove spuriocus (possibly the
Exhibition scale would seem most likely here). Nevertheless, at
our present state of knowledge of the influence of non-economic
factors on game-playing behaviour, those personality traits
waich have proved to significaently affect behaviour in the
presently investigated game, would appear to be valuable
indicators of the direction future research in the arca should
follow.

Conclusions.

The present investigatien failed to substantiate the
hypotheses relating gene playing behaviour to (a) amount of
inforaation available regarding the other's payoffs (HYPOTHLSIS 1);
or (b) sex of the players in single-sexed dyads (HYPOTHESIS 2), and
thus in each case the null hypothesis is acceptad.

Statistically significant personality correlates of
behaviour in the game when taken as a whole, and specifically on
particular trials (including Trial 1) were found. HYPOIHESIS 3 was

thus substantiated, though no trends over %time were observed.
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APPENDIX 1

"Studentfs T" — a computer programme designed to
perform t tests on 59 variables of two sets of data,
each set having 48 scores,
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STUDENTS T TEST:
HBEGIN"'INTEGER I . ,M,N,Az

"REAL'X,TX,SUMSQY,Y,TY,SUMSQY ,X,L,P,0,8,R,T

PREAL'YARRAY"YA{1:48,1:55},%A{1:48,1:55};
HPORYI:=1VSTEPYIVUNTIL IS DY
?YI:-ORHJ : :l??STEP??iY?m\}TILi?55?‘3:00%
"READVXA{I,J}:

TFORYI i=1STEPVININTIL LS DO
FPORM T =1STEPY LY INTILI55% D0
"READUYA{I.J}:

A:=0q

RETURN:

A=A+l
TX:=TY:=8UMSQ¥X:=SUMSQY :=0;
M:=N:=48;

HFORYI :=1""STEP"1UNTIL"MY DO
"BEGINYX:=XA{I, A};

TH:=TH+X;
SUMSQX : =STMSQY+X42 ;
“END' 3

"FOR"J s =1"STEPY 1 UNTIL"N"DO™
"BEGIN'Y:=YA{J,A}:

TY:=TY+Y;

SUMSQY : =SUMSQY+Y42:

FEND :

$=TX/ M

1=TY/N:

s=MRE(K42)

$=N®(L42);

:=SQRT( (SUMSQX+ETMSQY-P-Q) /(M4N-2) ) 5
Re=SQRTC(M4) /(1))
T:=(K-L)/(S*R);

"PRINT"T, SAMELINE ,”"S3%“,A:

Lo Ye R

"IFN},A:JS”THBN‘QMGOTO'QNEXTWELSE"WEQOTO“RBTUR.N 5

NEXT:
I'END'? é

3
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APPLNDIX 2

A set of Tables showing the means and standard deviations
of scores obtained on the Personality Tesgt Battery by male
and female subjects. Where comparable norms are given in

the test manuals, these have been included here for readers!
convenience,
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MEARS AND STANDARD DEVIATIONS OF LAGl OF SUBJLCTS (IN YEARS).

Stirling University Sample

AN STANDARD DEVIATION
Men women Men Women
20.50 19.92 4.78 4.53
N = 96 96 96 96

MiANS AND S1aNDaxD DEVIATIONS FOR THE TRALY SCORES OF THE
CATTELL 16 P.F. QUuSTIONNAIRE.

Stirling University Sample

TRALT WANS STANDAKD DELVIATIONS
Men Women Both en Women
A 8.95 11.06 10.0 3,06 3.24
B 9.38 8.99 9.2 1.64 1.99
C 12.67  12.4% 12.5 3,36 424
E 14.67  11.45 13.1 4.35 4456
F 14.38  15.67 15,0 4.70 5.19
G 9.00 10.25 9.6 3.88 3.63
H 10,83  10.27 10.6 474 5.36
I 11.10  12.98 12.0 3 47 3.49
L 9.80  9.08 9.4 3.41 3.08
i 14.17  13.71 13.9 3.82 3.37
N 10.04 9.79 9.9 2.88 3.42
0 11,06  12.82 11.9 3,81 4411
Q1 10.80 9.70 10.3 2.42 2.75
Q2 12.42 11.92 12.2 3,09 3.37
Q3 7.79 8.43 8.1 2.72 3.01
Q4 13.63  15.81 14.7 4.89 4.38

N= 96 96 192 96 96

Both
3.32
1.84
5.83
4.74
4499
5.79
5.07
3.60
3.27
3.61
3.16
4406
2.65
3.25
2.88
477

192
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MEANS AND STAWDARD DEVIATIONS OF THE TRAIT SCORES FOR THE
EDWARDS PukSuyal, PREFERENCE SCHEDULE

HManual Norms for College Sample

TRALT HHANS STANDARD DEVIATIONS

llen Women Both Men Women Both
ach 15.66  13.08  14.38 4413 4.19 4436
def 11.21  12.40  11.80 3,59 5,72 3,71
ord 10.23  10.24  10.24 4.31 4437 4.34
exh 14,40  14.28  14.34 3,53 3.65 3,59
aut 14.34 12.29 13.31 4445 434 4453
aff 15.00 17.40  16.19 4,32 4,07 4.36
int 16,12 17.32  16.72 5.23 4,70 5,01
suc 10.74  12.5% 11,63 4.70 4.42 1.65
dom 17.44  14.18  15.8% 4.88 4.60 5,02
aba 12.24  15.11 13.66 4.93 4.94 5.14
nur 14.04  16.42 15,22 4 .80 4.41 4.76
chg 15.51 17.20  16.35 4.74 4487 4.88
end 12.66  12.63  12.65 5.30 5.19 5.25
het 17.65  14.34  16.01 5.48 5.39 5.68
agg 12.79  10.59  11.70 4459 4.61 4,73
con 11.53  11.74  11.64 1.88 1.79 1.84

N = 760 749 1509 760 149 1509
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Stirling University Sample

TRALT MBEANS STANDARD DEVLATIONS
Men Women Both Men Women Both
ach 15.5 13.0 14.3 4412 5.85 4.17
def 10.4 10.3 10.3 3.47 3487 3.67
ord 9.5 9.5 9.5 4.98 4.86 4.92
exh 15.8 13.1 13.4 5 .86 3.68 3.78
aut 16.8 14.6 15.7 4.43 4,42 457
aff 14.1 16.7 15.4 4405 4e4l 444
int 17.2 17.4 17.3 5.49 4,30 4493
suc 12.3 1443 13.3 4.87 4.90 4499
dom 12,7 8.9 10.8 5415 4.23% 5.08
aba 11.8 15.2 13.5 5.09 4.87 527
nur 15.5 17.7 16.6 5.18 4416 4.82
chg 15.8 177 16.7 4es9 4e49 4.59
end 12.8 12.5 12.6 5.62 5.52 5.57
het 18,3 17.0 17.7 6.14 548 5.86
Agg 13.5 12.1 12.8 4493 4.49 4.80
con 12,1 12.0 12.1 1.78 1.79 1.79

N = 96 956 192 96 96 192
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MisiNS AND STANDARD OEVI TLONS OF THE TRAIT SCORLS FOR THE
GUILFORD/ZTMuERMAN TLMPER MLNT SURVEY

Manual Norms

TRAIT MuANS STANDARD DEVIATIONS

HMen Women Both Men Women Both

G 17.0 17.0 17.0 5.64 5.20 5.46
R 16.9 15.8 16.4 4494 4e73 4 .89
A 15.9 13.7 15.0 5.84 5652 5.82
S 18.2 19.6 18.8 6.97 6.33 6456
L 16.9 15.5 16.3 6.15 5.76 6.02
0 17.9 16.8 17.4 4.98 5.37 5.18
F 1%.8 15.7 14.6 507 4.79 5.06
T 18.4 18.1 18.2 5011 4470 4.90
P 16.7 17.5 17.1 5.05 4.88 5.00
M 19.9 10.8 16.1 3.97 4412 6.05
*N = 523 389 912 523 389 912

¥For all except score T, for which the N's were 116, 136, and 252.
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Stirling University Samplc

TRALT MIEANS STANDARD DEVIATIONS

Men Women Both Men Women Both
G 14.2 14.8 1445 5.04 5.89 5649
R 15.1 14.8 15.0 5.07 4eT4 4.91
A 15.0 12.1 15.5 6+44 5434 6.10
S 15.9 16.1 15.0 6432 6.46 6449
E 14.4 11.6 13.0 6.03 577 6.06
0 16.2 14.1 15.2 5444 5.40 5453
B 15.1 14.6 13.8 5.66 445 5.15
T 19.0 19.% 19.1 5439 4.55 4.99
P 15.1 14.5 1%.8 4.44 4.88 4.72
M 18.6 11.53 15.0 4.29 3.70 543

N = 96 96 192 96 96 192
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MEANS AND SUaNDARD DEVIATIONS OF IHE TRATT SCORusS OF THE
SITUDY OF VALUES [EST

Manual Norms for British Samnle

TRALT MiLANS STANDARD DuVIATIONS
Ifen Women Both Men Women
Theoretical 32.82 30.80 51.81 0.48 5.95
Economic 30.29 26.3%8 28.32 T.15 T.10
Aesthetic 24.34 2T.94 26.15 7.82 T.83
Social 38.90 40.97 39.94 T.51 5.49
Political 26.42 21.64 24.02 T.23 6.82
Religious 27.21 32.27 29.76 12.49 12,76
N = 324 326 550 324 326

Stirling University Sample

TRALYL MEANS STANDARD DEVIATIONS
Men Women Both Men Women
Theoretical 3244 317 3241 6.26 5.50
liconomic 31.3 28 .6 29.9 8.16 6432
hesthetic 28,5 29.5 29.0 9.66 8.26
Social %645 41.1 38.8 6.68 6.52
Political 29.5 4.9 27.2 T.32 .74
Religious 21.9 24.1 23,0 12.07 10.94
N = 96 96 192 96 96

The Standard Deviations for "Both" (i.e. Males and Females combined)
are not given in the Test Manual, and are not therefore cited for

the Sample from Stirling University.
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MiANS AND STANDARD DEV.LATIONS OF THE TRAIT SCORES OF THE

TEST OF SOCILAL INSIGHT

Manual Norms for College Students and Adults.

TRATT MEATS
Men Women
Withdrawal 439 5.42
Passivity 10,96 12,83
Cooperativeness 31.45 3323
Competitiveness 6.3%6 563
Aggressivencss 6.37 3.49
Total Score 21.39 17.36
N = 550 350
Stirlineg University Sample
TRAIT MisANS
Men Women
Withdrawal %.85 3.85
Pagsivity 12.88 12.89
Cooperativeness 27.39 29,77
Competitiveness 744 6.80
Aggressiveness 8.42 6.66
Total Score 26410 23.30
N = 96 96

STANDARD DEVIATIONS

Men Women
2.38 5.10
4.08 4443
4.87 6.01
2.90 2.26
3.62 2.34
6.01 5.04
550 350

STANDARD DEVIATIONS

Men Yomen
2.41 1.96
4.90 3.68
5.72 503
2.87 2.77
3453 2.77
6.78 5.66
96 96
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APPENDIX 3

"Percor" - a computer programme designed to calculate
the Mean and Standard Deviations of the scores for
96 subjects on each of 55 variables; and to perform
all possible intercorrelations for these scores.
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PERCOR;

"BEQIN"
"INTEGER'I,J,P,0
FREALVK, X2T YZT,X T:
MREALYARRAYBM{1:2) ,€{1:2,1:96} ,R{1:55,1:55},Sn{1:2}.A{1:55,1:96},

B{1:2};
POR™I: =1 *STEP” LYUNTTL 27 D0
B{I}:=0;

PPORYI : =1V STEP LMIMITILY 55" DOY
"FOR"J : =1 STEP " 1"UNTIL 554 D0™

R{T,J}:=1;

P:=1;

Q:=2;

“FOR'J :=1"STEPY 1 UNTIL"SG6" DO
YFOR™I =X STEPY 1UNTILY557DON
"READA{I,J};

START:

B{1}:=0;

B{2}:=0;

HPOR"J =1 STEP  1VUNTILTGE"DOY
“BEGINY

B{1}:=B{1}+A{P,J};
B{2}:=B{2}+2{Q,J};

'?E‘ND ;
"FOR'I:=17"STEPY L UNTILY 27 DOY
BM{I}:=R{I}/95:

H“IFYP=1"THEN" *BEGIN"
FIFTP=1UANDY Q=1 THEN" " GOTOSTOP
SPRINT 7L M ~,SAMELINE,P,Q, "82°“,BM{1},""82 % ,BM{2};
STOP:

MEND' 5
SFOR'J :=1STEP" 1" UNTIL 967 DO"
'BEGIN"

c{1,3}:=2{P,0}-BM{1};
c{2,7}:=0{Q,7}-Bu{2};

E‘?I,"ND"

X2T:=0;

Y2T:=0;

XYT:=0:

“FOR I :=1USTEPVLVUNTILIOGY DO
“BEGINY

X2T:=X2T+(C{1,T}42)
Y2T:=Y2T+(C{2,T1}42);
XYT:=XyT+(Cc{1,I}*c{2,1});

%?ENDM

TIFP=1PTHEN" ' BEGIN®
TIFYP=1VANDYQ=1"THEN"""GOTO"BACK ;
SD{1}:=8SQRT(X2T/96) ;
SD{2}:=SQRT(Y2T/96);

TPRINT" "L Sp *,SAMELINE, "S2%“,Sp{1},”"s2~%,sSD{2};
BACK:
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ENDH 3

K:=(1/2);

R{P,Q}+=XYT/((X2T#Y2T)4K) ;

R{Q,P}:=R{P,u}:

Q:=Q+1;

2 IFQ?Q:SE:;"W‘HENN

HBEGINY

P:=P+1:

Q:=P+1:

TEND :

IFMP=55"THEN""GOTONFIN
CIFTP=2"ANDUQ=3"THEN""PRINT" ““L> D MACK - CORRELATIONS S
"GO TO'START

FIN:

HEOR"P:=1"STEP"1MUNTIL 'S5 DOV

TPOR™Q =1 STEPY L UNTILY S5 DoH

UPRINTY L™ R™,SAMELINE,P,Q, "S4™,R{P,Q}:
ﬁBNDH;
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APPENDIX 4

Letters sent to all subjects.
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DEPARTMENT OF PSYCHOLOGY

Dear

I am writing to ask for your help in some research on
which I am presently working. The work for which I require your
help consists of two sessions for the completion of five quest-
ionnaires, followed at a later date by one experimental session.
Bach session will last approximately l%-hours.

The questionnaires give an assessment of various person-
ality traits, and the results are, of course, confidential.
(If you wish, your own score will be given to you personally, but
it will not be available to anyone else.) At the present stage
I cannot disclose the nature of the experiment, but will be quite
happy to discuss it with you in the future when the work is
completed. In the meantime I would be grateful for your help in
completing the questionnaires.

If you are prepared to help, I would like you to come
to the Main Lecture Theatre ror the two questionnaire sessions
on t-

LR AL B BN X BN BN NI N N Y LI BN B R BN B 2K 2 2 BN ) at ® ® 90 @98 o0 p'm.

and. ® 88 8 008 s e ® 65 0 09 0800690 at * 0 20 0 0 0 s p.m.

While I realize that the time involved is considerable,
the work is not at all stressful or over-demanding, and it provides
an opportunity whereby you can compare various aspects of y our
own personality with the norm of the student body as a whole.

If you cannot attend the first session, please leave a note
or come and see me in Block D Room 13, so that we can arrange an
alternative time.

Trusting you will be sufficiently interested to take part
in this research project, I anm

Yours sincerely,

David Mack.
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DEPARTMENT OF PSYCHOLOGY

Dear

Since I last wrote to you asking for your help in
my resesrch project, on searching through the guestionnaires
completed at the testing sessions, I notice that you were
not present at the times requested. I realize that you may
simply have forgotten, or that the times suggested wore
inconvenient for other reasocons.

It is important that as many students as possible
are tested and I would still like you to take part in the
project. As the centire rescarch project cannot be completed
without these results, I would stress that your heln is vital,
and I ask you to make every effort to help. Please complete
the attached slip and return it to me as soon as possible,
Thanking you for your help, I am,
Yours sincerely,

David Mack
Room D10

L B B BB B B B B B BE N AN B B BN N BK BU BN IR NN BN R BN S B N Y B N N RN B B N BN R B R R NN RN A N B R N R R B R R Y

veee (2) I sbail be willing to help and will complete the
remaining guestionnaires (in Room D10) on -

L B I I I B I I Y I I BB AN A D e 6P 0 O e e e aa.t 4 ¢ @ 00 20 e v e

(dzy) (date) (time)

eses (b) I do NOT wish to give any further help in the research
project.

(5i8NEA)E vevesesevevrensnsssss Student Registration Noe: cevinees



DECARMENT OF PSYCHOLOGY

Dear

I would like to thank you for your help already given, and to
ask if you are willing to help again. The results so far obtained
from you can only be useful if they are combined with data gathered
from the experimental session.

The se¢ssion will lest for approximately 30 minutes and will
be held in the Communications Laboratory (Room D.10). 4s it is
best that you approach the experimental scssion with an "open
mind", I cannot disclose the nature of the experiment at present,
but will be quite happy to discuss it with you at a later date
when the work is compnleted. In the meantime I would be grateful
if you would call at Room D.10 to arrange o suitable time for the
experimental session.

It is dmportant that vou trvy to call within the next few days
as I want to distribute scores before the end of the present
semester and this cannot be done until everyone has completed
the tests.

Thanking you for your help, I am

Yours sincerely,

David Hlac
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APPTNDIX

A sample Data Recording Sheet.
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ORDING SHELET CANE »

Player 'A': 4tocvcovccnsesees ScOre: e...... OSBEX

GROUP

Player "B': ceveeveceecesaas SCOTE: vevoess

ATTEMPT

an

TRIAL

N1

6

\‘M

25

26 "
-

27

28

29

30

T }
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APPLHDIX 6

Instructions to subjects. In the following instructions
round brackets, ( ) indicate that with female subjects

AN

the word inside the brackets is substituted for that
immediately preceeding it.

Square brackets, ;7, indicate steps to be taken by the
experimenter at th:t particular stage in the administration
of instructions to subjects.
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LINSTRUCTIONS GIVEE w0 4LL_SUBJLCTS

"For the experiment today, I want you to take part in an

12

experimental game involving two people - yourself and one other
male (female). For the purposes of the game I want you to imagine
yourself as the reprusentative of & local manufacturing company
which has just won a valuable contract from a buyer in the south
of England. As the firu's representative, your job is to ensure
thet its profits are as high as possible. The profits on the
oresent contract depend entirely on how quickly you can deliver
the goods to the buyer - the quicker you deliver them, the more
profit you meke. Therc are only two suitable ways of transporting

the product - by Freightliner, which is a fast efficient service,

and by normal Geoods Train which is slower and less relisble,

A second company, represented by the other player in the
game, also has a contract for the delivery of goods where profits
also depend on speed of delivery, and the same methods of transport
are available. Now, while it 1s obviously to the advantage of

both companies to send goods by Freightliner, there is a problem

in that there are not enough containers available to take both

companies goods by Freightliner at the same time. As a result,

during the coursc of the game you must come to some arrangement

with the other player over the use of the transport available.
In addition to the two methods of transport, a third

choice is available - to Wait and allow the other person to

send his (her) goods by Freightliner first and then to send your

goods by Freightliner afterwards. Because there are not enough

containers available, should both players choose Freightliner

at the same tine, a blockage will occur. This blockage means a
delay will ensue and, since profits depend on speed of delivery,
the profits to be made on the batch of goods will be smaller.

Similarly, should both players choose to Wait at the same time,
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a blockoge and delsy. sccompenied by a loss in potential profit,
will occur. Yhis is because Player 'A' decides to Walt and allow

Player 'B' to use Freightliner first; Player 'B!', at the same time,

and unknown to Player 'A!', also decides to Wait. As & result both
e ] ——————rs

players wait and then, later, try to send their goods by Freightliner

simultancously. Once again, there are not enough containers
available and a blockege and delay occurs. The plan of the gane
is shown on the matrix board in front of you. Therc you will see
six metrices. The top left-hand one is illuminated. You will
find yourself listed =t the left-hand side of the matrix together

with your three available cholces - Freightliner, Wait, and
£TE] 9

Goodg train. The other player is listed at the top of the matrix.

To calculate your possible profit, you read across the matrix in
rows, taking the left-hand figure in each square ns the amount you

may gain. Thus you can s.e that if you choosc Freightliner, then

you will gsin 20 points, unless the other wnlayer also chooses

Preightliner, when a blockage will occur. ILikewise, if you choose

to Wait, you will gain 15 points unless the other player also chooses

to Wait, when a blocksge will occur. If you choose Goods Train, then

you will gain 10 points, regardless of what the other player may
choose.
As h-s already been explained, if Loth players choose

Freightliner at the same time, or Wait at the same time, then a

blockage occurs and the potential profit is lowered. This delay
and blockage giving a lower profit is represented by moving to the
second matrix which I have illuminated for you now. Zf'Here the
experimenter shifts the illumination from Matrix 1 to Matrix 2~7.
Here you can see thnt the situation is exactly the same as before -
you are listed in the same place and have the same three choilces

as before, the only difference is that the possible profits are
lower. Wherens before you could gain 20, 15, or 10 points, now you

can only gain 15, 10, or 5 points. Since you still have three



alternatives {rom which 1o choose, it is possible that you may

block again, in which case you move down to the next matrix which I
have illuminated for you now. ZﬁHere the exverimenter shifts the
illumination from Matrix 2 to Matrix 3m7 Here you can see that the
situstion is again the same as before, but the profits are lower
still - 10, or 5, or nothing at all. Should you block again, we
move down another matrix, Zfﬁere the experimenter shifts the
illumination to lMatrix 4;7, where the profits are again lower. And,
each time you block, we continue to move down a matrix Zfﬁxmerimenter
moves illumination to Matrix 5_7, and each time the profits decrease;
until finally we arrive a2t the sixth matrix in the bottom right-hand
corner of the matrix voard which I have illuminated now Here the
ex-erimenter shifts the illumination to Matrix 6m7 Here you can

sev th»t no matter what you do, you are going to suffer a loss @

-5, =10, or -15. Obviously the best you can do here is %o make

the loss as small to yourself as possible. If on this sixth attempt
you 8till fail to send the goods - that is, you both choose

Freigntliner or it and cause y.t another blockage - then,

remembering that by the tine you arrive st the sixth matrix you have
already h«d five delays in trying to send the same batch of goods,
we invoke a penalty clause in the contract which states that for
failing to deliver a batch of goods on time, ench player suffers a
loss of 25 points. That is, if you block on the last matrix you
lose 25 points. Now, when you have sent a batch of goods, whether
it be on the first attempt, or the third attenpt, or the sixth
attenpt, or if you don't mansge to send goods and suffer a loss of
25 penalty points, then we always return to the top~left-hand corner
and the first matrix and begin sending another batch of goods.
Zﬁﬁere the experimenter returns the illumin-tion to the first
matrix;7, You will be required to send several batches of goods in
this way.

To keep an account of your own profits and losses throu hout
¥ J P
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the game, you will find beside the microphone a counter which
registers 100 points., This hundred points is given to you as a
sort of working capital and, as we go through the game, when you
make a profit we will add to it; when you make a loss we will
subtract from it, so thet at any point during the game you can see
how well or how badly you are doing. At the end of the geme this
100 points will be subtracted so that the counter will show the
amount which you yourself have won or lost in the course of the
experiment.

Regarding the actual running of the experiment, there are
one or two minor points. Firstly, we always work on the illuminated
matrix, so thaet you can sce at a glance the possible profit you can
make from your next choice. Secondly, you always choose independently
of the other pleysr. That is, ench player chooses without knowing
what the other player is choosing. What happens is that T will
ask you for your choice, you'll give it; I'1ll ask the other player
for his (her) choice, he (she) will give it then I will come back
and tell you how both playecrs chose, for example, "Player 'A!' went

Goods Train, Player 'B!' went Goods Train." Whereupon I will adjust

your counter, in this example by adding 10, snd then we will begin

another new batch of goods".
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SUPPLEMENTARY IfSIRUCTLONS FOR SUBJHCTS IN GAME I ONLY

"I have explained to you how to calculate your own profit;
as yet I heven't said anything about the other person's profit. To
calculate this you read the matrix from the opposite direction. For
your own profit, you read across the matrix in rows and take the
left-hand figure as I have already explained. To calculate the other
person's profit, you read down the matrix in columns and take the
right-hand figure to represent his (her) potential profit. You can

see thet if you yourself choose Freightliner then you will gain 20

points unless there is a blockage. Reading the othor way for the

other person's profits, if he (she) chooses Freightliner, then

reading down in columns and taking the right-hand figure, you can
see¢ that he (she) will also get 20 points unless there is =a blockage.
Similarly, if you choose to Wait then you will gain 15 points
unless there is a blockage. If the other person chooses to Wait
then you can see thst he (she) will also get 15 points unless there
is a blockage, and so on throughout the game.

Finally I want to stress th-t your object in the game is
to meke as much profit as possible for yourself. There are six cash
prizes for the six people who make most profit over the whole
experiment. Your object is to do well enough in order to win a

prize for yourself."
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SUPPLEMENTARY INSTRUCTIONS FOR SUBJECTS IN GAME IT ONLY

"I have explained to you how to calculate your own profit;
ag yet I haven't said anythinglabout the other person's profit. To
get some idea of this you read the matrix from the opposite direction.
For your own profit, you read across the matrix in rows and take the
left-hand figure as I have already explained. To calculate the other
person's profit you read down the matrix in columms and take the
right-hand figure to represent his (her) potential profit. However,
you will see that there are threc right-hand figures in each square.
All this really means is that you don't know guite how much the
other person will get. 7You can sce that if you yourself choose

Freightliner then you will gain 20 points unless there is a blockage.

Reading the other way for the other person's profits, if he (she)

chooses Freightliner, then reading down in columns and taking the

right-hand figure, you can s-c¢ that he (she) will get either 25
points, or 20 points, or 15 points - you don't know which. That is,
he (she) may get the same as you, or he (she) may get a bit more,

or he (she) may get a bit less. Similarly, if you choose to Wait
then you will gain 15 points unless there is a blockage. If the
other person chooses to Hait, then you can scc that he (she) will

get either 20, or 15, or 10 points; and so on throughout the game.
The important thing to remember is that the other person always works
at the same level of profit. That is, if he (she) gains 25 points by

using Freightliner, then he (she) will gain 20 by waiting, and

15 by using Goodg Train. If he (she) gains 15 points by using

Freightliner then he (she) will gain 10 by waiting and only 5 hy

using Goods Train. In other words, he (she) works at the same

level of profit all the way through. He (she) either gets the top
figure, or the middle figure, or the bottom figure. Also while
you know your own profit and have some idea of how much the other
person gets, the other person knows his (her) own profit and has

some idea as to how nuch you get.



Minally 1 want o stress thet your object in the game
is to make as much profit as possible for yourself. There are
six cash prizes for the six people who make most profit over the
whole cxperiment. Your object is to do well enough in order to

win a prize for yourself."
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APPENDIX 7

In the appendix which follows, the choices made by the
DPleyers in each dyad are given in the order in which they occurred
(reading by row). In each case, the choices are listed alternately,
the first figure referring to the first subject listed, the second
figure to the second subject listed, the third to the first subject,
the fourth to the second subject, and so on.

The numerals 1, 2, and 3 indicate the choices "Freightliner",
"Wait", and "Goods Train" respectively. Where the figure 4 occurs it
indicates the end of a single trial; 5 indicates the termination
of the experiment for the dyad.
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APPENDIX 8

The total joint payoff acquired by dyads in each
of four experimental groups for TRIALS 1 - 30,
and for each of six blocks of trials.
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Total Joint Payoff to dyads in each of four experimental groups,
for TRIALS 1 -~ 30.

MI FI ‘ MII PII
790 980 790 730
665 880 805 840
310 830 840 1005
715 715 855 1010
680 810 155 860
790 770 725 825
890 725 970 685
600 765 840 710
590 720 770 830
905 585 750 825
665 435 955 695
720 440 635 795
585 895 535 890
695 825 905 725
870 895 =585 765
910 675 490 795
715 625 805 970
710 640 530 695
755 585 565 835
740 670 825 770
610 145 375 710
775 120 710 785
885 400 890 635

615 565 455 515



~ 216 -

Total Joint Payoff to Male dyads in GAME I for each of six blocks
of trials 3

TRIALS
1 -5 6 - 10 11 - 15 16 - 20 21 - 25 26 - 30

130 115 135 95 160 155
120 70 105 115 80 175
20 ~-15 85 85 40 95
80 135 85 145 135 135
120 25 125 135 125 150
130 115 130 115 135 165
155 115 160 175 160 125
70 150 130 105 115 30
120 85 125 100 40 120
105 120 155 175 175 175
105 75 130 130 165 60
135 80 130 55 145 175
85 35 170 120 75 100
130 105 160 125 55 120
120 140 125 145 165 175
150 95 165 150 175 175
115 110 130 155 100 105
55 105 135 155 85 175
115 150 75 140 150 125
155 135 140 125 135 50
80 50 115 125 145 85
145 125 135 125 105 140
165 85 160 150 165 160
75 145 140 20 135 100
Mean = 111.667 98.333 131.042 123,542 123,542 127.917
Median = 119.375 107.50 132.00 126.875 135.625 130,00
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Total Joint Payoff to Female dyads in GAME I f_r each of six blocks
of trials ¢

- TRTALS

1-5 6 ~ 10 11 - 15 16 - 20 21 - 25 26 - 30
160 160 175 175 160 150
120 140 125 170 160 165
135 135 150 155 145 130
155 140 65 110 105 140
135 130 130 160 145 110
155 95 175 165 50 150
145 120 110 110 115 125
115 140 120 100 165 125
110 155 120 110 60 165
40 105 50 125 150 135
130 115 55 5 100 50
60 100 5 60 g0 125
155 120 165 105 175 175
155 80 145 145 145 155
140 155 160 145 155 140
115 155 15 120 125 145
155 40 135 115 60 120
65 115 95 140 85 140
15 50 -15 125 175 175
130 130 145 125 80 60
60 160 - 145 125 100 155
140 50 ~50 =25 10 -5
95 125 105 ~-15 115 -25
90 20 65 135 80 175

Mean = 118.125 113,125 98.75 111.042 113.75 124.167

Median = 131.25 122.50 121.25 124.375 116.25 140.00
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Total Joint Peroff to Male dyads in GAME IT for each of six blocks
of txinls 3

TRIALS
1 -5 & - 10 11 - 15 16 - 20 21 - 25 26 -~ 30
145 100 135 80 165 165
135 150 90 160 140 130
130 110 135 160 155 150
135 155 140 140 155 130
5 0 20 ~-80 70 70
135 110 125 110 110 135
155 140 170 175 165 165
105 150 110 145 155 175
150 100 145 130 130 115
140 150 125 125 130 80
155 165 160 1560 160 155
115 125 115 65 145 70
80 55 80 60 175 85
55 170 175 175 175 175
-90 45 -250 -15 -25 -250
145 65 135 25 45 75
110 125 155 155 125 155
110 80 60 75 50 155
60 0 125 135 130 115
155 80 150 150 140 150
55 115 95 145 -110 15
45 145 120 105 140 155
145 165 160 155 150 135
10 115 130 80 15 45
Mean = 105.958 108,958 107.708 108.125 112.083 108.750
Median = 122.50 116.25 127.50 132.50 140.0 132.50
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Total Joint Fayoff to Female dyads in GAME IT for each of six blocks
of trials :

Mean
Median

1-5

75
115
155
155
120
130

70
165
120
165

55
105
135

95

80

85
145
140

65

20
110
125

70

85

107.708
112.5

6 - 10

145
170
165

55
140
140
140
130
140
125

5
135
125
110
145
160
170
120
150
150
110
145
115

95

135.625
140.625

11 - 15

90
160
170
175
150
110
110

45
150
110
125
155
135
130
135
130
155
145
155
145
140
135
115
100

132.083
136.667

TRTALS
16 - 20

150
160
165
175
150
145
155
145
160
140
135
135
165
140
135
155
170

95
175
175
150

95

95
110

144.792
150.0

21 - 25

155
140
175
175
150
170

85

75
130
145
140
145
175
135
145
120
160
120
175
105

70
160
145

25

134.167
144.375

26 - 30

115

95
175
175
150
130
125
150
130
140
165
120
155
115
125
145
170

75
115
175
130
125

95
100

153%.125
130.0
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APPENDIX 9

lledian Scores per dyad over 30 trials for each
of four experimental groups.



MI

34.239
26.389
33,33%
27.500
27.500
23,500
23,750
264667
53.750
3%.864
27.500
32.813
33.750
254357
244167
25.833
23,214
26,591
27.500
33,088
15.277
26.250
32,813
25.8%3

- 221 -
FI

28.333
30.000

32,81%
34.167
30.417
27.500
28.214
26.500
26.389
25.357
23,750
26,250
33553
32,500
32,500
25.833
27.500
25.500
26.500
25.625
30.000
32,500
22,500
15,000

MIT

53.555
30,500
27.500
32,500
22.500
26.250
34,091
33.33%
27.500
28.750
5334353
26.667
26.667
34,375
~48.167
23.929
32.500
23,500
25.357
32,813
25.000
23,125
33,188
22.500

FIT

29.500
31,667
34.239
34.615
29,700
30.000
27.500
30,000
27.083
30,000
25.000
27.500
33.555%
25.000
26.136
26.944
33.553
25,625
34.239
33,086
24.773
26.250
25.000
22,500
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APPENDIX 10

The total numher of steps to criterion as required
by dyads in each of four experimental groups, for
TRIALS 1 - 30, and for each of six blocks of trials.
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Total Number of Steps to Criterion required by Male dyads
in GAME I :

TRIALS
1 -5  6-10 11-15 16-20 01-25 26-30 1-30
8 10 7 12 5 7 49
10 15 11 11 11 5 63
20 17 14 14 15 13 93
13 9 14 8 8 9 61
9 15 9 8 9 7 57
8 11 8 11 9 6 5%
6 9 6 5 6 9 41
12 6 8 10 10 15 61
10 14 10 12 15 10 71
9 10 7 5 5 5 41
11 11 9 9 6 16 62
9 11 9 16 8 5 58
12 14 5 10 14 12 67
T 9 5 6 12 8 41
10 8 10 8 6 5 47
7 12 6 7 5 5 42
9 10 9 7 9 9 53
13 12 9 7 14 5 60
10 7 11 8 7 10 53
6 8 7 9 9 13 52
13 16 11 9 8 14 71
6 9 9 10 12 8 54
5 13 5 6 5 6 40
13 6 7 17 8 11 62
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Total Number of Steps to Criterion reguired by Female dyads
in GAME I

TRIALS
1-5 6-10 11-15 16-20 21-25 26=30 1-%0
6 6 5 5 6 T 35
7 6 7 5 5 5 35
7 T 7 8 8 7 44
6 7 12 9 12 8 54
T 8 7 6 7 9 44
6 11 5 6 16 7 51
6 8 9 10 9 9 51
8 7 7 8 5 9 44
11 7 10 10 1% 6 5
14 11 13 7 6 8 59
9 10 15 15 10 17 76
12 13 18 13 10 10 75
6 9 6 10 5 5 41
7 15 T 8 8 7 52
7 5 5 6 6 7 36
9 5 16 9 10 8 57
6 17 8 11 13 10 65
12 9 10 7 10 6 54
15 17 17 10 5 5 69
9 8 8 10 14 1% 62
15 6 7 9 11 T 55
8 16 21 18 18 22 103
11 9 11 19 11 18 79
12 17 15 9 11 5 69



Total Humber of Steps to Criterion renuired by Male dyads

in GAME IT :
1- 6-10
1 12
9 7
9 8
8 1
15 19
8 11
5 6
12 6
6 10
T 7
g 5
11 10
14 15
13 5
21 18
5 12
11 9
10 14
16 19
1 10
13% 11
13 8
8 6
14 10

11-15

9
13
8
8
17
10
5

9
6

10

5
10
14

I
4

50
9
9

13

10
1

15

10

-

6
9
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Total Number of Steps to Criterion required by Female dyads
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APPENDIX 11

The total number of blockages on strategy-choice 1
made by dyads in each of four experimental groups
for Trials 1 - 30, and for each of six blocks of
trialse.



1-30

26-30

21-25

TRTIALS
16-20

~ 228 -
11-15

6-10

e/

The total number of Dloeksges on strategy-choice 1 for Msle

dvads in GAME I

1-5

15
32
65
28
24
21
30
26
29
16
17
10
19
30
23
18
31
22
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TRIALS
16-20 21-25 26-30 1-30

11-15

The total number of blockages on strategy-choice 1 for Female
6-10

dyads in GAME I =

1-5

12
18
12
17
19

8
27
25
48
47
10
18

5
28
31
20
40
29
20
75
49

1*ﬂv9h9w2/9hA%9h1*Z/ﬂuajnu1;1;z/Aw1*nquo_wumunu

nunVQhAVQ_0/2)0uo/1¢m/AuﬂvﬂziﬂﬁJQJA%nuvan%uuAUVI
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The total number of hlecksges an strategy-choice 1 for Male
©

dyads in GAME IT s

TRIALS

6-10 11-15 16-20 21-25 26=-30 1-30

1-5

21
70
12
14
23
2
36
121
40
22
43
40
13
52
27
15

12027310471890072250723M
NN
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The total number of blookages on strategy~choice 1 for Female

dyads in GAME IT :

TRIALS

16-20

26-3%0 1-3%0

21-25

6-10 11-15

1-5
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APPENDIX 12

The computation of partition of chi-square for TRIAL 1,
and tables giving the frequency of occurance of each
strategy choice on the first step of each of Trials 5,
10, 15, 20, 25, and 30, and the tables derived from the
computation of the accompanying partitions of chi-square.
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The Somputation of Partition of Chi-Sguare

The partition of chi-square for the frequency of each
strategy-choice on the first step of TRIAL 1 is calculated as below,

using the data given in TABLE 9 of the text :-

<2 (30 - 192/12)2 + (31 - 192/12)2 + (32 - 192/12)2 +
total 192/12 192/12 192/12
(26 - 192/12)2 + (13 - 192/12)2 + (13 - 192/12)2 +
192/12 192/12 192/12
(13_- 192/12)2 . (9= 192/12)2 . (9 - 192/12)2 .\
192/12 192/12 192/12
2 2 2
(5 -192/12)" (3 -192/12)° (8 .- 192/12)
192/12 192/12 192/12
= 145 +15° +26° 4 10° + 3(=3)° ¥ 2(=7)% (-11)%+ (-13)°
16
2
+ (-8)
16
= 1256
16
= 78.50
2
=0
x2 = 0



2
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2

(119 - 192/3)7 | (44.-192/3)" , (29 = 192/3)
192/3 | 192/3 192/3

]

552 4 (=20)° + (=35)°
64

4650
64

72.6563

il

= 0

) {361 - 192/6)% + (58 = 192/6)% + (22 = 192/6)° + (22 - 192/6)°

192/6 192/6 192/6 192/6
(13 - 192/6)2 + (16 - 192/6)2 - sz - xzc
192/6 192/6 _
= [%92 L 26° + 2(--10)2 + (<19)° + (-16)?J - XZ} - x°
35 \ C

i

g%gg - 0.0 - 72.656%

0.2812

il
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e

2 62 -192/0” | (a7 - 192/6)% | (26 - 192/6)° , (18 -192/6)° |
BC 192/ 192/6 192/6 T 192/6

(8- 192/6)° _ (21 - 192/6)° 2 2
19275 192/6 “*p ~*g

~ (30° + 25% + (=6)% + (<14)% + (-24)° + (-11)% o 2 5P
B 32 | B c

§§%§— = 0.0 = T2.6563
= 4.0312
x2 = x2 total x2 - x2 x2 x2 - x2
ABC T otal =X 4 B~ %*¢ ™ % ac BG

78.50 = 0.0 - 0.0 = 72.6563 = 0.0 - 042813 - 4.0312

It

1.5313

tl

These calculations are summarized in TABLE 10 of the
text. The frequency of occurance of each strategy-choice on the
first step of TRIALS 5, 10, 15, 20, 25, and 30, and the summary

tables of the accompanying partitions of chi-square are as follows :-
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IRIAL 5
Choice T MIT FI FIT
1 33 29 30 25
2 12 16 12 19
3 3 6 4
Frequencies
Source Chi-Square af X2 eritical value
Total 84.875 11 19.680
A 0.0 1 3 .84
B 0.0 1 3.84
c 80.2813 2 5.99
AB 0.0 1 3.84
AC 3.,2187 2 5.99
BC 1.1562 2 5.99
ABC 0.2188 2 5.99

Partition of Chi-Square




TRIAL 10
{Choice MI MIT FI FIL}
1 31 3] 33 o1
13 14 9 23
4 b 6 4
Frequencies
Source Chi-Square af x2 critical wvalue
Total 89.50 11 19.680
A 0.0 1 3.84
B 0.0 1 3 .84
c 77.1563 2 599
AB 0.0 1 3.84
AC 5.9062 2 5499
BC 1.5%12 2 5.99
ABC 4.9063 2 5.99

Partition of Chi-Square
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TRIAL
Choice MI MiI FI FIT
1 31 27 31 31
16 18 12 13
3 5 4
Frequencies
Source Chi-Square af X2 critical value
Total 92.750 11 19.680
A 0.0 1 3.84
B 0.0 1 3.84
C 90.0313 2 5.99
AB 0.0 1 3.84
AC 0.4062 2 5.99
BC 1.9062 2 5499
ABC 0.4063 2 5.99

Partition of Chi-Saguare




..,259..

TRIAL 20
Choioe MI MIT FI FII)|
1 29 32 33 32
2 16 14 12 12
5 3 2 ' 3 4
Frequencies
Source Chi-Square df : x2 critical wvalue
at o = 0.05
Total 105.25 ' 11 19.680
A 0.0 1 3.84
B | 0.0 1 3.84
c 10%.875 2 5.99
AB 0.0 1 3.84
AC 0.1250 2 599
BC 0.8750 2 5.99
ARG 0.3750 2 5.99

Partition of Chi-Square




TRIAL 25
Choice MI MIT I FiI
1 29 29 29 36
15 17 15 9
4 2 4 3
Freguencies
Source Chi-Square af x2 critical value
at a = 0.05
Total 100.750 11 19,680
A 0.0 1 3.84
B 0.0 1 3.84
C 9645938 2 5.99
AB 0.0 1 3.84
AC 0.5937 2 5.99
BC 1.2187 2 5.99
ABC 2.3438 2 599

Partition of Chi-Sguare
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TRIAL 30
Choice MT MTI FI FIT
1 29 30 32 25
2 17 16 14 22
3 2 2 2 1
Freguencies
Source Chi~Square arf x> critical value
Total 97250 11 19.680
A 0.0 1 3.84
B 0.0 1 3 .84
¢ 93%.4063 2 5.99
AB 0.0 1 3,84
AC 1.3437 2 5.99
BC 0.2187 P 599
ABC 2.2813% 2 5.99

Partition of Chi-Sguare




APPENDIX 13

"Anova' - a computer programme designed to compute
an analysis of variance for each personality trait
(V) on each of 30 trials, where the traits are
grouped according to first strategy-choice (TR)

?
on the trial, and where N = 96,
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ANOVA ¢
"BEGIN'VINTEGER"I,J,K,TR,N,TRT,V,COUNT ,Z;
TR:=83;TRI:=30;COUNT:=0:

VezH:

N:=96:

“BEGINT
”INTEGER””ARRAY”A{lsTR}33{1:N91:TRI};
"REAL"SSA,S3W,SST ,MSA ,MSW, T, S2CT,C,F;
"REAL””ARRAY”S{l:TRﬁl:N},SCT{l:TR},P{l:N,l:V};
"FORYI 1 =1V STEPYI"UNTIL TR DO

FFOR™J ¢ =1USTEPY L UNTIL N DO
8{1,J}:=0;,
TFORMI:=1"STEP 1 UNTIL N"DO"

"FOR"J :=1"STEPY1"UNTILY TRI"'DOY
"READ'D{I,J};

YFORMI :=1YSTEPY1VUNTIL"N"DOH
"FORYK:=1"STEP"1"UNTIL V! DOY
“READP{I,K};

“FOR"J 1=1"STEP1"UNTILYTRIYDO™
"FORVK:=1"STEPY L TUNTILV DO

"BEGIN®

"FOR"I:=1"STEPY1"UNTILY TR DO
PFOR"Z:=1"STEPY LVUNTIL N DO"S{I,%}:=0;
”FOR”I:=l”STEP”l”UNTIL"TR”DO”A{I}:21;
"FOR"I : =1 STEP" 1MUNTIL N DOV

"BEGINY

S{D{I,0},A{D{1,3}}}:=P{I,K};
A{D{I,J}}i=a{D{1,T}}+1;

HENT ;

YFORMI :=1"STEP* 1YUNTIL TR DO

"BEGIN™

A{I}:=p{I}-1;

SCT{I}:=0;

HENDY :

SSA:=T:=820T:=0;
"FOR"I:=1"STEP"1"UNTIL"TRY DO

Y?BEGINH

"FOR"Z:=1"STEPY1"UNT IL N'"DO"

TREGINY

SCT{I}:=8CT{1}+3{I,7};
S2CT:=82CT+S{I,2}12;

T:=T+S{I,%};

YENDY :

“PRINT"SCT{I};



iFORSBI -l! oqﬂbpﬂl?h N-Tzr gannDOn

SSA:=(SCT{I})+2/A{T}+83A;

SSA:=8S8A~Cy

MSA:=SSA/(TR~1J:

SST:=82CT~-C:

SSW:=88T-58A

MSW:=SSW/{}-TR):

F:=MSA/MSW;

COUNT :=COUNT+1;

HITYF<3"THEN""QOTOHKT ¢

"PRINT'COUNT ,SAMELINE, “"S1™" ,J,”"S1 " ,K;

UPRINTW LN, ’“RﬁﬂTMENTS“ SAMELINE, " 788 ,8S8A,”"S3%“ ,MSA;
YPRINT““L™“, "WITHIN GQuUFS“,SAMELIV? “°Se™"~ ,88W,77S3 " ,MSW;
’PRINm””i““, “TOTAL™ ,SAMELINE, “7"S12%" ,SST:
"PRINT" L~ , P~ ,SAMELINE,.F;

NXT:

HENDT

HENDY :

HEND?:E



