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Figure 1. Screenshot of the workshop in progress. Images of all
participants shown are reproduced with their consent.

Abstract

Following Dr. Stephanie Forrest of Arizona State University’s
keynote presentation there was a wide ranging discussion
at the tenth international Genetic Improvement workshop,
GI-2021 @ ICSE (held as part of the International Confer-
ence on Software Engineering on Sunday 30th May 2021).
Topics included a growing range of target systems and appli-
cations, algorithmic improvements, wide-ranging questions
about how other fields (especially evolutionary computation)
can inform advances in GI, and about how GI is ‘branded’
to other disciplines.

We give a personal perspective on the workshop’s proceed-
ings, the discussions that took place, and resulting prospec-
tive directions for future research.

1 GI 2021

The tenth international workshop on Genetic Improvement
was held as a fully-online event (Fig. 1) using Clowdr in
conjunction with ICSE 2021. The full programme and
list of accepted papers, with links to videos, can be found
at http://geneticimprovementofsoftware.com/events/

icse2021.html. This year represented a consolidation of
the workshop. As the topic of GI has grown and found pub-
lications in other venues, parallel GI workshops have been
hosted in multiple conferences in recent years since the first
workshop at GECCO 2015, with three separate events run-
ning in 2020 (ICSE, GECCO and WCCI). The virtual set-
ting allowed the community to meet in a single event while
still drawing attendees from multiple communities. As such,
the number of attendees at GI 2021 reached 34, and fea-
tured eleven papers [1], [2], [3], [4], [5] (Winner Best Presen-

tation), [6], [7] (Winner Best Paper), [8], [9], [10], [11], in
addition to the keynote talk and an extensive time of discus-
sion. This year the workshop was also complemented by a
tutorial at the Genetic and Evolutionary Computation Con-
ference (GECCO) 2021, organised by ACM SIGEVO [12].
The tutorial serves as an introduction to GI and call for par-
ticipation in the community, with the workshop providing an
ideal forum for that participation to flourish.

The workshop keynote and all of the pre-
sentations were recorded and are available via
YouTube https://youtu.be/LVLdIb18cBg?list=

PLI8fiFpB7BoKDaxvS7SQp0iA7fN7rrvDD).

Particpants came from across four continents and seven-
teen time zones. (An edited record of last year’s workshop
was published in the ACM SIGSOFT’s Software Engineering
Notes [13] therefore we do not repeat that information here.)

2 What is Genetic Improvement

Genetic Improvement (GI) is a branch of Artificial Intelli-
gence (AI) and Software Engineering which applies optimi-
sation to improve existing programs. It is always possible
to compare the new code with the existing code (effectively
treating the program as its own specification) allowing GI
to make measurable improvements to today’s software. Im-
provements may be functional (e.g., does the new code have
fewer bugs? does it have a new feature? does it give more ac-
curate answers?) or non-functional (e.g. does it have better
battery life? is it more reliable?)
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3 The Programme

Perhaps it is the relatively small scale of the community, or
simply the people involved, but the GI community is one
of the most collegiate and friendly groups of researchers I
have the pleasure to be a part of. As is the norm at these
events, generous time allowances were made for discussion
following each talk, with a mixture of formats: 15 minutes +
10 for questions for technical papers and 2 minutes + 8 for
discussion for position papers.

The workshop began with an invited keynote given by
Dr. Stephanie Forrest, director of the Biodesign Center for
Biocomputing, Security and Society at Arizona State Univer-
sity, on the topic of Engineering and Evolving Software. The
major theme of the talk was that GI, as it is practiced today,
is not leveraging all the power of evolutionary computation,
while evolutionary computation itself is a pale imitation of
natural evolution. In order to solve bigger and more real-
istic problems in software improvement, we need to look at
moving beyond single repairs, and the basic code mutation
operators of copy, delete and some form of swap or move.
Typically GI mutation acts, e.g. via the program’s AST,
to change the source code before compiling and testing the
modification. We also need to better understand the ‘land-
scape’ of software mutations: i.e., the relationship between
mutation operators, search algorithms, and optimisation ob-
jectives. This includes more use of gene-gene interaction
(epistasis), better understanding of the software mutational
robustness (neutrality) in these landscapes, understanding
evolutionary drift, and thinking more seriously about selec-
tive pressure, so we can design algorithms that more effi-
ciently and more effectively explore and exploit the space.
Stephanie also explored how software development already
shows aspects of natural evolution as libraries and compo-
nents are recombined and incrementally added to build new
systems. She also left an open challenge to the community:
what could we do with the same amount of CPU power that’s
used for training deep learning models?

The broader point about drawing more from the evolu-
tionary computation community became a running theme
throughout the rest of the workshop: especially the consider-
ation of search spaces including neutrality and interaction be-
tween multiple changes (epistasis), more sophisticated search
algorithms, and moving beyond the simpler operators that
remain popular.

The keynote was followed by formal presentations of pa-
pers, spanning a variety of topics. The major thing that was
apparent this year was the increasing diversity of target sys-
tems that GI is being applied to: quantum computing [5],
database SQL queries [2], procedural story generation for
games [6], chemical reaction networks [7], dataflow program-
ming [8], and emergent systems [4], all presenting their own
challenges and unique questions compared to well-established
application of GI to procedural and Object Orientated soft-
ware. In addition to speed and functionality (bug fixing),
applications also targeted optimisation of energy consump-
tion [3] and generation of novelty [6], which also provided

a nice link back to the keynote, which included some ob-
servations on novelty in natural evolution and the potential
for novelty search algorithms in GI. Throughout, in part re-
flecting on the suggestions from the keynote, the discussions
considered what might be learned from the wider Evolution-
ary Computing community on topics such as the neutral-
ity in each space, the mutation operators being used, and
how to efficiently handle the processing of many tests cases
when evaluating the fitness of new solutions. Two speakers
looking at deeper algorithmic questions considered whether
weighting the choice of source code change operators to ap-
ply might ensure more even sampling [1] and refinement of
Genetic Programming for evolving object oriented code, in-
cluding weighting to bias the Genetic Programming opera-
tors based on context within the program, to generate valid
new programs more often [9]. This very much aligns with
a recent trend in the community of designing more sophisti-
cated operators, and more intelligent targeting of operators
to specific sections or types of code, and has the potential to
represent a very interesting and fruitful research direction.

As has been the case in previous years, there was also
some focus on software testing: including partial specifica-
tions for automated program repair [10], a new approach to
optimisation of covering arrays [11], and discussions came
back multiple times to the risk of overfitting to test suites
and the need to avoid it.

4 Discussion and Future directions

An open discussion followed the main programme and award
of best paper/speaker prizes, with the majority of partici-
pants staying on for a lively debate on possible future re-
search directions. This included considerations of other ways
we can draw inspiration from the evolutionary computation
community, including approaches to handling noise, con-
straints, and long-running fitness functions. There may be
scope for bringing in methods like different approaches to
selection (e.g. lexicase selection to make more efficient use
of test suites). There was also an interesting discussion on
the challenges of including hardware in the loop.

Finally, a much bigger question for the community: should
we be rebranding Genetic Improvement as AI or machine
learning for software?

The workshop benefited from excellent organisation and
certainly flourished in the online setting. In common with
many other similar events, it is likely that future events will
be hybrid if not also fully online.
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